
Journal of Medical Internet Research

Journal Impact Factor (JIF) (2023): 5.8
Volume 28 (2026)    ISSN 1438-8871    Editor in Chief:  Gunther Eysenbach, MD, MPH

Contents

Reviews

Effects of Digital Health Interventions to Promote Safer Sex Behaviors Among Youth: Systematic Review
and Bayesian Network Meta-Analysis (e87071)
Yiran Zhu, Wenwen Peng, Die Hu, Edmond Choi, Maritta Välimäki, Ci Zhang, Xianhong Li. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Characterization of Models for Identifying Physical and Cognitive Frailty in Older Adults With Diabetes:
Systematic Review and Meta-Analysis (e84617)
Xia Wang, Shujie Meng, Xiang Xiao, Liu Lu, Hongyan Chen, Yong Li, Rong Zhang, Qiwu Jiang, Shan Liu, Ru Gao. . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Predictive Performance of Artificial Intelligence Algorithms for Gestational Diabetes Mellitus in Pregnant
Women: Systematic Review and Meta-Analysis (e79729)
Yingni Liang, Anran Dai, Meiyan Luo, Zhuolian Zheng, Jiayu Shen, Yinhua Su, Zhongyu Li. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Barriers to Digital Health Adoption in Older Adults: Scoping Review Informed by Innovation Resistance
Theory (e75591)
Yosefa Birati, Roy Tzemah-Shahar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Machine Learning Techniques Used for the Identification of Sociodemographic Factors Associated With
Cancer: Systematic Literature Review (e79187)
Liz González-Infante, Gaston Marquez, Solange Parra-Soto, Mónica Cardona-Valencia, Carla Taramasco. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Patient Benefits in the Context of Sepsis-Related AI-Based Clinical Decision Support Systems: Scoping
Review (e76772)
Pascal Raszke, Godwin Giebel, Jürgen Wasem, Michael Adamzik, Hartmuth Nowak, Lars Palmowski, Philipp Heinz, Nina Timmesfeld, Marianne
Tokic, Frank Brunkhorst, Nikola Blase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Diagnostic Performance of Deep Learning and Radiomics in Extracranial Carotid Plaque Detection:
Systematic Review and Meta-Analysis (e77092)
Lingjie Ju, Yongsheng Guo, Haiyong Guo, Ruijuan Liu, Yiyang Wang, Siyu Wang, Na Ma, Junhong Ren. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Evidence for Digital Health Tools Designed to Support the Triage of Musculoskeletal Conditions in Primary,
Urgent, and Emergency Care Settings: Scoping Review (e81578)
Linda Truong, James Wrightson, Raphaël Vincent, Eunice Lui, Jamon Couch, Ellen Wang, Cobie Starcevich, Dean Giustini, Alex Haagaard, Elena
Lopatina, Niels van Berkel, Michael Rathleff, Clare Ardern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

The Diagnostic Value of Image-Based Machine Learning for Osteoporosis: Systematic Review and
Meta-Analysis (e75965)
Rui Zhao, Haolin Yang, Yangbo Li, Xiaoyun Li, Zhijie Yang, Yanping Lin, Jiachun Huang, Lei Wan, Hongxing Huang. . . . . . . . . . . . . . . . . . . . . . . . . . 206

Journal of Medical Internet Research 2026 | vol. 28 | p.1

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The Application of Mobile Health in Self-Management Among Patients Undergoing Dialysis: Scoping Review
(e76880)
Qin Xu, Yulin Xu, Xiaoqin Liu, Xiaolin Ma. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Accuracy of Deep Learning in Diagnosing Chronic Obstructive Pulmonary Disease: Systematic Review
and Meta-Analysis (e83459)
Hui Yang, Yijiu Wu, Tong Wu, Jingyan Ji, Sitao Lei, Weibin Xu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252

Assessment of the Diagnostic Performance and Clinical Impact of AI in Hepatic Steatosis: Systematic
Review and Meta-Analysis (e78310)
Jiamei Song, Dan Liu, Jitong Li, Haoru Cong, Ruixue Deng, Yihan Lu, Jiayi Sun, Jingzhou Zhang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

AI for Detecting and Predicting Postpartum Depression: Scoping Review (e77376)
Mais Alkhateeb, Ajisha Nayeem, Arfan Ahmed, Mohammed Alsahli, Javaid Sheikh, Alaa Abd-Alrazaq. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

Face-to-Face Versus Digital, Telephone-Delivered, and Self-Help Cognitive Behavioral Therapy for Irritable
Bowel Syndrome: Systematic Review and Bayesian Indirect Treatment Comparison Meta-Analysis (e75833)
Qing-Feng Tao, Can Hua, Xiao Zhuo, Jian-Jiao Mou, Chao-Rong Xie, Yu-Xin Zhang, Bei Lv, Xin-Ying Niu, Min Chen, Hui Zheng. . . . . . . . . . . . . . . 324

Digital Interventions Targeting Healthy and Sustainable Eating Behavior: Systematic Review and
Meta-Analysis (e80821)
Käbi Vanwinkelen, Bram Spruyt, Tim Smits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 340

Diet-Related Health Recommender Systems for Patients With Chronic Health Conditions: Scoping Review
(e77726)
Xiaolan Dong, Bei Yun, Anni Pakarinen, Zhuting Zheng, Hao Niu, Tian Jin, Changrong Yuan, Jingting Wang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

AI-Supported Digital Microscopy Diagnostics in Primary Health Care Laboratories: Scoping Review (e78500)
Joar von Bahr, Antti Suutala, Vinod Diwan, Andreas Mårtensson, Johan Lundin, Nina Linder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

Effectiveness of Machine Learning in Detecting Vessels Encapsulating Tumor Clusters in Hepatocellular
Carcinoma: Systematic Review and Meta-Analysis (e82839)
Huili Shui, Wenyu Wu, Zhenming Xie, Bing Yang, Jia Deng, Dongxin Tang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Machine Learning Prediction Models for Preeclampsia: Systematic Review and Meta-Analysis (e78714)
Lu Liu, Qixuan Zhu, Yichi Zong, Xueyuan Chen, Wei Zhang, Jun Wang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

Communication Strategies to Promote Patient Engagement in Telemedicine: Systematic Review (e85456)
Yangna Hu, Cindy Ngai, Rui Jiang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Products, Performance, and Technological Development of Ambulatory Oxygen Therapy Devices: Scoping
Review (e81077)
Shohei Kawachi, Mariana Hoffman, Lorena Romero, Magnus Ekström, Jerry Krishnan, Anne Holland. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465

The Development and Use of AI Chatbots for Health Behavior Change: Scoping Review (e79677)
Lingyi Fu, Ryan Burns, Yuhuan Xie, Jincheng Shen, Shandian Zhe, Paul Estabrooks, Yang Bai. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483

Efficacy of Brain-Computer Interface Therapy for Upper Limb Rehabilitation in Chronic Stroke: Systematic
Review and Meta-Analysis of Randomized Controlled Trials (e79132)
HongJie Chen, GuoJun Yun. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

Journal of Medical Internet Research 2026 | vol. 28 | p.2

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Behavioral Determinants and Effectiveness of Digital Behavior Change Interventions for the Prevention of
Sexually Transmitted Infections and HIV: Overview of Systematic Reviews (e74201)
Giuliano Duarte-Anselmi, Susana Sanduvete-Chaves, Salvador Chacón-Moscoso, Daniel López-Arenas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526

Effect of Digital Health Interventions on College Students’ Lifestyle Behaviors: Systematic Review (e82192)
Qingyuan Zhou, Jiajun Jiang, Zhihua Yin, Ruishi Fan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549

Key Components and Barriers in Web-Based Suicide Prevention Gatekeeper Training: Systematic Narrative
Review (e81572)
Olivier Ferlatte, Emmanuelle Gareau, Keven Lee, Kinda Wassef, John Oliffe, Hannah Kia, Brock Dumville. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574

Original Papers

The Phases of Living Evidence Synthesis Using AI: Living Evidence Synthesis (Version 1) (e76130)
Xuping Song, Zhenjie Lian, Rui Wang, Ruixin Li, Zhenzhen Yang, Xufei Luo, Lei Feng, Zhiming Ma, Zhen Pu, Qi Wang, Long Ge, Caihong Li,
Yaolong Chen, Kehu Yang, John Lavis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

The Impact of a Health Coaching App on the Subjective Well-Being of Individuals With Multimorbidity:
Mixed Methods Study (e78738)
Isabelle Symes, Alexandra Burton, Daniela Mercado, Feifei Bu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 674

Effects of Using a Smartphone App Combined With Behavior Change Techniques on the Level of Physical
Activity Among Adults and Older Adults: Sequential Multiple Assignment Randomized Trial (e73388)
Maria Simoes, Neli Proença, Vinícius Lauria, Matheus do Nascimento, Ricardo Padovani, Victor Dourado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 692

Effect of Lung Cancer Screening, Smoking Cessation, and Cessation Smartphone App to Health-Related
Quality of Life Among Heavy Smokers: Randomized Controlled Trial (e81687)
Antti Kurtti, Sanna Iivanainen, Riitta Kaarteenaho, Heidi Andersen, Antti Jekunen, Tuula Vasankari, Jussi Koivunen. . . . . . . . . . . . . . . . . . . . . . . . . 712

Patient and Care Team Perspectives of Barriers to and Facilitators for the Implementation of a Digital
Health Program for Depression in Primary Care: Qualitative Study (e72003)
Andrea Nederveld, Elise Robertson, Angela Lanigan, Elisabeth Callen, Tarin Clay, Ben Fehnert, Lambros Chrones, Michael Martin, Margaret
McCue, Christina Hester, Melissa Filippi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 730

Internet Health Care Service Use Behavioral Pattern Among Older Adults and the Role of the Technology
Acceptance and Social Ecological Theory Model: Cross-Sectional Survey (e78037)
Rui Li, Xinyu Xu, Qingsong Li, Haobiao Liu, Ting Zhou, Abebe Amhare, Peiyu Liu, Jing Tang, Wei Wang, Fuju Zheng, Jing Han. . . . . . . . . . . . . . . . 742

Therapeutic Effects of a WeChat Mini-Program on Metabolic Dysfunction–Associated Fatty Liver Disease:
Randomized Controlled Trial (e76204)
Chao Sun, Guangyu Chen, Cuicui Shi, Haixia Cao, Ruixu Yang, Jing Zeng, Xiaoyan Duan, Xin Sun, Jian-Gao Fan. . . . . . . . . . . . . . . . . . . . . . . . . . 758

Cognitive-Behavioral Therapy−Based Massed Brief Psychoeducational Group via Videoconference for
Social Anxiety: Randomized Controlled Trial (e79825)
Lele Feng, Wei Liu, Liechuan Cui, Deborah Dobson, Xinfeng Tang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 779

Smartphone-Based Digital Eczema Education Program for Atopic Dermatitis in Children Aged 0 to 6 Years:
Multicenter, Randomized, Parallel Controlled Clinical Study (e79559)
Huan Yang, Hong Shu, Liu-hui Wang, Ping Li, Yun-ling Li, Qin-feng Li, Xiu-ping Han, Jing Tian, Jing Chang, Hua Qian, Jing-ping Chen, Xin-qiang
Ding, Pan-qian Wu, Li-min Dou, Zhen Luo, Wei Li, Yang-yang Lin, Lin Li, Shu-zhen Yue, Yang Gu, Li Yang, Xiao-hong Sun, Xiao-yan Luo, Lin
Ma, Hua Wang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 795

Bayesian-Based Pharmacokinetic Framework Integrated with Therapeutic Drug Monitoring for Assessing
Adherence to Antiseizure Medications: A Clinical Trial Simulation Study (e77917)
Xiao-Qin Liu, Zi-Ran Li, Wei-Wei Lin, Juan Wang, Fu-Qing Gu, Jun-Jie Ding, Zheng Jiao. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 808

Journal of Medical Internet Research 2026 | vol. 28 | p.3

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


A Real-Life Digital Intervention for Personalized Nutrition in Adults With Overweight or Obesity: Remote
Randomized Controlled Trial (e73367)
Jelle de Jong, Femke Hoevenaars, Lotte Peters, Charlotte Berendsen, Wilrike Pasman, Martien Caspers, Remon Dulos, Suzan Wopereis. . . 
8 2 2

A Web-Based Cancer Prevention Intervention for Rural Emerging Adults: Mixed Methods Development
and Pilot-Testing Study (e80803)
Echo Warner, Alishia Kinsey, Barbara Walkosz, Julia Berteletti, Kayla Nuss, Annelise Small, W Woodall, Deanna Kepka, Douglas Taren, Meghan
Skiba, Dolores Guest, Cindy Blair, Judith Gordon, David Wetter, Evelinn Borrayo, Kimberly Henry, Andrew Sussman, David Buller. . . . . . . . . . . . . . 839

Effects of Artificial Intelligence Recognition–Based Telerehabilitation on Exercise Capacity in Patients With
Hypertension: Randomized Controlled Trial (e81400)
Qiuru Yao, Baizhi Qiu, Longlong He, Qin Wang, Jihua Zou, Donghui Liang, Shuyang Wen, Yingchao Liu, Gege Li, Jinjing Hu, Huan Ma, Guozhi
Huang, Qing Zeng. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 858

Digital Engagement Significantly Enhances Weight Loss Outcomes in Adults With Obesity Treated With
Tirzepatide: Retrospective Cohort Study of a Digital Weight Loss Service (e83718)
Hans Johnson, Ashley Clift, Daniel Reisel, David Huang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 876

The Relationship Between Physician Self-Disclosure and Patient Acquisition in Digital Health Markets:
Cross-Sectional Study (e84963)
Quanchen Liu, Pengqing Yin, Jing Fan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 892

Website Use and Associations With Behavior Change and Weight Loss in Cancer Survivors and Their
Partners: Secondary Analysis of a Randomized Controlled Trial (e86908)
Harleen Kaur, Dori Pekmezi, Tracy E Crane, David Farrell, Laura Q Rogers, Wendy Demark-Wahnefried. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 908

Traditional Rehabilitation Experiences, Unmet Needs, and Perspectives on Virtual Reality–Based
Rehabilitation Among Patients With Stroke in China: Qualitative Thematic Analysis and Semistructured
Interview Study (e84532)
Xite Zheng, Lu Xing, Haitao Lu, Shimeng Hao, Fen Liu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 925

The Effectiveness of the Headspace App for Improving Sleep: Randomized Controlled Trial (e56287)
Zoltan Torok, Larisa Gavrilova, Amish Patel, Matthew Zawadzki. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 941

Digital Phenotyping for Adolescent Mental Health: Feasibility Study Using Machine Learning to Predict
Mental Health Risk From Active and Passive Smartphone Data (e72501)
Balasundaram Kadirvelu, Teresa Bellido Bel, Aglaia Freccero, Martina Di Simplico, Dasha Nicholls, A Faisal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 955

Comparing the Associations of Internet Addiction and Internet Gaming Disorder With Psychopathological
Symptoms: Cross-Sectional Study of Three Independent Adolescent Samples (e82414)
Ying-ying Li, A-qian Hu, Ling-li Yi, Zi-xin Mao, Qiu-yue Lü, Juan Wang, Wei Wei, Yue-qi Huang, Shu Huang, Wen-jing Dai, Meng-xuan Qiao,
Jia-jun Xu, Qiang Wang, Xiao-jing Li, Fu-gang Luo, Wei Deng, Yu-zheng Hu, Tao Li, Wan-jun Guo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 982

Impact of Push Notifications on Physical Activity and Sodium Intake Among Patients with Hypertension:
Microrandomized Trial of a Just-in-Time Adaptive Intervention (e78218)
Jessica Golbus, Michael Dorsch, Yuxuan Chen, Tanima Basu, Evan Luff, Predrag Klasnja, Mark Newman, Lesli Skolarus, Walter Dempsey,
Brahmajee Nallamothu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 997

Effects of an eHealth Cardiac Exercise Rehabilitation Platform for Patients After Percutaneous Coronary
Intervention Based on the Persuasive Systems Design Model: Randomized Controlled Trial (e71450)
Yang Liu, Xiting Huang, Ziying Dai, Zhili Jiang, Wenxiao Wu, Jing Wang, Zhiqian Wang, Luyao Yu, Hanyu Li, Lihua Huang. . . . . . . . . . . . . . . . . . . 1008

Journal of Medical Internet Research 2026 | vol. 28 | p.4

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Feasibility, Acceptability, and Perspectives Regarding the Use of Activity Tracking Wearable Devices
Among Home Health Aides: Mixed Methods Study (e77510)
Ian Solano-Kamaiko, Michael Dicpinigaitis, Melissa Tan, Irene Yang, Kexin Cheng, Ronica Peramsetty, Michelle Shum, Yanira Escamilla, Jennifer
Bayly, Meghan Turchioe, Ariel Avgar, Aditya Vashistha, Nicola Dell, Madeline Sterling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1030

Characteristics Influencing Support for the National Health Service COVID-19 App in England and Wales:
Findings From a Longitudinal Survey (e76863)
Josephine Exley, Paul Boadu, Kasim Allel, Bob Erens, Nicholas Mays, Mustafa Al-Haboubi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1041

Patterns and Characteristics of Mobile App Use to Promote Wellness and Manage Illness: Cross-Sectional
Study (e71363)
Hayriye Gulec, David Smahel, Yi Huang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1057

Effects of an 8-Week App-Based Mindfulness Intervention on Mental Health in Working Women: Randomized
Controlled Trial (e62814)
Riko Uwagawa, Koichiro Adachi, Mariko Shimoda, Ryu Takizawa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1079

Changing Habits With the Happy Hands App: Qualitative Focus Group Study of a Hand Osteoarthritis
Self-Management Intervention (e82773)
Kristine Fjeldstad, Anne Tveter, Eivor Rasmussen, Lena Olden, Sissel Nyheim, Thalita Blanck, Rikke Killingmo, Ingvild Kjeken. . . . . . . . . . . . . . . . 1094

Interactions of Technology and Obsessive-Compulsive Disorder Symptomatology in Adults: Qualitative
Interview Study (e85033)
Lucas Occhino-Moede, Kaitlyn Sulivan-Pascual, Kendall Phelan, Harrison Wang, Daniel Mokhtar, Elisa Liu, Erica Schug, Megan Mirkis, Thomas
Baek, Tamerlane Visher, Ujjwal Pasupulety, Adam Frank. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1106

Assessing Usage and Usability of a Narrative-Based Psychoeducational Digital Intervention to Improve
Medication Adherence Among Individuals With Schizophrenia in a Stable Phase: Mixed Methods Study
(e59175)
Dian Zhu, Fangyuan Chang, Hongyi Yang, Yiwen Wei, Zhao Liu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1119

Effectiveness of and Mechanisms of Change in a Self-Help Web- and App-Based Resilience Intervention
on Perceived Stress in the General Working Population: Randomized Controlled Trial (e78335)
Sandy Hannibal, Dörte Behrendt, Michèle Wessa, Sarah Schäfer, Nina Dalkner, Dirk Lehr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1134

Predictors of Professional Responses in Nonprofit Mental Health Forums: Interpretable Machine Learning
Analysis (e74359)
Shuang Geng, Yanghui Li, Jie Wang, Peixuan Chen, Xusheng Wu, Zhiqun Zhang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1158

Effect of AI-Based Natural Language Feedback on Engagement and Clinical Outcomes in Fully Self-Guided
Internet-Based Cognitive Behavioral Therapy for Depression: 3-Arm Randomized Controlled Trial (e76902)
Mirai So, Yoichi Sekizawa, Sora Hashimoto, Masami Kashimura, Hajime Yamakage, Norio Watanabe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1178

Leisure Screen Time, Internet Gaming Disorder, and Mental Health Among Chinese Adolescents:
Large-Scale Cross-Sectional Study (e80737)
Qin Deng, Linna Sha, Jiaojiao Hou, Xunying Zhao, Rong Xiang, Jiangbo Zhu, Yang Qu, Jinyu Zhou, Ting Yu, Xin Song, Sirui Zheng, Tao Han,
Bin Yang, Mengyu Fan, Xia Jiang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1198

Longitudinal Between- and Within-Person Associations Among Screen Time, Bedtime, and Daytime
Sleepiness Among Adolescents: Three-Wave Prospective Panel Study (e78972)
Michał Tkaczyk, Albert Ksinan, David Smahel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1212

Tailored Internet-Delivered Mindfulness-Based Interventions for Patients With Hepatocellular Carcinoma
After Transarterial Chemoembolization: Qualitative Study (e78337)
Zengxia Liu, Min Li, Yong Jia, Li Chen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1228

Journal of Medical Internet Research 2026 | vol. 28 | p.5

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Patient Perceptions of Ozempic (Semaglutide) for Weight Loss: Mixed Methods Analysis of Online Medication
Reviews (e78391)
Abanoub Armanious, Rachel-Mae Hunter, Kristi Griffiths, Hannah Bowrey, Robyn Brown, Morgan James. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1242

Public Emotional and Thematic Responses to Major Emergencies on Social Media, 2024-2025:
Cross-Sectional Convergent Mixed Methods Study (e84648)
Xingrong Guo, Yiqian Fan, Yiming Guo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1257

Cocreating Principles for Digital Health Equity: Cross-Sectional, Qualitative Study for Participatory
Human-Centered Design in Catalonia (e84129)
Jordi Piera-Jiménez, Núria Vilarasau Creus, Ada Maymó Costa, Xabier Michelena, Andrea Climent Fageda, Alèxia Farré, László Herczeg, Lekshmy
Parameswaran, Gerard Carot-Sans, Luis Valle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1285

Attitudes Toward Video Consultations From the Perspective of Physicians and Psychotherapists in German
Outpatient Care After the COVID-19 Pandemic: Survey Study (e73757)
Lara Kleinschmidt, Juergen Wasem, Nikola Blase, Beatrice Nauendorf, Juliane Malsch, Matthias Brittner, Paul Brandenburg, André Aeustergerling,
Theresa Hüer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1308

Gender Concordance and Patient Outcomes in Indian Telemedicine: Retrospective Cross-Sectional
Quantitative Study of 286,000 Consultations (e78311)
Nafisa Vaz, Vishalkumar Jani. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1324

Communication Challenges and Mitigation Strategies in Primary Care Virtual Consultations: Qualitative
Study (e79399)
Ahmed Alboksmaty, Tetiana Lunova, Ara Darzi, Ana-Luisa Neves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1337

The Feasibility of Smartwatch Micro–Ecological Momentary Assessment for Tracking Eating Patterns of
Malaysian Children and Adolescents in the South-East Asian Community Observatory Child Health Update
2020: Cross-Sectional Study (e73435)
Richard Lane, Louise Millard, Ruth Salway, Chris Stone, Andy Skinner, Sophia Brady, Jeevitha Mariapun, Sutha Rajakumar, Amutha Ramadas,
Hussein Rizal, Laura Johnson, Tin Su, Miranda Armstrong. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1351

Designing Electronic Problem-Solving Training for Individuals With Traumatic Brain Injury: Mixed Methods,
Community-Based, Participatory Research Case Study (e83995)
Matthew Schmidt, Yueqi Weng, Shannon Juengst, Alexandra Holland. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1365

Toward Patient-Centric Digital Monitoring of Obstructive Sleep Apnea: Mixed Methods Study (e82460)
James Timmis, Kerstin Schorr, Rana Yüksel, Tim van den Broek, Sebastiaan Overeem, Dagmar Smid, Willem van den Brink, Nina Haring. . . 
1 3 9 0

The WONE Index as a Multidimensional Assessment of Stress Resilience: A Development and Validation
Study (e81714)
Lydia Roos, Destiny Gilliland, Kelsey Julian, Reeva Misra. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1406

Program Theory and Core Outcome Set Development for a Technology-Assisted Counseling Intervention
in Dementia: Multimethods Study (e81669)
Dorothee Bauernschmidt, Anja Bieber, Ronja Hubrich, Janina Wittmann, Gabriele Meyer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1436

Factors Influencing Continuance Intention for Online Consultations Among Survivors of Cancer: Grounded
Theory Study (e84644)
Yutang Yao, Musi Zhang, Shanshan Peng, Zhuzhong Cheng, Yun Duan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1462

Journal of Medical Internet Research 2026 | vol. 28 | p.6

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The Structure of Psychopathology on Reddit: Network Analysis of Mental Health Communities in Relation
to the ICD Diagnostic System (e80958)
Bojan Evkoski, Srebrenka Letina, Petra Kralj Novak. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1475

Assessing Health Care Professionals’ Perceptions of a New System in Clinical Workflows: Systems
Engineering Initiative for Patient Safety–Based Consensual Qualitative Research (e86166)
Ye-Eun Park, Minsu Ock, Jae-Ho Lee, Dae-Hyun Ko, Hak-Jae Lee, Taezoon Park, Junsang Yoo, Yura Lee. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1492

Development and User-Centered Evaluation of Smart Systems for Loneliness Monitoring in Older Adults:
Mixed Methods Study (e81027)
Yi Zhou, Jessica Rees, Faith Matcham, Ashay Patel, Michela Antonelli, Anthea Tinker, Sebastien Ourselin, Wei Liu. . . . . . . . . . . . . . . . . . . . . . . . 1508

Ethical Knowledge, Challenges, and Institutional Strategies Among Medical AI Developers and Researchers:
Focus Group Study (e79613)
Sophia Fantus, Jinxu Li, Tianci Wang, Lu Tang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1530

Detection of Antithrombotic-Related Bleeding in Older Inpatients: Multicenter Retrospective Study Using
Structured and Unstructured Electronic Health Record Data (e77809)
Claire Coumau, Frederic Gaspar, Mehdi Zayene, Elliott Bertrand, Lorenzo Alberio, Christian Lovis, Patrick Beeler, Fabio Rinaldi, Monika Lutters,
Marie-Annick Le Pogam, Chantal Csajka, SwissMADE Collaborators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1542

Behavioral Dynamics of AI Trust and Health Care Delays Among Adults: Integrated Cross-Sectional Survey
and Agent-Based Modeling Study (e82170)
Xueyao Cai, Weidong Li, Wenjun Shi, Yuchen Cai, Jianda Zhou. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1561

Institutionalizing Digital Parenting Programs in Low Resource Settings in China: Comparative Case Study
of Health Care and Education Sectors Using the RE-AIM Framework (e79848)
Xinyu Shi, Ruochen Ruan, Yi Qie, Jamie Lachman, Na Zhong, Zuyi Fang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1581

A Complex Digital Health Intervention to Support People With HIV: Organizational Readiness Survey Study
and Preimplementation Planning for a Hybrid Effectiveness-Implementation Study (e76327)
Jacqueline Hodges, Wendy Cohn, Amanda Castel, Tabor Flickinger, Ava Waldman, Michelle Hilgart, Olivia Kirby, Sylvia Caldwell, Karen
Ingersoll. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1602

Engagement With Meditation Apps: Cross-Sectional Survey of Use and Associations (e71960)
Julia Adams, Jonathan Davies, Prai Wattanatakulchat, Julieta Galante, Felicity Miller, Simon D'Alfonso, Nicholas Van Dam. . . . . . . . . . . . . . . . . . . 1621

Digital Engagement and Cognitive Function Among Older Adults in China: Cross-Sectional Questionnaire
Study and Moderated Mediation Model Analysis (e83955)
Yongqi Du, Qing Niu, Gangrui Tan, Jianqian Chao, Shengxuan Jin, Leixia Wang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1644

Quality of Cancer-Related Clinical Coding in Primary Care in North Central London: Mixed Methods Quality
Improvement Project (e73205)
Afsana Bhuiya, Graham Roberts, Katie Tucker, Stefanie Bonfield, Georgia Black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1665

Multimodal Large Language Models for Cystoscopic Image Interpretation and Bladder Lesion Classification:
Comparative Study (e87193)
Yung-Chi Shih, Cheng-Yang Wu, Shi-Wei Huang, Chung-You Tsai. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1686

Extended Grammar of Systematized Nomenclature of Medicine – Clinical Terms for Semantic Representation
of Clinical Data: Methodological Study (e80314)
Christophe Gaudet-Blavignac, Julien Ehrsam, Monika Baumann, Adel Bensahla, Mirjam Mattei, Yuanyuan Zheng, Christian Lovis. . . . . . . . . . . . . 1707

Journal of Medical Internet Research 2026 | vol. 28 | p.7

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Establishment and Optimization of a Patient-Reported Outcome–Based Electronic-Diary for Symptoms
Evaluation in Patients With Gastroesophageal Reflux Disorder: Prospective Cohort Study (e83680)
Yun-Chun Chen, Yen-Po Wang, Jui-Hsuan Hung, Da-Wei Wang, Shang-Liang Wu, Li-Fen Chen, Yueh-Hsin Ping, Mei-Lien Pan, Ching-Liang
Lu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1722

Communicative Behaviors in an Internet-Based Intervention for Individuals With Autism: Mixed Methods
Analysis (e76527)
Britta Westerberg, Karin Jacobson, Maria Unenge Hallerbäck, Susanne Bejerot, Fredrik Holländare. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1735

Forecasting Waitlist Trajectories for Patients With Metabolic Dysfunction–Associated Steatohepatitis
Cirrhosis: A Neural Network Competing Risk Analysis (e68247)
Gopika Punchhi, Yingji Sun, Eunice Tan, Naomi Hlaing, Chang Liu, Sumeet Asrani, Sirisha Rambhatla, Mamatha Bhat. . . . . . . . . . . . . . . . . . . . . . 1749

End-to-End Platform for Electrocardiogram Analysis and Model Fine-Tuning: Development and Validation
Study (e81116)
Lucas Bickmann, Lucas Plagwitz, Antonius Büscher, Lars Eckardt, Julian Varghese. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1763

Predicting the Intention to Use Generative Artificial Intelligence for Health Information: Comparative Survey
Study (e75648)
Jörg Matthes, Anne Reinhardt, Selma Hodzic, Jaroslava Ka ková, Alice Binder, Ljubisa Bojic, Helle Maindal, Corina Paraschiv, Knud Ryom. . 
1 7 8 1

Key Information Influencing Patient Decision-Making About AI in Health Care: Survey Experiment Study
(e75615)
Xuan Zhu, Austin Stroud, Sarah Minteer, Dong Yoo, Jennifer Ridgeway, Maryam Mooghali, Jennifer Miller, Barbara Barry. . . . . . . . . . . . . . . . . . . . 1795

Intervention in Health Misinformation Using Large Language Models for Automated Detection, Thematic
Analysis, and Inoculation: Case Study on COVID-19 (e75500)
Samira Malek, Christopher Griffin, Robert Fraleigh, Robert Lennon, Vishal Monga, Lijiang Shen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1821

Developing an AI-Assisted Tool That Identifies Patients With Multimorbidity and Complex Polypharmacy
to Improve the Process of Medication Reviews: Qualitative Interview and Focus Group Study (e74304)
Aseel Abuzour, Samantha Wilson, Alan Woodall, Frances Mair, Asra Aslam, Andrew Clegg, Eduard Shantsila, Mark Gabbay, Michael Abaho,
Danushka Bollegala, Harriet Cant, Alan Griffiths, Layik Hama, Gary Leeming, Emma Lo, Simon Maskell, Maurice O'Connell, Olusegun Popoola,
Sam Relton, Roy Ruddle, Pieta Schofield, Matthew Sperrin, Tjeerd Van Staa, Iain Buchan, Lauren Walker. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1843

Evaluating and Validating Large Language Models for Health Education on Developmental Dysplasia of
the Hip: 2-Phase Study With Expert Ratings and a Pilot Randomized Controlled Trial (e73326)
Hui Ouyang, Gan Lin, Yiyuan Li, Zhixin Yao, Yating Li, Han Yan, Fang Qin, Jinghui Yao, Yun Chen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1858

Data Poisoning Vulnerabilities Across Health Care Artificial Intelligence Architectures: Analytical Security
Framework and Defense Strategies (e87969)
Farhad Abtahi, Fernando Seoane, Ivan Pau, Mario Vega-Barbas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1880

Implementing an Artificial Intelligence Decision Support System in Radiology: Prospective Qualitative
Evaluation Study Using the Nonadoption Abandonment Scale-Up, Spread, and Sustainability (NASSS)
Framework (e80342)
Sundresan Naicker, Paul Schmidt, Bruce Shar, Amina Tariq, Ashleigh Earnshaw, Steven McPhail. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1900

Integrated Prediction System for Individualized Ovarian Stimulation and Ovarian Hyperstimulation Syndrome
Prevention: Algorithm Development and Validation (e78245)
Jingjing Chen, Jianjuan Zhao, Huiyu Qiu, Yanhui Liu, Yunqi Zhang, Qicheng Sun, Yan Yi, Hongying Tang, Jing Zhao, Bin Xu, Qiong Zhang, Ge
Yang, Hui Li, Junjie Liu, Zhongzhou Yang, Shaolin Liang, Yanping Li, Jing Fu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1917

Journal of Medical Internet Research 2026 | vol. 28 | p.8

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Evaluation of an Artificial Intelligence Conversational Chatbot to Enhance HIV Preexposure Prophylaxis
Uptake: Development and Usability Internal Testing (e79671)
Jun Tao, Ellie Pavlick, Amaris Grondin, Josue Bustamante, Harrison Martin, Hannah Parent, Natalie Fenn, Alexi Almonte, Amanda Maguire-Wilkerson,
Mofan Gu, Jack Rusley, Bryce Perler, Tyler Wray, Amy Nunn, Philip Chan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1932

Developing a Quality Evaluation Index System for Health Conversational Artificial Intelligence: Mixed
Methods Study (e83188)
Weizhen Liao, Meng Li, Chengyu Ma, Youli Han, Dan Wang, Haopeng Liu, Yi Wang, Zijie Feng, Huichao Wang, Yiru Guan. . . . . . . . . . . . . . . . . . . 1948

Assistive Robotics for Healthy Aging: A Foundational Phenomenological Co-Design Exercise (e77179)
Stephen Potter, Mark Hawley, Angela Higgins, Farshid Amirabdollahian, Mauro Dragone, Alessandro Di Nuovo, Praminda Caleb-Solly. . . . . . . . . 1969

Adoption of Internet of Things in Health Care: Weighted and Meta-Analytical Review of Theoretical
Frameworks and Predictors (e64091)
Inês Veiga, Tiago Oliveira, Mijail Naranjo-Zolotov, Ricardo Martins, Stylianos Karatzas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1987

Exploring the Dynamics of Actors, Structural Factors, and Bricolage in the Implementation and Sustainability
of eHealth Solutions: Qualitative Multiple-Case Study (e79999)
Susanne Eriksen, Christine Øye, Anne Dahler. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2018

“I Want to Spend My Time Living”—Experiences With a Digital Outpatient Service With a Mobile App for
Tailored Care Among Adults With Long-Term Health Service Needs: Qualitative Study Using Thematic
Analysis (e79155)
Heidi Holmen, Erik Fosse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2033

What Patients With Asthma Share When No One Listens: Multimethod Observational Study of Patient
Narratives on Reddit (e77027)
Elena Curto-Sánchez, Gabriela Salazar-Palacios, Ana Martín-Varillas, Estela Prieto-Maíllo, Jacinto Ramos-González, Ignacio Dávila-González,
Domingo Palacios-Ceña, Juan Cuenca-Zaldivar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2045

Quantifying Innovation in Stroke: Large Language Model Bibliometric Analysis (e70754)
Adam Marcus, Georgina Lockwood-Taylor, Daniel Rueckert, Paul Bentley. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2062

Examining the Association Between Internet Use and Perceived Stress in Adults: Longitudinal Observational
Study Combining Web Tracking Data With Questionnaires (e78775)
Mohammad Belal, Nguyen Luong, Talayeh Aledavood, Juhi Kulshrestha. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2076

Physical Activity Recommendations Tailored by a Predictive Model for Adults With High Blood Pressure:
Observational Study (e78492)
Yuhui Yang, Manqing Chen, Weiwei Hu, Yifan Fu, Xingyan Li, Zhenli Liao, Hongman Feng, Yaling Zhao, Leilei Pei, Baibing Mi, Fangyao Chen. 
2 1 0 2

Acceptability, Feasibility, and Perceived Effectiveness of Video-Based Patient Records for Supporting Care
Delivery to Older Adults With Frailty: Nonrandomized Mixed Methods Pilot Study (e77318)
Phoebe Averill, Rachael Lear, Ricky Odedra, Susannah Long, Alex Taylor, Pi-Jung Charville, Jessica Fernandes, Uzoamaka Ekeogu, Jessica
Leombruno, Sophia Ellis, Erik Mayer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2143

Reliability of Large Language Model Generated Clinical Reasoning in Assisted Reproductive Technology:
Blinded Comparative Evaluation Study (e85206)
Dou Liu, Ying Long, Sophia Zuoqiu, Di Liu, Kang Li, Yiting Lin, Hanyi Liu, Rong Yin, Tian Tang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2163

Viewpoints

From Agents to Governance: Essential AI Skills for Clinicians in the Large Language Model Era (e86550)
Weiping Cao, Qing Zhang, Jialin Liu, Siru Liu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 594

Journal of Medical Internet Research 2026 | vol. 28 | p.9

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Collaborative and Cooperative Hospital “In-House” Medical Device Development and Implementation in
the AI Age: The European Responsible AI Development (EURAID) Framework Compatible With European
Values (e80754)
Anett Schönfelder, Maria Eberlein-Gonska, Manfred Hülsken-Giesler, Florian Jovy-Klein, Jakob Kather, Elisabeth Kohoutek, Thomas Lennefer,
Elisabeth Liebert, Myriam Lipprandt, Rebecca Mathias, Hannah Muti, Julius Obergassel, Thomas Reibel, Ulrike Rösler, Moritz Schneider, Larissa
Schlicht, Hannes Schlieter, Malte Schmieding, Nils Schweingruber, Martin Sedlmayr, Reinhard Strametz, Barbara Susec, Magdalena Wekenborg,
Eva Weicken, Katharina Weitz, Anke Diehl, Stephen Gilbert. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 603

Assessing the Evolution and Influence of Medical Open Databases on Biomedical Research and Health
Care Innovation: A 25-Year Perspective With a Focus on Privacy and Privacy-Enhancing Technologies
(e58954)
Albert Yang, Mei-Lien Pan, Henry Lu, Chung-Yueh Lien, Da-Wei Wang, Chih-Hsiung Chen, Der-Cherng Tarng, Dau-Ming Niu, Shih-Hwa Chiou,
Chun-Ying Wu, Ying Sun, Shih-Ann Chen, Shuu-Jiun Wang, Wayne Sheu, Chi-Hung Lin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2178

Africa’s Digital Health Revolution: The Digital Fit-Viability Model to Move From Innovation to Scaled
Implementation (e63495)
Afra Jiwa, Antony Ngatia, Karim Benali, Niclas Boehmer, Sangu Delle, Patrick Emedom-Nnamdi, Chris Fofie, Christine O’Brien, Tobi Olatunji,
Kate Obayabgona, Milind Tambe, Richard Fletcher, Adeline Boatin, Bethany Hedt-Gauthier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2193

Tutorials

Developing a Trauma-Informed Social Media Campaign to Disseminate Endometriosis-Specific Qualitative
Art-Based Research Findings: Tutorial (e83491)
Kerry Marshall, Hargun Dhillon, A Howard, Heather Noga, Grace Yang, William Zhu, Jessica Sutherland, Sarah Lett, Anna Leonova, Paul Yong,
Natasha Orr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 626

SMARTCLOTH Prototype for Dietary Management in Patients With Diabetes Mellitus: Tutorial on
Human-Centered Design Methodology for Health Care Hardware Development (e75744)
Jose Palomares, Rafael Molina-Luque, Fernando León-García, Irene Casares-Rodríguez, María García-Rodríguez, María Villena Esponera,
Guillermo Molina-Recio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 648

Corrigenda and Addendas

Correction: Acceptability of Health Information Technology by Health Care Professionals: Where We Are
Now and How We Can Fill the Gap (e89383)
Corinne Isnard-Bagnis, Stéphane Mouchabac, Riadh Lebib, Hervé Bismut, Pierre Geoffroy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2119

Correction: Combining Artificial Intelligence and Human Support in Mental Health: Digital Intervention With
Comparable Effectiveness to Human-Delivered Care (e88640)
Clare Palmer, Emily Marshall, Edward Millgate, Graham Warren, Michael Ewbank, Elisa Cooper, Samantha Lawes, Alastair Smith, Chris
Hutchins-Joss, Jessica Young, Malika Bouazzaoui, Morad Margoum, Sandra Healey, Louise Marshall, Shaun Mehew, Ronan Cummins, Valentin
Tablan, Ana Catarino, Andrew Welchman, Andrew Blackwell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2121

Correction: Effectiveness of a Web-Based Medication Education Course on Pregnant Women’s Medication
Information Literacy and Decision Self-Efficacy: Randomized Controlled Trial (e91835)
Suya Li, Hui-Jun Chen, Jie Zhou, Yi-Bei Zhouchen, Rong Wang, Jinyi Guo, Sharon Redding, Yan-Qiong Ouyang. . . . . . . . . . . . . . . . . . . . . . . . . . . 2123

Correction: Culturally Adapted Guided Internet-Based Cognitive Behavioral Therapy for Hong Kong People
With Depressive Symptoms: Randomized Controlled Trial (e88495)
Jia-Yan Pan, Jonas Rafi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2125

Journal of Medical Internet Research 2026 | vol. 28 | p.10

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Research Letters

Quality of Conventional versus Artificial Intelligence Oral Surgery Consent Forms: Comparative Analysis
(e59851)
Jan Gaessler, Bernhard Remschmidt, Ann-Kathrin Jopp, Behrouz Arefnia, Adrian Franke, Marcus Rieder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2129

National Institutes of Health–Funded Artificial Intelligence and Machine Learning Research, 2019 2023:
Cross-Sectional Study (e84861)
Joshua Le, Joseph Morrison, Atul Malhotra, Shamim Nemati, Gabriel Wardi, James Ford. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2133

Transformer-Based Topic Modeling: Characterizing Cannabis Product Adverse Experiences Self-Reported
as Requiring Medical Attention on Reddit (e82661)
Tim Mackey, Matthew Nali, Meng Larsen, Zhuoran Li, Cassandra Taylor, Beverly Wolpert, Catharine Trice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2138

News and Perspectivess

WHOOP, There It Is: Lessons From WHOOP’s FDA Warning Letter (e90882)
Blythe Karow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2201

UnitedXR Europe 2025: Aligning Health Care Extended Reality (e90727)
Jose Costa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2205

When Lived Experience Designs the Intervention (e91371)
Trevor van Mierlo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2209

A Frontline Worker’s Take on Hybrid Care Implementation in the Hospital Setting (e90879)
Jenna Congdon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2212

What Health Care Organizations Have Learned From Telecommunication Outages (e91456)
Catharine Solomon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2215

Journal of Medical Internet Research 2026 | vol. 28 | p.11

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Effects of Digital Health Interventions to Promote Safer Sex
Behaviors Among Youth: Systematic Review and Bayesian
Network Meta-Analysis

Yiran Zhu1*, MSc; Wenwen Peng1*, MSc; Die Hu1, BN; Edmond Pui Hang Choi2, PhD; Maritta Anneli Välimäki3,4,

PhD; Ci Zhang1, PhD; Xianhong Li1,5, PhD
1Xiangya School of Nursing, Central South University, 172 Tongzipo Road, Changsha, China
2School of Nursing, University of Hong Kong, Hong Kong SAR, China (Hong Kong)
3School of Public Health, Faculty of Medicine, University of Helsinki, Helsinki, Finland
4Helsinki University Hospital, Nursing Research Center (NRC), Helsinki, Finland
5JBI Xiangya Research Centre for Evidence-based Healthcare Innovation, Central South University, Changsha, China
*these authors contributed equally

Corresponding Author:
Xianhong Li, PhD
Xiangya School of Nursing, Central South University, 172 Tongzipo Road, Changsha, China

Abstract

Background: Youth aged 15‐24 years carry a disproportionate HIV/sexually transmitted infections (STIs) burden. In recent
years, different modalities of digital health interventions (DHIs) have been explored to promote safer sex behaviors among youth,
but their comparative effectiveness across modalities and relative to nondigital interventions (NDIs) remains unclear.

Objective: This study aimed to compare DHI modalities on safer sex behaviors and HIV/STI incidence, rank modalities using
Bayesian network meta-analysis (NMA), and position their effectiveness relative to NDIs.

Methods: A systematic review and Bayesian NMA of randomized controlled trials were conducted by comprehensively searching
PubMed, EMBASE, Web of Science, and Cochrane Library (inception to November 2025). Eligible studies were those that
enrolled youth aged 15‐24 years and evaluated mobile app-based intervention, telecommunication-based intervention (TCI),
static web-based intervention (SWI), or interactive online-based intervention (IOI)—with an NDI or another DHI. Primary
outcomes were condom use at last sexual contact, consistent condom use, and proportion of condom use. Secondary outcomes
included condom use self-efficacy, number of sexual partners, and STI incidence (including HIV). Risk of bias was assessed with
the Cochrane Risk of Bias 2 tool, and certainty of evidence with GRADE/CINeMA (Confidence in NMA). Bayesian random-effects
NMAs estimated odds ratios (ORs) with 95% credible intervals (CrIs), and complementary frequentist NMAs provided 95% CIs
and 95% prediction intervals.

Results: Twenty-four randomized controlled trials (20,134 participants) were included, forming treatment networks across 5
intervention types. TCI was the only intervention that significantly improved condom use at last sex compared with NDI (OR
1.13, 95% CrI 1.02‐1.26). For consistent condom use, SWI and IOI outperformed TCI (SWI vs TCI: OR 1.77, 95% CrI
1.03‐3.06; IOI vs TCI: OR 1.68, 95% CrI 1.02‐2.76). For the proportion of condom use, IOI outperformed SWI (OR 1.34,
95% CrI 1.01‐1.80), and mobile app-based intervention ranked highest in probability rankings, though estimates lacked precision.
For STI incidence, NDI was associated with fewer STIs than SWI (OR 0.61, 95% CrI 0.46‐0.82).

Conclusions: This is the first NMA to compare the effectiveness of DHIs on condom use and HIV/STI outcomes among youth
populations. It demonstrates that the impact of DHIs on HIV prevention varies substantially by intervention modality and outcome
type. While TCI demonstrates the most consistent improvement in condom use at last sex, SWI and IOI may be more effective
for promoting consistent condom use, though estimates remain imprecise. However, wide prediction intervals and low-certainty
evidence suggest that self-reported behavioral changes may not translate into reductions in HIV/STI incidents without integration
with offline services and broader structural support. Future trials might consider including standardized outcome indicators and
longer follow-up to generate more precise estimates of the effectiveness of DHIs and guide generalization of youth-centered
digital HIV/STIs prevention.

Trial Registration: PROSPERO CRD42024527317; https://www.crd.york.ac.uk/PROSPERO/view/CRD42024527317

(J Med Internet Res 2026;28:e87071)   doi:10.2196/87071
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Introduction

Adolescents and young adults aged 15‐24 years, defined as
“youth” by the United Nations [1-3], are disproportionately
affected by HIV around the globe. This age range is widely used
in international health research and reporting, which allows
comparability across studies and alignment with global HIV
surveillance data. Alarmingly, in 2023, youth in this age group
comprised nearly one-third of the 3600 daily new HIV infections
recorded worldwide. Youth are especially vulnerable to HIV
due to high rates of unprotected sex, inconsistent condom use,
and co-occurring risk behaviors such as alcohol and drug use
[4,5]. Still, a significant proportion of youth around the world
lack access to accurate and age-appropriate information on
sexual and reproductive health, rendering them susceptible to
misinformation, psychological distress, and engagement in
high-risk sexual behaviors [6]. To address this public crisis,
scalable evidence-based health interventions targeting safer sex
practices should be prioritized in this vulnerable population [7].

Digital health interventions (DHIs) have emerged as a promising
strategy for health promotion in recent years [8]. Digital health,
conceptualized as an umbrella term by the World Health
Organization [9], refers to the use of digital and wireless
platforms to facilitate health care delivery or health
interventions, including but not limited to electronic health,
mobile health, telehealth, and artificial intelligence-based
applications. On the other hand, with the growing accessibility
of smartphones and internet services among youth, digital
technologies have become a dominant force to shape their sexual
behaviors [10,11]. It is more convenient for young people to
meet sexual partners, including casual, one-night, and
anonymous partners, through web-based platforms, dating apps,
and social networking sites [12,13], which further increases the
likelihood of having unprotected sex frequency [14]. While
digital technologies have facilitated riskier sexual behaviors
among youth, they also create opportunities for DHIs that
leverage young people’s existing online engagement patterns
and preferences [15-19].

Accumulating evidence suggests that DHIs can improve
HIV-related knowledge, risk perception, prevention intentions,
and behavioral outcomes among youth [20], with the types of
DHIs including mobile apps, text messaging, online videos,
social media platforms, and interactive websites [21-23]. A
stage-based computer-delivered intervention, for example,
targeting heterosexual young men demonstrated significant
improvements in condom use intention and subsequent condom
use behavior [24]. Similarly, a study evaluating a social
media-based intervention via Facebook reported a 23% increase
in condom use and a 54% reduction in chlamydia incidence
among adolescents [25]. In contrast, a large (randomized
controlled trial (RCT) delivering sexual health promotion via
SMS and email enhanced sexually transmitted infection (STI)
knowledge and testing uptake, particularly among women, but
showed no significant impact on condom use [26]. Another

study reported that intervention based on a peer-led safer-sex
Facebook group for Chinese college students found no
significant change in contraceptive use intention or frequency
[27]. Similarly, a social media-based crowdsourced HIV testing
intervention among youth did not increase facility-based HIV
testing, condom use, or syphilis testing [28]. Therefore, different
types of DHIs may differentially affect sexual health outcomes,
yet existing trials rarely distinguish the relative effectiveness
of each DHI modality. Clarifying which intervention types are
most effective for specific behavioral and biological outcomes
is essential for optimizing digital HIV prevention strategies
among youth [7,29].

In addition, several systematic reviews (SRs) have synthesized
the evidence on DHIs for HIV prevention, but important
limitations remain. Some SRs are purely descriptive, lacking
quantitative synthesis [22,30-32]. Other reviews have focused
narrowly on specific DHI types (eg, social media or telehealth)
[33,34], or have failed to examine key behavioral outcomes like
condom use [35,36]. In addition, traditional meta-analyses are
constrained to pairwise comparisons [37], leaving uncertainty
about which types of DHIs are most effective in head-to-head
comparisons [30]. To address these knowledge gaps, we
conducted a SR and network meta-analysis (NMA) to evaluate
and compare the effectiveness of different DHIs in promoting
safer sex behaviors among youth. The study aimed to: (1)
identify the most effective types of DHIs in promoting safe sex
among youth; (2) construct a network-based ranking of
intervention effectiveness; and (3) inform the design of scalable,
evidence-based digital health programs for HIV prevention
among youth.

Methods

Overview
This SR and NMA follow the Preferred Reporting Items for
Systematic reviews and Meta-Analyses (PRISMA-NMA)
guidelines [38]. The completed PRISMA-NMA checklist is
provided in Checklist 1. The protocol for this study has been
registered with PROSPERO (CRD42024527317).

Eligibility Criteria

Types of Population
Studies were eligible for inclusion if they involved participants
aged 15‐24 years or if at least half of the participants were
within this age range. Those that did not report, or for which
data could not be extracted, for this specific age group were
excluded.

Types of Interventions and Comparison
The interventions included in this review were DHIs, which
were defined in accordance with the World Health
Organization’s broad definition of digital health technologies
[9]. For the purpose of this review, the included DHIs were
further classified into four mutually exclusive categories based
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on their delivery modes and characteristics: (1) mobile
app-based interventions (MAIs), (2) telecommunication-based
interventions (TCI), (3) static web-based interventions (SWIs),
and (4) interactive online-based interventions. This operational
classification was developed to reflect the interventions
identified in the included studies and to avoid overlap across

categories. A detailed description of common DHI subcategories
was provided in Table 1; the subcategories of the DHIs were
based on a previous SR [30]. The control group received
nondigital interventions (NDI), referring to traditional
approaches without digital technology, such as face-to-face
counseling, printed materials, or group sessions.

Table . Subcategories of digital health interventions (DHIs) and abbreviations used to classify interventions evaluated.

DescriptionAbbreviationSubcategories of DHIs

Programs delivered primarily via dedicated
software apps installed on smartphones or tablets,
leveraging device features (eg, notifications,
sensors, data storage) to provide interactive
content, personalized feedback, tracking, and
behavior change support.

MAIMobile app–based interventions

Interventions using traditional telecommunication
methods such as SMS text messages or telephone
calls. These interventions typically involve
sending reminders, educational messages, or
conducting counseling via phone communication
without the need for internet-based platforms.

TCITelecommunication-based intervention

Interventions provided through websites that of-
fer static, noninteractive content. This may in-
clude informational pages, downloadable re-
sources, or educational materials without features
for user engagement or real-time feedback.

SWIStatic web-based interventions

Interventions delivered via web-based platforms
or websites that enable user interaction, such as
quizzes, tailored feedback, chatbots, or real-time
communication with health professionals. These
platforms actively engage users to enhance
learning and behavior change.

IOIInteractive online-based interventions

Any appropriate comparator group was included, such as usual
care, placebo, no intervention, waitlist, attention control, or
different DHIs. To reduce inconsistency among trials, we
excluded studies that combined non-DHIs with DHIs, unless
the distinction between the intervention and control groups lay
solely in the DHIs. In multi-arm trials, intervention arms
representing the same modality without meaningful differences
in content, intensity, or delivery were considered a single
treatment node for eligibility purposes and later combined
analytically to avoid double-counting.

Outcomes
The primary outcomes were specific condom use behaviors,
defined as follows:

1. Condom Use Rate in the Last Sexual Contact: The
percentage of individuals reporting condom use during their
most recent penetrative sexual act [39].

2. Consistent Condom Use Rate: The percentage of individuals
reporting consistent condom use during all their penetrative
sexual acts over the recall period specified in each study
[40].

3. Proportion of Condom Use: The overall proportion of sexual
acts in which a condom was used, calculated as the total
number of times a condom was used divided by the total
number of sexual acts. Unlike the consistent condom use
rate, which measures whether individuals always use a
condom, this indicator captures the frequency of condom

use across all reported sexual encounters, allowing for
partial or occasional use [41].

The secondary outcomes included (1) self-efficacy for condom
use, measured by the overall mean score on a validated condom
use self-efficacy scale, such as Brafford and Beck’s [42] condom
use self-efficacy scale, Lawrance et al’s [43] self-efficacy for
HIV prevention scale and others, (2) number of sexual partners,
and (3) the incidence rate of STIs (including HIV). Because
follow-up length varied substantially across trials, we included
studies reporting at least one postintervention follow-up outcome
and extracted the longest follow-up time point for synthesis to
enhance comparability [44,45].

Types of Studies
Only RCTs were included, including crossover trials and
cluster-randomized trials. Studies using nonrandomized,
quasi-experimental, observational, or qualitative designs were
excluded. Only peer-reviewed articles published in English were
eligible, as non-English or non-peer-reviewed sources lack
sufficient methodological detail for reliable data extraction and
risk-of-bias assessment.

Search Strategy
The search strategy was developed and reported in accordance
with the PRISMA-S guideline [46]. Searches for RCTs were
conducted in PubMed (including MEDLINE), EMBASE, Web
of Science, and the Cochrane Library. Searches were performed

J Med Internet Res 2026 | vol. 28 | e87071 | p.14https://www.jmir.org/2026/1/e87071
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


through the native interfaces of each database (PubMed via
NCBI, EMBASE via Elsevier, Web of Science via Clarivate,
and Cochrane Library via Wiley). In addition, the reference lists
of relevant SRs were checked to ensure that no eligible trials
were missed.

The search terms were formulated according to the PICOs
framework, including participants or populations, interventions,
outcomes, and types of research design. Both Medical Subject
Headings and free-text terms were included as appropriate.
Boolean operators (“AND,” “OR”) were used to combine search
terms, and database-specific search techniques such as
truncation, phrase marks, and wildcards were applied. The
complete search terms and algorithm were provided in
Multimedia Appendix 1, and search strategies for the other
databases were adapted accordingly. The search was designed
and executed by 2 reviewers (YZ and WP), who were trained
in SR methodology, and the strategy was cross-checked for
completeness and accuracy.

The literature search was initially conducted on June 13, 2024
and was last updated on November 15, 2025. All retrieved
records were imported into EndNote X9 for citation
management, and duplicates were removed using both
automated and manual deduplication. Additional search methods
included checking the reference lists of the included studies or
relevant SRs. Gray literature was also searched via Google
Scholar, OpenGrey, and ProQuest Dissertations. The search
was limited to studies published in English due to resource
constraints for translation.

Selection Procedure and Data Extraction
Two reviewers (YZ and DH) independently screened the titles
and abstracts against predefined protocol criteria. Full texts
were retrieved for all potentially eligible studies. When multiple
articles were identified from the same randomized controlled
trial, the most recent or most comprehensive publication was
retained for data extraction. Earlier reports were used to
supplement missing information on study design, intervention
details, or outcomes when necessary. Any discrepancies between

the 2 reviewers were resolved by discussion. If disagreements
persisted, a third reviewer (WP) was invited for adjudication.
At the title and abstract screening stage, we excluded 14,788
records that clearly did not meet the eligibility criteria, most
commonly because of wrong study design (eg, cross-sectional
surveys, qualitative studies, reviews, protocols), wrong
population (non-youth samples), ineligible intervention or
comparator (ie, the difference between study arms did not lie
in the use of a DHI), or an unrelated topic.

Data were extracted using a standardized and piloted form.
Extracted variables included: first author, publication year,
recruitment region, participant characteristics (mean age, SD,
gender distribution), type of intervention and comparator, sample
size per arm, intervention duration, and reported endpoints.
Detailed characteristics of the DHIs were also extracted to
facilitate subcategorization (Table 1). Further, outcomes and
corresponding measurement methods were recorded, such as
self-reported condom use and validated self-efficacy scales.

When outcome data were incomplete or unclear, study authors
were contacted by email for clarification; trials with essential
missing data were excluded from the quantitative synthesis and
documented in Multimedia Appendix 2. All eligible studies
were included in the SR, and only studies with usable and
connected outcome data were included in the NMA.

Risk of Bias Assessment
The methodological quality of the included studies was
independently assessed by 2 reviewers (YZ and WP), with
disagreements resolved by a third reviewer (CZ). Risk of bias
was evaluated using version 2 of the Cochrane risk of bias 2
tool (RoB 2) for randomized trials [47]. For each domain, studies
were rated as having “low risk,” “some concerns,” or “high
risk” of bias according to the Cochrane Handbook (version 6.5)
[48]. Domain-level risk of bias judgments for each trial are
summarized in Figure 1, with extended graphs and contribution
matrices provided in Multimedia Appendix 3. The reference
list of included studies is provided in Multimedia Appendix 4
[26,49-71].
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Figure 1. Risk of bias assessment of included randomized controlled trials using Cochrane Risk of Bias 2 tool [26,49-71].

Because blinding was generally not feasible for these
nonpharmacological interventions, many trials were judged at
high risk of bias in the domain of deviations from intended
interventions [72,73]. As this limitation was expected and
unlikely to influence objectively measured outcomes, we did
not consider this domain when grading the certainty of evidence.
The overall certainty of evidence was determined using the
CINeMA (Confidence in NMA) web application, which is based
on the GRADE framework [74,75]. In addition, we constructed
GRADE “Summary of Findings” tables using the official
template provided by the GRADE Working Group to summarize
the key relative and absolute effects and certainty ratings for
the primary outcomes (Multimedia Appendix 3).

RoB 2 assessments were incorporated into the interpretation of
NMA findings and into the GRADE/CINeMA evaluation of
certainty, but they were not used to weight studies in the
statistical synthesis.

Statistical Analysis

Geometry of the Evidence Network
We examined the geometry of the treatment network by mapping
each trial arm to one of the predefined intervention nodes and
summarizing the pattern of direct comparisons. A network plot

was generated to visually depict the evidence base, with node
size proportional to the number of randomized participants and
edge thickness reflecting the number of trials informing each
comparison. We further assessed potential network-related
biases by identifying sparse nodes, single-study comparisons,
and imbalance in the distribution of direct evidence.

Model Specification and Synthesis Methods
Model convergence was assessed through Markov Chain Monte
Carlo diagnostics, including the Gelman-Rubin potential scale
reduction factor and inspection of leverage plots. The number
of adaptation iterations, burn-in period, and total iterations were
set to ensure adequate mixing and convergence. Effect estimates
were expressed as pooled odds ratios (ORs) and 95% credible
intervals (CrIs), which served as the primary summary measure
for all dichotomous outcomes.

Bayesian NMAs were conducted using the R package BUGSnet
to compare the effectiveness of 4 subcategories of DHIs and
control groups. Binomial likelihood models with a logit link
function were specified, and both fixed-effect and
random-effects consistency models were fitted. Given
anticipated clinical heterogeneity, random-effects models were
treated as primary, with fixed-effect models used in sensitivity
analyses. Noninformative priors were assigned to treatment
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effects and heterogeneity parameters to minimize prior
influence. Model fit and parsimony were evaluated using the
deviance information criterion (DIC), with lower values
indicating better fit.

To evaluate the transitivity assumption, we compared mean age,
sex distribution, intervention intensity, and follow-up duration
across treatment comparisons. We further restricted inclusion
to trials in which ≥50% of participants were aged 15‐24 years,
excluded trials in which nondigital components were offered
only to one arm, and extracted outcomes at the longest reported
follow-up to harmonize follow-up time. These design and
population characteristics showed broadly overlapping ranges
across interventions and no systematic differences between
comparisons, so transitivity was judged plausible. Forest plots
of posterior ORs with 95% CrIs from the Bayesian consistency
model were generated to summarize the magnitude and
uncertainty of estimated treatment effects.

To complement these Bayesian estimates and quantify
uncertainty in effects that might be observed in new settings,
we also performed frequentist random-effects NMAs using the
netmeta package in R, specifying NDI as the reference group
[76]. For each outcome, we estimated ORs and 95% CIs for
each intervention versus NDI and derived 95% prediction
intervals (PIs) by combining the average treatment effect with
between-study heterogeneity, in line with recent
recommendations that NMAs should routinely report PIs when
heterogeneity is present [77].

Assessment of Inconsistency and Heterogeneity
Consistency between direct and indirect evidence was assessed
by comparing the DIC between consistency and inconsistency
models. A substantially lower DIC in the consistency model
indicated acceptable agreement between sources of evidence.
Due to the limited number of included studies, we did not
formally investigate small-study effects (eg, using funnel plots
or Egger’s regression test), which are typically used to explore
potential publication bias as one of several possible explanations
for such effects. Selective outcome reporting could not be
formally assessed due to insufficient reporting in the included
trials; however, the potential for selective reporting was
considered when interpreting the cumulative evidence. Because
the number of studies informing most comparisons was limited,
local inconsistency (eg, node-splitting) could not be reliably
assessed; in the presence of any potential inconsistency, we
planned to explore differences in study characteristics and
reassess the plausibility of the transitivity assumption.

Handling of Multi-Arm Trials and Node Merging
For multi-arm trials, if 2 or more arms delivered essentially the
same intervention category (eg, different versions of the same
SWI content without meaningful variation in delivery or timing),
we merged these arms by summing the number of events and

participants. This ensured that each intervention was represented
by a single node in the network and avoided duplicate
contributions from the same trial [78].

Ranking of Interventions
Ranking probabilities and surface under the cumulative ranking
curve (SUCRA) were computed to summarize the relative
effectiveness of each intervention across the posterior
distribution. Rankograms and cumulative ranking plots were
used to visualize intervention hierarchies, and league tables and
heatmaps were generated to present pairwise comparisons and
their relative effect estimates. No additional analyses, such as
sensitivity analyses, subgroup analyses, or meta-regression,
were conducted because the limited number of studies and the
sparse network geometry did not permit reliable implementation
of these methods. All statistical analyses were conducted using
R (version 4.3.2; R Foundation for Statistical Computing) with
the gemtc, BUGSnet, and netmeta packages.

Results

Description of Included Studies
From a total of 25,659 records initially retrieved, 24 RCTs
published between 2004 and 2024 were included in the final
analysis (Figure 2). These studies were conducted across 8
diverse countries, predominantly in the United States (n=14),
with the remainder from China (n=2), the United Kingdom
(n=2), Uganda (n=2), Singapore (n=1), the Netherlands (n=1),
Australia (n=1), and Spain (n=1). The trials collectively enrolled
20,134 participants (range 50‐6248; mean 838.9, SD 1358.2),
with a mean age of 19.5 years. Overall, 10,228 participants
(53.4%) were male, although sex composition varied
substantially—some studies enrolled only males [49-51], only
females [52,53], or mixed populations. Of the 24 included
studies, 21 studies were two-arm, and 3 studies were multi-arm.
Across the included studies, 6 trials evaluated TCI, 8 assessed
interactive online-based intervention (IOI), 6 examined MAI,
and 8 investigated SWI. The total number of intervention
approaches (n=28) exceeded the number of included studies
(n=24) because several trials directly compared 2 or more active
interventions (eg, IOI vs SWI) without including a conventional
control group. Intervention durations ranged from brief sessions
lasting 10‐20 minutes up to 12 months. Follow-up periods
were heterogeneous, spanning from immediate postintervention
assessments to 24 months. Most studies reported outcomes at
3‐6 months, while only a few provided longer-term follow-up
beyond 12 months. Five studies performed analyses for more
than one time point. To enhance consistency and reduce
potential bias associated with short-term variability, we extracted
outcomes at the longest follow-up time point, thereby facilitating
a more comprehensive evaluation of the intervention’s long-term
effectiveness [44,45].
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Figure 2. The flow diagram of the literatureease clarify th selection process for randomized controlled trials of digital health interventions included in
this review.

For condom use at last sexual contact, 4 out of 7 studies reported
ORs greater than 1, suggesting a possible beneficial effect of
the interventions; however, only one trial [54] showed a clear
statistical significance (OR 1.13, 95% CI 1.01‐1.25).
Regarding consistent condom use, 6 of 11 studies showed ORs
above 1, with substantial heterogeneity; one study reported a
very large effect (OR 4.55, 95% CI 1.15‐17.95) [55]. For the
proportion of condom use, 5 out of 6 trials reported ORs above
1, suggesting a tendency towards higher condom use in the
intervention groups; however, CIs were wide and often included

the null (overall OR range 0.48‐2.43), indicating that the
evidence for this outcome is imprecise. Finally, for STIs
incidence, including HIV, effects varied substantially across 7
trials, with ORs ranging from 0.53 to 2.10. Four of the 7 trials
had point estimates below 1 [49,50,53,79], and 3 trials had 95%
CI that excluded 1 [49,56,57], indicating heterogeneous and
partly conflicting evidence for this outcome. These results
summarized the observed effects across trials, highlighting that
effect estimates varied considerably across outcomes and
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studies. The characteristics and effect estimates of the included studies were summarized in Table 2.
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Table . Study characteristics and effect estimates of the included trials.

Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

①, ④End of
inter-

45 min
ses-

1760/1391IOIc /

NDId

Online
educa-
tion ses-

—“You
and Me

1691
(53.67)

—b16.09
(0.84)

RCTaChinaHu et al
[57]

• 0.72
(0.31‐
1.69)vention

/ 12 wk
sions/8
wksions;

Inter-
①

• 1.42
(1.16‐net-

based 1.74)
educa- ④
tional
plat-
form;
cartoon
videos;
Power-
Point
slides

②, ④6 mo6
videos,

150/150SWI /
NDI

Web-
based

Prede-
ter-
mined

People
Like Us
(PLU)

300
(100.00)

—23.90
(2.98)

RCTSinga-
pore

Tan et
al [50]

• 1.22
(0.59‐
2.51)each
②abouttheoryweb

10 minof be-drama • 0.82
(0.40‐inhavior

change
video
series length/1

wk
1.70)
④

①End of
inter-
vention

Within
6 mo,
open
for use

556/556MAI /
NDI

Mobile
app

—MPA-
SRH
(mobile
phone

407
(36.60)

—21.00
(2.00)

RCTUgandaNuwa-
manya
et al
[58]

• 1.23
(0.90‐
1.68)

to theapps-
inter-sexual
vention
group.

repro-
ductive
health）
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

• 2.10
(1.11‐
4.01)

④6 wkAll par-
tici-
pants
were
free to
use any
other
sexual
health
ser-
vices or
inter-
ven-
tions
during
the trial
peri-
od/Me-
dian
=28.8 d
(partici-
pant-de-
pendent
dura-
tion)

1031/1032SWIe /
NDI

Web-
site, on-
line ser-
vice

—SH:24
website

846
(41.01)

—23.00
(3.55)

RCTThe
United
King-
dom

Wilson
et al
[56]

• 1.10
(0.61‐
1.97)

③3 mo10‐20
min

261/135SWI /
NDI

Online
videos
(Sent
Inter-
vention
pack-
age
email）

—396
(100.00)

——RCTChinaLau et
al [51]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

Online
inter-
vention
based
on
STD-re-
lated
cogni-
tions in-
volving
videos
(SC)/on-
line in-
terven-
tion
based
on both
STD-re-
lated
cogni-
tions
and
emo-
tions
(eg,
fear) in-
volving
fear-
arous-
ing im-
agery
and
videos
(SCFI)

• 1.59
(0.94‐
2.70)

②4 mo1 mo392/434IOI /
NDI

Web-
based
tailored
mes-
sages

—The E-
health4Uth
Inter-
vention

446
(54.00)

—15.81
(0.68)

RCTNether-
lands

Ban-
nink et
al [59]

• 0.75
(0.46‐
1.24)

②end of
inter-
vention
(6 mo)
/ end of
inter-
vention
(12 mo)

507/486TCIf /
NDI

SMS,
email

—Email
and
SMS to
a group
of
young
people
(inter-
vention
gro

417
(41.99)

19—RCTAus-
tralia

Lim et
al [26]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

SMS
mes-
sages
were
sent ev-
ery 3‐
4 wk (a
total of
14)
emails
were
sent
less
than
month-
ly (a to-
tal of
8)/12
mo

• 0.76
(0.40‐
1.42)

②15 mo2 h/6
wk

59/116TCI /
NDI

Tele-
phone
ses-
sions

—Tele-
phone
inter-
vention

136
(77.71)

23—RCTThe
United
States

Rother-
am-
Borus
et al
[60]

• 1.54
(0.43‐
5.44)

③1
months
/ 4 mo

1 hEstimat-
ed 34‐
35 par-
tici-
pants
per
group
(total
n=239;
bal-
anced
alloca-
tion
across
7
groups)

SWI /
NDI

Video,
mu-
sic/web-
site;
comput-
er
based

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
Model

Fear in-
duction
group/web-
site
group

60
(25.00)

—20.90
(1.90)

RCTSpainBallester-
Arnal
et al
[61]

• 1.13
(1.01‐
1.25)
①

• 1.11
(0.98‐
1.25)
④

①, ④4
weeks /
12 mo

3123/3125TCI /
NDI

Deliv-
ered by
text
mes-
sages to
im-
prove
safer
sex be-
haviors

COM-
B (capa-
bility,
opportu-
nity,
motiva-
tion,
and be-
havior)
model

text
messag-
ing in-
terven-
tion
(safetxt)

2162
(34.60)

—20.35
(2.1)

Parallel
group
RCT

The
United
King-
dom

Free et
al [54]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

Day
1‐3: 4
items
per day
Day
4‐28:
1‐2
items
per day
Second
month:
2‐3
items
per
week
Month
3‐12:
2‐5
items
per
month/12
mo

• 2.00
(0.75‐
5.33)

②end of
inter-
vention

48/49MAIg /
NDI

Smart-
phone-
based
Just-in-
Time
Adap-
tive In-
terven-
tion (JI-
TAI)
An-
droid
smart-
phones
with un-
limited
data
were
provid-
ed to
partici-
pants

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
Model

MY-
RID
(Moti-
vating
Youth
to Re-
duce In-
fection
and
Discon-
nec-
tion)

56
(52.34)

—21.20
(2.10)

Pilot
RCT

The
United
States

Santa
Maria
et al
[62]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

Partici-
pants
will re-
ceive a
cus-
tomized
mes-
sage for
each
EMA
assess-
ment
com-
pleted.•
Weeks
1‐2: 3
times
per
day•
Weeks
3‐4: 2
times
per
day•
Weeks
5‐6: 1
time
per
day•
Each
EMA
took
1‐5
min to
com-
plete/6
wk

• 4.55
(1.15‐
17.95)

②3 mo31/29SWI /
NDI

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
Model

Online

HIV/STIh

preven-
tion in-
terven-
tion

37
(61.67)

—18.60
(2.30)

Pilot
RCT

The
United
States

White-
ley et al
[55]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

Twice
per
week
for 4
wk,
each
con-
tained
2‐3
website
or
video
links
Total
expo-
sure: 8
emails
with up
to 19
differ-
ent re-
sources/4
wk

Pub-
licly
avail-
able
web-
sites
and
YouTube
videos
related
to
HIV/STI
preven-
tion
Content
accessi-
ble via
comput-
er,
smart-
phone,
or
tablet

• 1.34
(1.00‐
1.80)
③

• 0.56
(0.35‐
0.89)
④

③, ④12 moEach
session
lasted
about 1
h./≥3 d
for core
inter-
vention
(3 ses-
sions
≥24 h
apart);
booster
ses-
sions at
3 and 6
mo

445/456IOI /
SWI

Fully
online
(eHealth
inter-
ven-
tion),
deliv-
ered via
comput-
ers and
tablets
(not
avail-
able on
mobile
phones).

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
model

“Keep
It Up!”

901
(100.00)

—23.82iRCTThe
United
States

Mustan-
ski et al
[49]

• 0.99
(0.70‐
1.38)
②

• 0.96
(0.61‐
1.53)
④

②, ④24 moThree
comput-
er-
based
ses-
sions
/80 d

272/270IOI /
SWI

Com-
puter-
based
multi-
media
pro-
gram

Trans-
theoreti-
cal
(TTM)
model
of be-
havior
change

Project
PRO-
TECT

0 (0)22—RCTThe
United
States

Peipert
et al
[53]

• 1.13
(0.36‐
3.53)

③end of
inter-
vention

5 and 7
mes-
sages
week-
ly/25
wk

436/416TCI /
NDI

Text
mes-
sages
based
on so-
cial me-
dia

Integrat-
ed The-
ory of
mHealth

415
(48.71)

—14.94
(1.08)

RCTThe
United
States

Bull et
al [63]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

Teen
Out-
reach
Pro-
gram
(TOP)+
text
mes-
sage
pro-
gram:
Youth
All En-
gaged
(YAE!)

• 0.91
(0.50‐
1.66)

②3 moOne
module
per
week, a
total of
5 mod-
ules
need to
be com-
plet-
ed./5
wk

183/183IOI /
NDI

Web-
site
based;
comput-
er-
based

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
model

Cy-
berSen-
ga

307
(83.88)

—16.10
(1.40)

RCTUgandaYbarra
et al
[64]

• 2.43
(1.01‐
5.80)

③end of
inter-
vention

95/28MAI /
SWI

Online-
deliv-
ered
HIV
preven-
tion in-
terven-
tions;
App

The du-
al pro-
cessing
cogni-
tive-
emo-
tional
deci-
sion-
making
frame-
work

my-
DEx(My
Desires
& Ex-
pecta-
tions)

123
(100.00)

—21.67
(1.81)

Pilot
RCT

The
United
States

Bauer-
meister
et al
[65]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

myDEx
inter-
vention
in-
cludes
6 per-
sonal-
ized on-
line
cours-
es, com-
pleted
within
3 mo,
with
partici-
pants
logging
in an
average
of
about 5
times,
and a
total
conver-
sation
volume
of
about 7
times/3
mo

• 1.40
(0.66‐
2.96)

①3
months
/ 6 mo

58 auto-
mated
mes-
sages
sent
over 12
wk/12
wk

122/122TCI /
NDI

Text
mes-
sage

Health
belief
model

Texts
for Sex-
ual
Health
Educa-
tion
and
Empow-
erment
(t4she)

0 (0)—15.90
(1.60)

Pilot
RCT

The
United
States

Rine-
hart et
al [66]

• 0.50
(0.10‐
2.60)

①6 mo25 min44/47IOI /
NDI

Theory
of
Planned
Behav-
ior to
inform
inter-
vention
content
and the
Social
Ecologi-
cal
Model

Sex-
Health

26
(28.57)

—16.90
(1.00)

Pilot
RCT

The
United
States

Miller
et al
[67]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

A
tablet-
based,
interac-
tive in-
terven-
tion:
The ed-
ucator
used a
tablet
to deliv-
er the
inter-
ven-
tion, in-
termit-
tently
sharing
the
screen
with
the par-
tici-
pant.

• 0.48
(0.04‐
5.68)

③1 moCom-
plete 3
interac-
tive
mod-
ules at
once
/30‐
45 min

25/25MAI /
NDI

Multi-
level
Mobile
Health
App

An
ecode-
velop-
ment
and em-
power-
ment
frame-
work

Story-
telling
4 Em-
power-
ment
(S4E)

4 (8.00)—18.82
(2.1)

Pilot
RCT

The
United
States

Cordo-
va et al
[68]

• 0.53
(0.26‐
1.08)

④2 mo15‐20
min, a
single,
one-
time in-
terac-
tive
/15‐
20 min

130/142IOI /
NDI

An in-
terac-
tive
comput-
er-
based
inter-
ven-
tion;
video

Infor-
mation-
Motiva-
tion-Be-
hav-
ioral
Skills
(IMB)
model

e-KISS176
(64.71)

—21iPilot
RCT

The
United
States

Shafii
et al
[69]

• 0.95
(0.41‐
2.21)
①

• 1.53
(0.55‐
4.25)
②

①, ②3 mo72/74IOI /
NDI

Multi-
media
text
messag-
ing;
video;
mobile-
based

0 (0)—17.74
(1.27)

Pilot
RCT

The
United
States

Cher-
nick et
al [52]
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Effect
esti-
mates
(OR,
95%
CI)

End-
points

Follow-
up

Inter-
vention
dosage
/ Inter-
vention
dura-
tion

Sample
size (in-
terven-
tion /
com-
parator)

Inter-
vention
/ com-
parator

Deliv-
ery
mode
or digi-
tal tools

Theoret-
ical
frame-
work

Inter-
vention
name

Males,
n (%)

Age (years)Study
design

Region
/ coun-
try

Study
(author,
year)

MedianMean
(SD)

A mini-
mum of
56 and
maxi-
mum of
121
texts,
with ad-
ditional
texts
sent
based
on key-
words./3
mo

Inter-
vention
map-
ping, a
pro-
gram-
plan-
ning
frame-
work;
the So-
cial
Cogni-
tive
Theory
and
Motiva-
tional
Inter-
view-
ing

Dr. Eri-
ca
(Emer-
gency
Room
Inter-
ven-
tions to
im-
prove
the
Care of
Adoles-
cents)

• 0.86
(0.58‐
1.27)

②3 mo1.5 h/4
wk

348/487MAI /
NDI

Tech-
nology-
based;
mobile-
based;
app

—In the
Know——an
in-per-
son,
group-
based
sexual
health
educa-
tion
pro-
gram
integrat-
ing digi-
tal tech-
nolo-
gies,

340
(40.72)

—15.7iA Clus-
ter Ran-
dom-
ized
Trial

The
United
States

Yarger
et al
[70]

• 1.86
(0.48‐
7.12)
①

• 1.60
(0.37‐
6.96)
②

①, ②3 moOnce a
week,
send a
text
mes-
sage at
noon
every
Sun-
day/12
wk

23/29TCI /
NDI

Text
mes-
sage

The
Health
Belief
Model;
the In-
forma-
tion
Motiva-
tion Be-
havior
model

SMS
pro-
gram

0 (0)—21.44
(2.04)

Pilot
RCT

The
United
States

Suffo-
letto et
al [71]

aRCT: randomized controlled trial.
bNot available.
cIOI: interactive online-based intervention.
dNDI: nondigital intervention.
eSWI: static web-based intervention.
fTCI: telecommunication-based intervention.
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gMAI: mobile app-based intervention.
hSTI: sexually transmitted infection.
iThe included studies did not report SD values for these mean estimates, and the SDs cannot be derived from the available information.

Risk-of-bias assessments using the RoB 2 tool are summarized
in Figure 1. Overall, most trials were judged to be at low risk
of bias for the randomization process, outcome measurement,
and selection of the reported result. However, a substantial
minority of studies had some concerns or high risk of bias in at
least one domain, most frequently for deviations from the
intended interventions and missing outcome data. Consequently,
several trials were rated as having some concerns or a high
overall risk of bias.

Although condom use self-efficacy and number of sexual
partners were prespecified as secondary outcomes, too few
studies reported these measures to allow meta-analysis. Only
one trial evaluated condom use self-efficacy. In Rinehart et al
[66], this construct was assessed using 3 items developed within
the Health Belief Model (range 0‐12; Cronbach α=0.72). At
the 3rd month, the intervention group reported significantly
higher self-efficacy scores than the control group (7.38 vs 6.68;
P=.04), but this difference was no longer significant at the 6th
month (7.39 vs 6.99; P=.20). Two trials reported on the number
of sexual partners. In Shafii et al [79], participants in the
intervention arm reported a 29% reduction in the number of
sexual partners at follow-up, although the effect did not reach
statistical significance (IRR 0.71, 95% CI 0.50‐1.03, P=.07).
Changes in the control group were not reported. By contrast,
Free et al [54] examined the proportion of participants reporting
2 or more sexual partners over 12 months. At one year, this
outcome was reported by 56.9% of intervention participants
compared with 54.8% of controls (OR 1.11, 95% CI 1.00‐1.24,
P=.06). Overall, the evidence on the impact of digital

interventions on the number of sexual partners remains limited
and inconsistent.

Results of Network Meta-Analysis

Overview
A total of 24 RCTs were included to evaluate the comparative
effectiveness among 5 intervention types—4 DHIs (TCI, IOI,
MAI, and SWI) and NDI—across the four analyzable outcomes:
(1) condom use at last sexual contact, (2) consistent condom
use, (3) overall proportion of condom use, and (4) incidence of
STIs (including HIV). The remaining 2 outcomes of self-efficacy
were excluded due to insufficient network connectivity. The
network structures for each outcome were shown in Figure 3,
where the thickness of the lines was proportional to the number
of comparisons, and the size of the nodes reflected the number
of studies involving each intervention. Across outcomes, the
treatment network was dominated by comparisons of each DHI
category versus NDI, whereas head-to-head trials comparing
different DHIs were rare. Several DHI-DHI contrasts and some
STI outcomes were informed by only one or two small trials,
and self-efficacy outcomes formed disconnected subnetworks.
Thus, the network geometry was relatively sparse and heavily
anchored on NDI, implying that several treatment rankings rely
mainly on indirect evidence. The indirect comparative
effectiveness of DHIs was summarized in Multimedia Appendix
5. Forest plots of posterior ORs with 95% CrIs for each
intervention versus NDI across all 4 outcomes are provided in
Multimedia Appendix 6.
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Figure 3. Network structure diagrams for randomized controlled trials of digital health interventions among youth, by outcome: (A) Condom use rate
in the last sexual contact; (B) Consistent condom use rate; (C) Proportion of condom use; (D) The incidence rate of sexually transmitted infections
(including HIV). The thicknesses of the lines were proportional to the number of comparisons; the diameters of the circles were proportional to the
number of treatments. IOI: interactive online-based intervention; MAI: mobile app-based intervention; NDI: nondigital intervention; SWI: static
web-based intervention; TCI: telecommunication-based intervention.

In the complementary frequentist random-effects NMAs, point
estimates and 95% CIs for each intervention versus NDI were
broadly consistent with the Bayesian results (Multimedia
Appendix 7). Across all 4 outcomes, 95% PIs were noticeably
wider than the corresponding CIs and frequently included the
null value, even when the average effects suggested benefit.
For example, for condom use at last sexual contact and for
consistent condom use, TCI, IOI, and MAI tended to favor
improved condom use versus NDI, but their PIs indicated that
future trials conducted in different settings could plausibly
observe smaller benefits or no clear difference from NDI.
Similar patterns were observed for the proportion of
condom-protected acts and for STI incidence, highlighting that
between-study heterogeneity and contextual differences may
lead to substantial variability in the effects realized in new
populations.

Condom Use Rate in the Last Sexual Contact
Seven studies involving 4 DHIs with a total of 10,285
participants were included in the analysis of condom use at last
sexual contact. The random-effects consistency model was
selected based on model fit, as it showed comparable DIC and
residual deviance values to the inconsistency model, indicating
no substantial inconsistency. Among the interventions, only
TCI showed a statistically significant improvement compared
with NDI (OR 1.13, 95% CrI 1.02‐1.26). Although MAI had
the highest SUCRA value (83.44%) and was most likely to rank
first (65.61%), its effect was not statistically significant. The
rank probabilities for all interventions were summarized in
Table 3A and illustrated in Figures 4 and 5, showing the
descending order of MAI, TCI, NDI, and IOI. As shown in
Multimedia Appendix 6, TCI was the only intervention with its
95% CrI entirely to the right of the line of no effect, suggesting
a modest but relatively certain increase in condom use at last
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sex compared with NDI. IOI and MAI showed point estimates
on either side of 1 with wide CrIs, indicating no clear difference

from NDI.

Table . Rank probabilities and surface under the cumulative ranking curve (SUCRA) values for digital health intervention categories in the network
meta-analysis of randomized controlled trials assessing sexual health outcomes among youth.

TCISWINDIMAIIOIRank

(A) rank probability of condom use rate in the last sexual contact

28.58—a0.0565.615.76    1

92.05—8.5887.3412.02    2

99.82—82.4697.3820.34    3

100—100100100    4

73.48—30.3683.4412.71    SUCRA

(B) Rank probability of consistent condom use rate

0.761.090.544.5933.07    1

2.1692.763.3510.9590.77    2

10.2797.7152.4341.897.78    3

28.8799.594.6577.3899.59    4

10010099.9999.99100    5

10.587.7737.7433.6880.3    SUCRA

(C) Rank probability of proportion of condom use

17.390.040.869.1812.6    1

36.532.826.8288.6865.17    2

50.3137.7524.894.8792.3    3

63.1174.1365.697.8999.3    4

100100100100100    5

41.8428.6824.587.6667.34    SUCRA

(D) Rank probability of the incidence rate of STIs (including HIV)

7.810.0491.78—0.38    1

92.630.4399.95—7    2

99.724.5100—95.79    3

100100100—100    4

66.721.6697.25—34.39    SUCRA

aNot available.
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Figure 4. Rank of probabilities of digital health intervention categories in the network meta-analysis of randomized controlled trials assessing sexual
health outcomes among youth: (A) Condom use rate in the last sexual contact; (B) Consistent condom use rate; (C) Proportion of condom use; (D) The
incidence rate of sexually transmitted infections (including HIV). Stacked bars show the probability that each digital health intervention category
occupies each possible rank (from best to worst).

Figure 5. Cumulative rank plot for digital health intervention categories in the network meta-analysis of randomized controlled trials assessing sexual
health outcomes among youth: (A) Condom use rate in the last sexual contact; (B) Consistent condom use rate; (C) Proportion of condom use; (D) The
incidence rate of sexually transmitted infections (including HIV). Lines represent the cumulative probability of each digital health intervention category
being ranked at or above each position.
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Consistent Condom Use Rate
Eleven studies involving all 5 DHIs with a total of 4881
participants were included in the analysis of consistent condom
use. A random-effects consistency model was selected based
on a slightly better model fit (DIC=39.49 vs 41.17) and no
substantial evidence of inconsistency. Both SWI and IOI were
significantly more effective than TCI (SWI vs TCI: OR 1.77,
95% CrI 1.03‐3.06; IOI vs TCI: OR 1.68, 95% CrI
1.02‐2.76). SWI had the highest probability of being the most
effective intervention (SUCRA=87.77%), followed by IOI
(80.3%). TCI ranked the lowest (10.5%), while MAI and NDI
showed moderate effectiveness. The ranking probabilities were
summarized in Table 3B and visualized in Figures 3B and 4B.
Multimedia Appendix 6 shows that IOI and SWI had posterior
ORs above 1, implying a tendency toward improved consistent
condom use, whereas MAI and TCI showed ORs close to or
below 1. However, all CrIs crossed 1, suggesting that these
differences were uncertain.

Proportion of Condom Use
Six studies involving 5 DHIs with a total of 2048 participants
were included in the analysis of the proportion of condom use.
Given the slightly lower DIC (22.45 vs 22.83) and similar model
complexity and fit, the consistency model was deemed
preferable. Only IOI showed a statistically significant
improvement compared with SWI (OR 1.34, 95% CrI
1.01‐1.80). Regarding the ranking probabilities (Table 3C),
MAI had the highest probability of being the most effective
intervention (SUCRA=87.66%), followed by IOI
(SUCRA=67.34%). In contrast, NDI (SUCRA=24.5%) and
SWI (SUCRA=28.68%) ranked relatively low. The distribution
of rank probabilities was presented in Table 3C and visualized
in Figures 3C and 4C. In Appendix 4C, all interventions showed
ORs >1 relative to NDI, with MAI and IOI having the largest
point estimates. Nevertheless, the CrIs were wide and crossed
1, indicating that although the direction of effect generally
favored digital interventions, the precision of the estimates was
limited.

The Incidence Rate of STIs (Including HIV)
Seven studies involving 4 DHIs and a total of 14,966 participants
were included in the analysis of STIs incidence. NDI was
significantly more effective than IOI (OR 0.78, 95% CrI
0.65‐0.93) and SWI (OR 0.61, 95% CrI 0.46‐0.82), while
TCI also showed a significant advantage over SWI (OR 0.67,
95% CrI 0.49‐0.92). Based on rank probabilities and SUCRA
values, NDI had the highest likelihood of being the most
effective intervention (91.78% probability of ranking first;
SUCRA=97.25%), followed by TCI (7.81%; SUCRA=66.72%).
IOI and SWI had considerably lower rankings, with SUCRA

values of 34.39% and 1.66%, respectively. Table 3D summarizes
the intervention rankings, and Figures 3D and 4D illustrate the
rank probability and cumulative ranking plots. Multimedia
Appendix 6 displays ORs >1 for IOI, SWI, and TCI compared
with NDI, and all CrIs lie entirely to the right of 1. This pattern
suggests that these digital interventions were associated with
equal or higher STI incidence, with SWI showing the highest
point estimate.

Consistency and Visualization
For all 4 outcomes, consistency between direct and indirect
comparisons was assessed by comparing the DIC values between
the consistency and inconsistency models. In all cases, the DIC
differences were less than 5, indicating no evidence of global
inconsistency (Multimedia Appendix 8). In complementary
frequentist random-effects NMAs conducted with the netmeta
package in R, we estimated ORs with 95% CIs and 95% PIs for
each intervention versus NDI for all 4 outcomes (Multimedia
Appendix 7). Across outcomes, PIs were wider than the
corresponding CIs and frequently crossed the null, indicating
substantial uncertainty in the effects that might be observed in
future implementation settings despite the direction of the
average effects.

Strength of Evidence
All of these enrolled studies were RCTs, and the quality of
evidence was evaluated by the Cochrane Handbook and graded
each potential source of bias as low, high, or some concerns;
the details were displayed in Figure 1. We assessed confidence
in the results of the NMA using the CINeMA framework. Of
the 4 outcomes analyzed, only “consistent condom use” met
the criteria for CINeMA assessment. The remaining outcomes
were excluded due to insufficient numbers of studies or
disconnected network structures. For consistent condom use,
certainty of evidence was mainly downgraded for within-study
bias and imprecision, resulting in overall ratings of “low” to
“very low” confidence. Among the 10 comparisons, 1 (10%)
was rated as “very low” and 9 (90%) as “low” certainty. For
condom use at last sex, the proportion of condom-protected
acts, and STI incidence, the certainty of evidence is less well
characterized, but given the sparse data, risk of bias, and wide
intervals, these estimates should similarly be interpreted as low
certainty. A detailed summary of risk-of-bias judgements,
CINeMA assessments, and the corresponding GRADE
“Summary of Findings” information for each primary outcome
is provided in Figure 1 and Table 4, with full GRADE
“Summary of Findings” tables formatted according to the
GRADE Working Group template available in Multimedia
Appendix 3 to aid interpretation of the magnitude and certainty
of the main comparisons.
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Table . Summary of confidence in the evidence for consistent condom use, assessed using Confidence in Network Meta-Analysis and GRADE.

Reasons for
downgrading

Overall confi-
dence rating
(GRADE)

IncoherenceHeterogene-
ity

ImprecisionIndirectnessReporting
bias

Within-study
bias

Number of
studies

Comparison

Within‐
study bias
and impreci-
sion

Very lowNo concernsNo concernsMajor con-
cerns

No concernsLow riskMajor con-
cerns

3IOI:NDIa, b

Imprecision
only

LowNo concernsNo concernsMajor con-
cerns

No concernsLow riskNo concerns1IOI:SWIc

Within‐
study bias
and impreci-
sion

LowNo concernsNo concernsMajor con-
cerns

No concernsLow riskSome con-
cerns

2MAI:NDId

Within‐
study bias
and impreci-
sion

LowNo concernsNo concernsMajor con-
cerns

No concernsLow riskSome con-
cerns

2NDI:SWI

Within‐
study bias
and impreci-
sion

LowNo concernsNo concernsMajor con-
cerns

No concernsLow riskSome con-
cerns

3NDI:TCIe

aIOI: interactive online-based intervention.
bNDI: nondigital intervention.
cSWI: static web-based intervention.
dMAI: mobile app-based intervention.
eTCI: telecommunication-based intervention.

Discussion

Principal Findings
To the best of our knowledge, this is the first NMA to
systematically evaluate the comparative effectiveness of
different modalities of DHIs on promoting safer sexual
behaviors among youth. By simultaneously examining 4 distinct
digital modalities and 3 behavioral outcomes, and by
incorporating STI incidence (including HIV) as a biological
endpoint, this review expands the current evidence base and
clarifies which intervention types are better suited for immediate
versus sustained behavior change, and highlights the gap
between improvements in self-reported safer behaviors and
reductions in biological HIV/STI infection. Drawing upon data
from 24 RCTs across diverse contexts, our findings offer
comprehensive insights to inform future development,
optimization, and implementation of DHIs in HIV/STIs
prevention, underscore the need for designing multimodal,
context-aware digital interventions that integrate behavioral
support with access to testing and care services, and provide
practical considerations for policymakers, program designers,
and digital platform developers who seek to tailor DHIs to youth
populations.

Across outcomes, between-study heterogeneity and statistical
inconsistency were generally low to moderate, and the network
satisfied the assumptions of transitivity and global consistency.
However, most comparisons were informed by a small number
of trials, many of which had some concerns or a high risk of
bias in at least one RoB 2 domain. The complementary

frequentist NMAs showed that 95% PIs were typically wide
and often crossed the null, even when average effects appeared
beneficial. Consistent condom use was the only outcome that
met CINeMA requirements, and all network comparisons for
this outcome were rated as having low or very low certainty.
Together, these features suggest that our estimates reflect
uncertain average effects rather than precise predictions for
specific programs or settings. These patterns of risk of bias,
particularly deviations from intended interventions and missing
outcome data, may have led to overestimation of some
intervention effects or increased uncertainty in the network
estimates and contributed to downgrading the certainty of
evidence in our GRADE/CINeMA assessment.

In assessing condom use at the last sexual encounter, TCI
emerged as the only approach showing statistically significant
improvement compared with NDI. This finding aligns with prior
studies reporting absolute increases in condom use among
participants receiving SMS or phone-based reminders [80]. The
relatively stronger performance of TCI may be attributable to
its simplicity and immediacy, directly prompting protective
behaviors without requiring advanced digital literacy or
prolonged engagement [81]. Previous evidence has also
highlighted TCI as one of the more acceptable and widely used
forms of digital intervention among young people [30]. Thus,
TCIs may offer an immediate behavioral benefit, especially for
outcomes tied to the most recent sexual event. Interestingly,
while MAI ranked highest in SUCRA probability, its effect did
not reach significance, suggesting inconsistency between ranking
and statistical evidence. This discrepancy could stem from
limited trial numbers, variability in app engagement, or short
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intervention duration, which may have constrained the power
to detect statistical changes. However, this apparent benefit of
TCI is based on a few trials with some concerns or high risk of
bias, and the wide PIs suggest that similar effects may not be
consistently achievable in all implementation settings.

In this study, consistent condom use is improved more
effectively by SWI and IOI than by TCI, with SWI ranking the
highest. This finding aligns with prior evidence indicating that
web-based and online interventions contributed to a substantial
proportion of effective digital interventions [21,30]. First, that
SWI outperformed IOI may seem counterintuitive, given the
absence of interactive features. However, SWI could deliver
standardized, theory-based content in a less distracting,
user-driven format, allowing youth to process key prevention
messages at their own pace. Moreover, while the IOIs included
in this review are mostly delivered via computers or tablets,
SWIs—though static—are often accessible on smartphones or
distributed through popular platforms such as Facebook or
WeChat with text, images, or videos [82]. This accessibility
and portability may explain why SWI demonstrates stronger
effects on consistent condom use. Second, TCI was less effective
than both SWI and IOI for improving consistent condom use.
Previous studies have suggested that TCI, especially SMS-based
reminders, remain controversial in terms of their long-term
effectiveness for HIV prevention behaviors [83]. Therefore,
although TCI can effectively prompt immediate behaviors, its
brief and repetitive messages may lack the depth and
reinforcement required to sustain consistent condom use over
time. Nevertheless, most trials contributing to this outcome had
some concerns or high risk of bias, and CINeMA rated the
certainty of these network estimates as low to very low, so the
apparent superiority of SWI and IOI should be considered
tentative.

When examining the proportion of condom use, IOI
demonstrated a significant advantage over SWI, indicating the
added value of interactive engagement. This aligns with prior
evidence showing that increases in condom use were
significantly associated with the use of tailored strategies [21],
feedback provision, and guided navigation in digital
interventions. Unlike static websites, IOIs integrated tailored
feedback, quizzes, or real-time support, which represent core
behavior change techniques such as personalized feedback,
problem-solving, and self-regulation strategies [84]. These core
behavioral change techniques are particularly effective in
influencing situational decisions and negotiations during sexual
encounters, thereby enhancing the overall proportion of condom
use [85,86]. In other words, consistent condom use reflects the
internalization of long-term protective norms, and it could be
reinforced by standardized and less distracting formats like
SWI, while the proportion of condom use is more sensitive to
moment-to-moment decision-making. This divergence in
findings—SWI being more effective for consistent use, while
IOI excels in overall proportion—highlights that different
behavioral outcomes may respond to distinct mechanisms of
action. Besides, the evolution of technology-based intervention
modes has gradually expanded from web-based formats to SMS
and social media [87-89]. This trend further supports the notion
that while static formats may effectively reinforce long-term

norms, interactive platforms provide additional advantages for
immediate behavioral decisions during sexual encounters. Yet
the CrIs and PIs for this outcome were wide and frequently
included the null, indicating considerable heterogeneity and
imprecision and implying that any average benefit in the
proportion of condom-protected acts may not translate into clear
improvements in every context.

Unlike the behavioral outcomes, the effectiveness of DHIs on
reducing STI infection reveals a different pattern: NDI and TCI
performed more favorably, while IOI and SWI ranked lowest.
This finding contrasts with prior studies showing that digital
interventions can improve HIV/STI care engagement, such as
testing uptake or service use [90-92], highlighting that
improvements in care engagement do not necessarily translate
into reductions in biological outcomes like STI incidence.
Several factors may explain this inconsistency. First, STI
incidence represents a distal biological endpoint that may require
longer follow-up to capture meaningful reductions, and
improvements in self-reported behaviors, such as condom use,
may not directly translate into biological protection due to
reporting bias or inconsistent application in high-risk contexts.
Second, reductions in STI incidence depend not only on safer
behaviors but also on timely testing, treatment, and linkage to
care. However, evidence shows that stigma related to gender
identity, socioeconomic status, race, and ethnicity can delay
care-seeking and discourage individuals from accessing
necessary services [93]. Nondigital approaches, such as
community outreach or peer education programs, often combine
behavioral education with direct access to services such as STI
testing, treatment linkage, and ongoing support from trained
staff or peers, which can directly impact biological outcomes.
In contrast, many DHIs focus primarily on education and
motivation, without providing structured access to testing or
clinical care. Additionally, NDIs may facilitate stronger trust
and engagement through in-person interactions, which can
overcome barriers related to stigma, confidentiality concerns,
or digital literacy limitations. Therefore, while DHIs can
effectively change self-reported behaviors, the integrated,
multi-component structure of NDIs may explain their relative
advantage in reducing actual STI incidence (including HIV).
Besides, in this study, TCI is the only digital intervention
showing a relatively favorable effect on reducing STI incidence,
second only to NDI. Prior studies have demonstrated that TCI
can facilitate access to HIV prevention services for youth and
achieve high patient and provider satisfaction [93,94]. By
providing a comfortable, judgment-free platform, telemedicine
may be particularly preferred by marginalized populations,
especially transgender youth [95,96]. Given the small and
heterogeneous evidence base, important risks of bias in several
trials, and wide PIs, these findings on STI incidence should be
regarded as exploratory and hypothesis-generating rather than
definitive.

Our use of PIs further illustrates the extent to which the observed
benefits of DHIs may vary across settings. For most
comparisons, the 95% PIs were wide and often crossed the null
value, even where the corresponding credible or CIs suggested
modest advantages over NDI. This pattern indicates that,
although certain DHI modalities tend to improve condom use
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on average, implementation in new populations or health
systems may yield smaller effects or no clear benefit,
underscoring the need for careful adaptation, monitoring, and
evaluation when scaling up digital prevention programs.

Implications
These findings have several implications. First, the differential
effectiveness of DHIs suggests tailoring intervention types to
targeted outcomes. TCI showed immediate benefits for condom
use at last sexual contact and a relative advantage for STI
incidence, indicating that simple, low-burden interventions may
prompt rapid behavior change and reach marginalized youth.
In contrast, SWI and IOI were more effective for consistent and
habitual condom use, highlighting the value of self-paced
content and behavior change techniques that enhance motivation
and self-regulation. Multi-modal approaches combining these
strengths may maximize overall effectiveness. Second, DHIs
alone may be insufficient to reduce STI incidence. Biological
outcomes require longer follow-up, and self-reported behavior
change does not always translate to infection reduction.
Integrating DHIs with offline services, such as condom
distribution, PrEP promotion, routine testing, and clinical
linkage, is likely necessary to achieve meaningful improvements.
Third, these results have implications for intervention design
and digital health policy. When targeting youth populations,
accessibility, acceptability, and engagement should be
prioritized. For example, interventions delivered via mobile
platforms or telecommunication may overcome barriers related
to stigma or limited digital literacy, while interactive online
content can leverage BCTs to support skill acquisition and
habitual behavior change. Intervention planners should also
consider the balance between immediacy and sustainability of
effects: brief, repeated prompts may drive immediate behavior,
whereas structured, self-paced content may reinforce long-term
habits.

Limitations
Several limitations of this study should be noted. First,
substantial clinical and methodological heterogeneity across
trials—including differences in intervention intensity and
duration, digital platforms, follow-up periods, and outcome
definitions—may have contributed to between-study
heterogeneity and could challenge the transitivity assumption
underpinning some indirect comparisons in the NMA. Second,

we restricted inclusion to randomized, prevention-focused DHIs
among HIV-negative or status-unknown youth and excluded
nonrandomized studies and trials targeting HIV-positive
adolescents; the findings may therefore not generalize to these
subgroups or to broader digital programs. Third, all behavioral
outcomes relied on self-report, and secondary outcomes such
as self-efficacy and number of sexual partners were too sparsely
and inconsistently reported to be synthesized, limiting our ability
to evaluate the broader psychosocial impact of DHIs beyond
condom use. Fourth, the number of trials assessing certain
interventions, particularly MAI, was limited, which may reduce
statistical power and the precision of effect estimates. Fifth, we
were unable to formally assess small-study or publication bias,
and selective nonpublication or outcome reporting cannot be
ruled out. Finally, most network comparisons were rated as low
or very low certainty because of within-study bias and
imprecision, and PIs, estimated using standard random-effects
methods in netmeta, were wide; the true comparative effects
may therefore differ meaningfully from our estimates,
underscoring the need for rigorous, adequately powered RCTs
with standardized outcomes and longer follow-up.

Conclusions
In conclusion, this NMA provides the most comprehensive
synthesis to date on the comparative effectiveness of DHIs in
promoting safer sexual behaviors among youth. This NMA
highlights that the effectiveness of DHIs for HIV prevention
among youth depends on both intervention modality and targeted
outcomes. While DHIs can enhance knowledge and protective
behaviors, their impact on biological endpoints remains limited
without integration with offline services and broader structural
support. Tailoring interventions to behavioral targets,
engagement strategies, and contextual factors is essential to
maximize their potential in promoting youth sexual health. We
hope that these results will inform the design of youth-centered
digital prevention programs, guide clinicians and educators in
selecting appropriate modalities, and support policymakers and
guideline developers in integrating digital strategies into national
HIV prevention frameworks. Future studies should focus on
the specific characteristics of patients to provide personalized
estimates of comparative effectiveness and individualized
predictions regarding the probability of response to treatment
and of side effects.
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Abstract

Background: Physical frailty and cognitive frailty are increasingly recognized as critical geriatric syndromes among older
adults with diabetes, contributing to adverse outcomes such as disability, hospitalization, and mortality. Early identification of
individuals at high risk is therefore essential for timely prevention and intervention. Although a growing number of prediction
models have been developed for this population, evidence regarding their methodological rigor, predictive performance, and
generalizability remains fragmented.

Objective: This study aims to evaluate and characterize existing models for detecting or predicting physical frailty and cognitive
frailty in older adults with diabetes.

Methods: PubMed, Embase, Web of Science, China National Knowledge Infrastructure (CNKI), Wanfang, and VIP databases
were searched from their inception to December 2025. Retrospective, cross-sectional, and prospective studies that developed or
validated models predicting frailty or cognitive frailty in older adults with diabetes were included. The Prediction Model Study
Risk Of Bias Assessment Tool (PROBAST) was used to assess risk of bias and applicability. Random effects meta-analyses using
the Hartung-Knapp-Sidik-Jonkman method were conducted to synthesize model performance, including the pooled area under
the receiver operating characteristic curve (AUC). Heterogeneity was explored through subgroup and sensitivity analyses. Small
study effects were evaluated using funnel plots, the Egger test, and the Deeks funnel plot asymmetry test.

Results: A total of 24 studies comprising 32 diagnostic models were included. The overall pooled analysis demonstrated an
AUC of 0.851 (95% CI 0.820‐0.882) with a 95% prediction interval of 0.710‐0.992, sensitivity of 0.810 (95% CI 0.740‐0.850),
and specificity of 0.850 (95% CI 0.810‐0.890). Statistical comparisons in the modeling approach revealed that logistic regression
models achieved a significantly higher pooled AUC (0.850) compared with machine learning models (0.785; P=.003). Similarly,
retrospective studies demonstrated superior performance, with an AUC of 0.900 compared with 0.843 for cross-sectional studies
(P=.03). Conversely, no significant differences were observed across subgroups stratified by data source (P=.42), patient
characteristics (P=.77), validation methods (P=.16), or specific outcomes (P=.94). The most common predictors identified were
depression, age, and regular exercise; however, all included studies were assessed as having a high risk of bias.

Conclusions: To our knowledge, this review provides the first comprehensive synthesis of models for risk stratification of
physical frailty and cognitive frailty in older adults with diabetes. The findings indicate that existing models demonstrate satisfactory
discrimination; specifically, CIs confirmed a robust average effect, while prediction intervals suggested that performance in future
settings, though variable, is likely to remain acceptable. However, clinical utility is currently constrained by high risk of bias and
limited external validation. Future research must prioritize rigorous, prospective, multicenter studies adhering to standard reporting
guidelines (eg, TRIPOD [Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis]) to
establish valid, generalizable, and clinically actionable prognostic instruments.

Trial Registration: PROSPERO CRD420251019308; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251019308
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Introduction

Background
Diabetes mellitus has evolved into one of the most critical global
public health challenges of the 21st century. According to the
International Diabetes Federation (IDF), approximately 589
million adults were living with diabetes globally in 2024, with
projections indicating this number could rise to 853 million by
2050 [1]. In the absence of optimal management, patients with
diabetes are predisposed to micro- and macrovascular
complications that significantly shorten life expectancy [2,3].
Recent data from the Global Burden of Disease study indicate
that the prevalence of diabetes increases with age, reaching
24.4% among individuals aged ≥75 years [4]. Older adults are
especially vulnerable to diabetes-related complications due to
greater medical complexity and a higher likelihood of frailty
compared with younger populations [5].

Frailty is regarded as a consequence of the decline in function
and reserve of multiple organs with age, particularly involving
the neuromuscular, endocrine, and immune systems [6]. Notably,
frailty is particularly prevalent among patients with diabetes,
with reported prevalence rates ranging from 10.4% to 20.8%
across different studies [7-10]. Furthermore, previous studies
indicated that individuals with diabetes have an approximately
1.6-fold higher risk of developing frailty than those without
diabetes [11]. However, frailty frequently co-occurs with
cognitive impairment [12]; their simultaneous presence is termed
cognitive frailty, a distinct clinical entity that represents a crucial
subtype of frailty requiring specific attention.

Once established, frailty typically follows a progressive
trajectory, increasing the likelihood of adverse clinical outcomes
such as falls, incontinence, rapid functional decline, pressure
ulcers, and delirium [13-17]. In addition to these risks, frailty
is linked to higher rates of hospitalization, emergency
department visits, prolonged inpatient stays, and mortality
[18,19]. Of particular concern is that the coexistence of physical
and cognitive impairment further amplifies these risks, leading
to greater adverse outcomes [20,21].

Evidence suggests a bidirectional relationship between diabetes
and frailty, often creating a cycle where each condition
exacerbates the other [22]. The presence of physical or cognitive
frailty introduces significant complexity to diabetes management
[23]. In frail patients, physiological deterioration and
multi-organ dysfunction fundamentally alter the
pharmacokinetics of antihyperglycemic agents [24]. Specifically,
sarcopenia, increased adiposity, and compromised renal or
hepatic clearance heighten the susceptibility to adverse drug
events, such as hypoglycemia and unintended weight loss.
Additionally, the decreased caloric intake typical of this
population further aggravates the risk of hypoglycemia and
hinders recovery from hypoglycemic events [25,26].

In recent years, physical frailty and cognitive frailty have been
increasingly conceptualized as dynamic and potentially
preventable or reversible conditions, especially when identified
at an early stage [27,28]. In patients with diabetes,
nonpharmacological interventions—including structured
physical activity, nutritional optimization, and multimodal
strategies—have demonstrated potential benefits for mitigating
frailty progression. Consequently, early identification of
individuals at high risk has become a cornerstone of effective
prevention and management strategies. To this end, diagnostic
and prognostic models designed to detect physical or cognitive
frailty integrate multiple demographic, clinical, and psychosocial
factors to estimate an individual’s risk profile. These models
serve to support health care professionals with stratifying risk,
facilitating timely and targeted interventions, and optimizing
the allocation of health care resources.

However, the clinical application of these models may be
hindered due to insufficient evidence regarding their
performance, risk of bias, and applicability in routine practice.
Although individual studies exist, no systematic review has yet
comprehensively evaluated these models for both physical frailty
and cognitive frailty in older adults with diabetes. Therefore, it
is essential to conduct a systematic review that thoroughly
assesses the methodological quality and clinical applicability
of existing models.

Objectives
The aim of this systematic review and meta-analysis was to
evaluate the methodological quality and clinical utility of
existing models designed for the identification or prediction of
physical frailty and cognitive frailty in older adults with
diabetes. The specific aims included the following: (1) to
determine the characteristics and most frequent predictors of
risk prediction models developed for physical frailty and
cognitive frailty in this population; (2) to analyze the
methodological limitations and risk of bias of these models
using the Prediction Model Study Risk Of Bias Assessment
Tool (PROBAST); and (3) to investigate the pooled predictive
performance of these tools to assess their potential for real-world
clinical implementation.

Methods

Search Strategy and Selection Criteria
This systematic review and meta-analysis was registered on
PROSPERO (CRD420251019308). The study followed the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) expanded checklist [29] and the PRISMA
extension for diagnostic test accuracy (PRISMA-DTA) [30],
while the literature search was conducted and reported in
accordance with PRISMA-S (PRISMA Search) [31]. A
comprehensive literature search was conducted across the
PubMed, EMBASE, Web of Science, China National
Knowledge Infrastructure (CNKI), Wanfang, and VIP databases,
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covering records from database inception to December 2025.
We developed the search strategy based on the PITROS
(Participants, Index Test, Target Conditions, Reference
Standard, Outcomes, Settings) framework (Table S1 in
Multimedia Appendix 1). The strategy combined Medical
Subject Headings (MeSH) with free-text terms (Table S2 in
Multimedia Appendix 1). The search strategy was independently
evaluated by another librarian in accordance with the PRESS
(Peer Review of Electronic Search Strategies) guidelines. In
addition, references of relevant studies, guidelines, and reviews
were manually searched, and citation tracking was performed
using the Web of Science database to identify other relevant
studies. No study registries were searched.

In clinical settings, prediction encompasses both diagnostic
models (estimating the probability of a particular condition
being present) and prognostic models (forecasting the likelihood
of future outcomes) [32,33]. This review included all primary
studies describing the development and/or validation of
prediction models, tools, or scores for estimating the risk of
physical frailty or cognitive frailty in older adults with diabetes.
The inclusion criteria were (1) participant age ≥60 years and
presence of diabetes, including diabetes only and diabetes with
other comorbidities or complications; (2) research content
involving the construction of a predictive model for identifying
physical frailty or cognitive frailty in individuals with diabetes;
(3) retrospective studies, cross-sectional studies, and prospective
studies; and (4) published in English or Chinese. The exclusion
criteria were (1) duplicate publications; (2) reviews, case reports,
or conference abstracts; (3) literature that could not be obtained
from the original text; (4) literature that could not provide valid
data; and (5) studies in which the model contained only a single
predictor.

Data Extraction
This study used the reference management software EndNote
X9 to identify and remove duplicate records. We then eliminated
literature unrelated to the research topic by screening titles and
abstracts. Finally, the full texts were reviewed to identify studies
satisfying both the inclusion and exclusion criteria. Upon
completion of the literature screening process, a data extraction
form was devised in accordance with the Checklist for Critical
Appraisal and Data Extraction for Systematic Reviews of
Prediction Modeling Studies (CHARMS) [34]. The contents
included (1) basic information of the study including author,
year of publication, study location, study design, and source of
data used; (2) patient characteristics including sample size and
patient diagnosis; (3) number of predictors, predictor type, most
important predictors, and predictor screening methods; (4) model
characteristics including outcome indicators, modeling methods,
model verification methods, and missing data processing
methods; (5) model presentation; and (6) model performance
as measured using the area under the curve (AUC), sensitivity,
and specificity. In studies where multiple models were
developed and the best-performing model was explicitly
reported, we included the best model in the analysis. For studies
that reported multiple models without specifying a preferred
one, we selected the model with the highest AUC to represent
the study. We prioritized internally validated estimates, resorting
to development performance or external validation data only

when internal estimates were unavailable. For studies with
unclear or incomplete data, attempts were made to contact the
corresponding authors. To ensure the consistency and accuracy
of the final data, two researchers (XW and SM) independently
extracted the data, and the extracted results were compared and
checked. Inconsistencies were resolved through discussion and
consultation, and a third researcher (RG) was asked to assist in
judgment when necessary.

Quality Assessment
Two reviewers independently used PROBAST [35] to appraise
the risk of bias and the applicability of each included study.
Disagreements were resolved by discussion or by consulting a
third reviewer. PROBAST evaluates 4 domains: participants,
predictors, outcome, and analysis. Each domain is rated as high,
unclear, or low risk of bias. The applicability evaluation focuses
on the 3 areas of research (subjects, predictors, and results), and
its evaluation process is similar to the risk of bias assessment.

Statistical Analysis
Meta-analyses were conducted using Stata 18 (specifically the
midas and metan commands) and R version 4.3.2 (the metafor
package). Using AUC values derived from models, we
calculated the pooled AUC and produced an AUC forest plot.
An AUC below 0.7 signified inadequate discrimination, an AUC
ranging from 0.7 to 0.8 denoted moderate discrimination, and
an AUC exceeding 0.8 suggested excellent discrimination [36].
Additionally, models that reported sample sizes and sensitivity
and specificity were extracted. The true positive (TP), false
positive (FP), false negative (FN), and true negative (TN) for
each model were calculated using the formulas
sensitivity=TP/(TP+ FN) and specificity=TN/(FP+ TN). Pooled
sensitivity and pooled specificity were computed based on TP,
FP, FN, and TN, and corresponding forest plots of sensitivity
and specificity were constructed. Subsequently, a summary
receiver operating characteristic curve was generated. The
degree of heterogeneity across the models under consideration
was evaluated using the Q test and measured using the I² statistic
(where an I² value <25% signifies low heterogeneity, between
25% and 50% indicates moderate heterogeneity, and >50%
denotes high heterogeneity) [37]. To account for between-study
heterogeneity and provide more robust variance estimation, we
used the Hartung-Knapp-Sidik-Jonkman method for a random
effects meta-analysis on the logit scale [38]. For studies with
significant heterogeneity, subgroup analyses, sensitivity
analyses, or only descriptive analyses were performed. The
presence of small study effects was evaluated using the Egger
test, funnel plots, and the Deeks funnel plot [39]. A P value
<.05 was deemed to indicate statistical significance.

Results

Study Selection
The initial search identified a total of 4873 records. After
removing duplicates, 3124 records remained. Following title
and abstract screening, 88 studies were selected for full-text
review. We could not retrieve 4 studies. During the full-text
assessment, 18 studies were excluded because the study
population did not have diabetes mellitus. Additionally, 16
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studies were excluded because the outcome variable was not
physical frailty or cognitive frailty; 16 were excluded because
they were nonoriginal studies, such as reviews and
meta-analyses; and 10 were excluded due to an inappropriate

study design. Ultimately, 24 studies [40-63] were included in
this meta-analysis. The literature screening process and results
are illustrated in Figure 1.

Figure 1. Literature screening flow chart. CNKI: China National Knowledge Infrastructure.

Characteristics of Included Studies
The specific characteristics of the included studies are detailed
in Tables 1 and 2. A total of 24 studies reported 32 diagnostic
models for physical frailty and cognitive frailty in older adults
with diabetes. The publication years of these papers spanned
from 2023 to 2025. All the studies were conducted in China.
The number of participants in the included studies ranged from
152 to 1436. The prevalence of frailty varied from 10.1% to
51.2%, while that of cognitive frailty ranged from 20.3% to
62.1%. Regarding study design, 21 studies [41-46,48-60,62,63]
used a cross-sectional design, while 3 were retrospective studies
[40,47,61]. In addition, 18 studies [41-48,50,51,53-59,63] were
conducted at single centers, whereas 6 studies [40,49,52,60-62]
were multicenter studies. In terms of the target population, 7
studies [40-42,57,58,60,61] included all types of diabetes, 14
studies [43,45,47-51,53-56,59,62,63] focused specifically on
patients with type 2 diabetes, and 3 studies [44,46,52] included

patients with diabetes and other comorbidities or complications.
Physical frailty was the primary outcome in 13 studies
[40-42,44,45,51,52,55,57,58,60-62], while the remaining 11
studies [43,46-50,53,54,56,59,63] investigated cognitive frailty.
For frailty screening, 22 studies [40-51,53-57,59-63] used the
Fatigue, Resistance, Ambulation, Illnesses, and Loss of Weight
(FRAIL) scale, while 2 studies [52,58] used the Tilburg Frailty
Indicator. To evaluate cognitive function in the 11 cognitive
frailty studies, the Montreal Cognitive Assessment was the
predominant tool used in 10 studies [43,46-50,53,54,59,63],
whereas the Mini-Mental State Examination was used in only
1 study [56]. Regarding data handling, missing data were not
reported in 9 studies [42,43,45-47,49,51,56,59], 3 studies
[40,57,62] used imputation methods, and 12 studies
[41,44,48,50,52-55,58,60,61,63] excluded participants with
missing data. Continuous variables were maintained as
continuous in 14 studies [40,42-44,47,51,52,55-59,61,62] and
transformed into categorical variables in 10 studies
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[41,45,46,48-50,53,54,60,63]. The majority of models were
presented as nomograms: Specifically, 13 studies
[40,43,45,48,50,51,54-57,59,61,63] presented results solely as
nomograms, 4 studies [41,42,44,46] provided both nomograms
and full equations, 1 study [52] presented a nomogram and risk

chart, and 1 study [58] presented a nomogram and decision tree.
Additionally, 3 studies [53,60,62] developed risk sum scores,
and 2 studies [47,49] provided logistic regression (LR)
equations.
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Table . Overview of the basic characteristics of included studies (n=24) identifying physical and cognitive frailty in older adults with diabetes.

Model pre-
sentation

Predictors,
n

Internal
validation

PopulationModeling
algorithms
used

Event rate,
n (%)

Sample
size, n

Definition
of outcome

OutcomeYearAuthor

Sum score7Cross-vali-
dation

T2DMfLRb,

SVMc,

148 (29.1)509FRAILaFrailty2025Wu et al
[62]

GBMd,

RFe, Cat-
Boost

Nomogram7Random
split

DiabetesLR113 (10.2)1107FRAILFrailty2025Xiao et al
[61]

Nomogram4Random
split

T2DMLR47 (31. 1)152FRAILFrailty2025Wang et al
[55]

Nomogram8BootstrapT2DMLR83 (18.1)458FRAILFrailty2024Du et al
[45]

Nomogram6Random
split

T2DMLR213 (37.6)566FRAILFrailty2024Tang et al
[51]

Nomogram
and risk
chart

8Random
split

Diabetes
with diabet-
ic foot

LR, NNh216 (44.0)491TFIgFrailty2024Wang et al
[52]

Nomogram
and full
equation

5Random
split (+ ex-
ternal)

DiabetesLR115 (32.0)360FRAILFrailty2024Dang [42]

Nomogram6Random
split

DiabetesLR130 (38.5)338FRAILFrailty2024Xi [57]

Nomogram
and full
equation

5BootstrapDiabetesLR118 (37.2)317FRAILFrailty2024Cheng [41]

Nomogram
and deci-
sion tree

8BootstrapDiabetesLR, DTi194 (51.2)379TFIFrailty2024Yin [58]

Sum score7Cross-vali-
dation

DiabetesRF, SVM,

KNNj
112 (29.5)380FRAILFrailty2024Zheng [60]

Nomogram7Random
split

DiabetesLR145 (10.1)1436FRAILFrailty2023Bu et al
[40]

Nomogram
and full
equation

7BootstrapDiabetes
with diabet-
ic retinopa-
thy

LR211 (43.5)485FRAILFrailty2023Dong et al
[44]

Full equa-
tion

5NoneT2DMLR76 (30.0)253FRAIL,

MoCAk
Cognitive
frailty

2025Ma et al
[49]

Sum score11Random
split

T2DMDT80 (39.6)202FRAIL,
MoCA

Cognitive
frailty

2025Wang et al
[53]

Nomogram
and full
equation

7Random
split (+ ex-
ternal)

Diabetes
with

COPDl

LR93 (35.1)265FRAIL,
MoCA

Cognitive
frailty

2024Liang et al
[46]

Nomogram7Bootstrap
(+ external)

T2DMLR132 (30.7)430FRAIL,
MoCA

Cognitive
frailty

2024Yu and Yu
[63]

Nomogram5BootstrapT2DMLR66 (30.7)215FRAIL,
MoCA

Cognitive
frailty

2024Zhang et al
[59]

Full equa-
tion

4Random
split

T2DMLR137 (62.1)220FRAIL,
MoCA

Cognitive
frailty

2024Liu [47]

Nomogram6Random
split

T2DMLR87 (27.6)315FRAIL,
MoCA

Cognitive
frailty

2023Deng et al
[43]
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Model pre-
sentation

Predictors,
n

Internal
validation

PopulationModeling
algorithms
used

Event rate,
n (%)

Sample
size, n

Definition
of outcome

OutcomeYearAuthor

Nomogram8BootstrapT2DMLR85 (32.4)262FRAIL,
MoCA

Cognitive
frailty

2023Wang and
Xu [54]

Nomogram5BootstrapT2DMLR85 (26.5)321FRAIL,

MMSEm
Cognitive
frailty

2023Wang et al
[56]

Nomogram6Random
split

T2DMLR98 (20.3)483FRAIL,
MoCA

Cognitive
frailty

2023Liu [48]

Nomogram6Bootstrap
(+ external)

T2DMLR117 (23.0)508FRAIL,
MoCA

Cognitive
frailty

2022Meng [50]

aFRAIL: Fatigue, Resistance, Ambulation, Illness, and Loss of Weight scale.
bLR: logistic regression.
cSVM: support vector machine.
dGBM: gradient boosting machine.
eRF: random forest.
fT2DM: type 2 diabetes mellitus.
gTFI: Tilburg Frailty Indicator
hNN: neural network.
iDT: decision tree.
jKNN: k-nearest neighbors.
kMoCA: Montreal Cognitive Assessment.
lCOPD: chronic obstructive pulmonary disease.
mMMSE: Mini-Mental State Examination.
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Table . Methodological and clinical characteristics of included studies (n=24) identifying physical frailty and cognitive frailty in older adults with
diabetes.

Studies, n (%)Characteristic

Study design

3 (13)Retrospective studies

21 (88)Cross-sectional study

Source of data used

18 (75)Single center

6 (25)Multicenter

Missing data handling

9 (38)Not reported

12 (50)Exclusion

3 (13)Imputation

Handling of continuous data

14 (58)Continuous

10 (42)Categorical or dichotomous

Feature selection

6 (25)Univariate analysis

7 (29)Multivariate analysis

11 (46)Univariate analysis and multivariate analysis

Calibration method

2 (8)Hosmer-Lemeshow test

4 (17)Calibration plot

14 (58)Hosmer-Lemeshow test and calibration plot

4 (17)None

Validation method

19 (79)Internal validation

4 (17)External validation and internal validation

1 (4)None

Characteristics of Included Prediction Models
Regarding modeling methods, among the 32 models included,
LR was the most commonly used algorithm. LR analyses were
used in 22 models, while 10 models used machine learning
(ML) techniques, including random forest (n=2), support vector
machines (n=2), decision trees (n=2), k-nearest neighbors (n=1),
CatBoost (n=1), gradient boosting machine (n=1), and neural
networks (n=1). Model discrimination was reported for all
models, with AUC values ranging from 0.703 to 0.983 (Table
S3 in Multimedia Appendix 1). Specificity and sensitivity were
reported in 17 studies [40-42,44,46-50,52,53,56-58,60-62]
involving 25 models. Specifically, sensitivity ranged from 0.102
to 0.955, and specificity varied from 0.505 to 0.990. However,
model calibration was not reported in 4 studies [52,53,60,62].
P values from both the Hosmer-Lemeshow test and calibration
plots were used in 14 studies [40-44,48,50,51,54-59], 2 studies

[47,49] used P values only from the Hosmer-Lemeshow test,
and 4 studies [45,46,61,63] used only calibration plots.
Regarding model validation, 1 study [49] developed models
without validation, and 19 studies [40,41,43-45,47,48,51-62]
conducted only internal validation without external validation.

Features
All features covered a wide range of factors, including
sociodemographic characteristics, lifestyle factors, health-related
factors, mental health status, laboratory test indicators, and
anthropometric measurements. A total of 33 features were
involved in the studies. The number of features incorporated
into each study varied from 4 to 11. Among the features, the 5
most frequently occurring were depression, age, regular exercise,
social activity, and duration of diabetes. The frequency
distribution of all features is illustrated in Figure 2.
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Figure 2. Frequency of predictors in the included studies. GFR: glomerular filtration rate; HbA1c: glycated hemoglobin; L/A: ratio of serum leptin to
adiponectin.

Quality Assessment

Overview
The PROBAST tool was used to assess the risk of bias and the
applicability of the included prediction model studies (Figure
3 and Table S4 in Multimedia Appendix 1). According to the
established criteria, all 24 studies, which encompassed 32
models, were identified as having a high risk of bias. In terms

of applicability, 13 studies [43,44,46-50,52-54,56,59,63],
including 14 models, were deemed to have high concerns
regarding applicability. Conversely, the remaining 11 studies
[40-42,45,51,55,57,58,60-62], which included 18 models, were
considered to have low concerns regarding applicability.
Notably, 4 studies [52,58,60,62] included multiple models each;
however, there was no difference in the quality assessment
results between the models within these studies.
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Figure 3. Prediction Model Study Risk Of Bias Assessment Tool (PROBAST) risk of bias (ROB) and applicability assessment for all included studies.

Risk of Bias Assessment
Within the participant domain, 4 studies [40,43,47,61] were
recognized as exhibiting a high risk of bias. Of these, 3 studies
[40,47,61] were deemed as having a high risk owing to their
study designs, while the remaining study [43] was classified as
such due to the exclusion of specific subgroups that could
potentially alter the performance of the prediction model. In the
predictor domain, 2 studies [40,63] were assessed as having a
significant risk of bias due to the use of outcome information
in the evaluation of predictors, 1 study [55] was rated as having
an unclear risk of bias because the researchers did not report
whether they used the same assessment measures when
evaluating the predictors. In the outcome domain, 3 studies
[40,62,63] had a significant risk of bias because the definition
of outcomes included ≥1 predictor, 2 studies [52,53] were rated
as having a high risk of bias due to the potentially inappropriate
time interval between predictor assessment and outcome
determination, and 1 study [49] was deemed to be at unclear
risk of bias as they did not report information on the method of
outcome classification. In the analysis domain, all studies were
judged to have a high risk of bias. Current guidance recommends
that studies developing predictive models achieve at least 20
events per variable (EPV). However, 13 studies
[43,45,46,48,49,53-56,59-61,63] did not meet this requirement.
Moreover, 10 studies [41,45,46,48-50,53,54,60,63] transformed
continuous variables into categorical variables, either in part or
entirely, and the authors did not report whether standard
definitions were used for the categorization; 1 study [40]

partially excluded participants for unreasonable reasons.
Regarding the handling of missing data, 12 studies
[41,42,44,48,50,52-54,58,60,61,63] directly excluded cases
with missing data, while 9 studies [43,45-47,49,51,55,56,59]
did not explicitly report whether data were missing. In addition,
6 studies [44,49,50,52,54,59] did not avoid selecting variables
based solely on univariate analysis; 3 studies [52,53,60] did not
comprehensively assess the predictive performance of their
models, using only discrimination measures without calibration;
6 studies [41,44,48,50,55,57] neglected to evaluate the risk of
overfitting, underfitting, or optimism that could bias the apparent
performance of their predictive models; 1 study [49] developed
models without validation; and 19 studies
[40,41,43-45,47,48,51-62] conducted only internal validation
without external validation.

Applicability Risk Assessment
In the participant domain, 3 studies [44,46,52] had a high risk
of applicability concerns due to the inclusion of individuals
with other comorbidities or complications.

Meta-Analysis
A random effects meta-analysis using the
Hartung-Knapp-Sidik-Jonkman method was performed to
evaluate the predictive performance at both the study and model
levels. Regarding the analysis of the 24 included studies, the
overall pooled AUC was 0.851 (95% CI 0.820‐0.882), with
a 95% prediction interval (PI) of 0.710 to 0.992 (P<.001;
I²=92.0%; Figure 4). When analyzing the 32 models, the overall
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pooled AUC was 0.829 (95% CI 0.802‐0.856), with a 95% PI
of 0.686 to 0.972 (P<.001; I²=92.5%; Figure S1 in Multimedia

Appendix 1).

Figure 4. Forest plot of the random effects meta-analysis of pooled area under the curve (AUC) estimates for 29 validation models
[40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62]. HKSJ: Hartung-Knapp-Sidik-Jonkman.

Additional data on sample size, sensitivity, and specificity were
extracted from 17 studies to calculate TP, FP, FN, and TN
(Table S5 in Multimedia Appendix 1). Based on these values,
the pooled sensitivity was 0.810 (95% CI 0.740‐0.850;
I²=92.26%), as illustrated in the forest plot. The pooled
specificity was 0.850 (95% CI 0.810‐0.890; I²=92.44%), with

the corresponding forest plot also presented (Figure 5B).
Furthermore, a summary receiver operating characteristic curve
was generated, as depicted in Figure 5A. These results indicate
significant heterogeneity across the models regarding AUC,
sensitivity, and specificity.
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Figure 5. (A) Summary receiver operating characteristic curve and (B) forest plots of the random effects meta-analysis of the sensitivity and specificity
for 22 validation models [40-42,44,46-50,52,53,56-58,60-62]. AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary
receiver operating characteristic.

Sensitivity Analysis
Sensitivity analyses were undertaken by sequentially removing
one study at a time. The point estimates obtained after excluding

any single study all fell within the 95% CI of the overall effect
size (Figure 6A). This indicates that the removal of any
individual study did not significantly influence the pooled AUC.
Therefore, the combined results were relatively stable.

Figure 6. Assessment of robustness, heterogeneity, and small study effects in the meta-analysis of 24 studies evaluating physical frailty and cognitive
frailty in older adults with diabetes: (A) sensitivity analysis, (B) subgroup forest plot stratified by modeling approach (32 models), and (C) funnel plot
[40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63]. AUC: area under the curve; HKSJ: Hartung-Knapp-Sidik-Jonkman; LR:
logistic regression; ML: machine learning.

Subgroup Analysis
Subgroup analyses were performed based on modeling approach,
study design, data source, population, outcome, and validation
method (Table 3 and Figure 6B). Significant differences were
observed in modeling approaches (P=.003), where LR models
yielded a higher pooled AUC (0.850) compared with ML models

(0.785). Similarly, study design showed significant heterogeneity
(P=.03), with retrospective studies demonstrating superior
diagnostic performance (AUC=0.900) than cross-sectional
studies (AUC=0.843). However, no statistically significant
differences were found across subgroups stratified by data
source (P=.42), patient characteristics (P=.77), validation
methods (P=.16), or specific outcomes (P=.94).
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Table . Subgroup analysis of the pooled area under the curve (AUC) of studies of physical frailty and cognitive frailty in older adults with diabetes to
explore potential sources of heterogeneity (n=24).

P valueI2, %AUC (95% CI)Studies, nSubgroup

.770Population

0.849 (0.818-0.879)21    Diabetes

0.866 (0.757-0.975)3    Diabetes with comorbidi-
ties or complications

.0379.6Study design

0.843 (0.812-0.875)21    Cross-sectional study

0.900 (0.861-0.939)3    Retrospective study

.420Data source

0.871 (0.815-0.926)6    Multicenter

0.844 (0.809-0.878)18    Single center

.940Outcome

0.851 (0.806-0.896)13    Physical frailty

0.849 (0.812-0.886)11    Cognitive frailty

.1642.5Validation

0.875 (0.836-0.914)12Random split

0.829 (0.779-0.879)9Bootstrap

0.803 (0.710-0.896)2Cross-validation

0.896 (0.842-0.950)1None

Small Study Effects Assessment
We examined small study effects using the Egger test, funnel
plots, and the Deeks funnel plot. The Egger test yielded a
coefficient of −1.07 (P=.40), indicating no statistically
significant small study effects. This result aligns with the visual
inspection of the contour-enhanced funnel plot (Figure 6C),
which displayed a relatively symmetrical distribution of the
studies, suggesting no obvious small study effects among the
included studies. Furthermore, the Deeks funnel plot asymmetry
test yielded a nonsignificant P value of .94, providing no
evidence of significant small study effects (Figure S2 in
Multimedia Appendix 1).

However, these results must be interpreted with caution. Funnel
plot symmetry or nonsignificant statistical tests do not
definitively rule out publication bias. Conversely, asymmetry
may arise from heterogeneity or methodological limitations not
merely from publication bias. Therefore, the potential for
publication bias cannot be entirely excluded, particularly due
to limitations in study selection. Although our search strategy
was designed to be global, the final pool of eligible studies
consisted exclusively of research conducted in China.
Additionally, the restriction of inclusion criteria to English and
Chinese languages may have introduced language bias by
excluding relevant data published in other languages.

Discussion

Principal Findings
To our knowledge, this is the first systematic review and
meta-analysis to comprehensively evaluate the performance of
prediction models for physical frailty and cognitive frailty
specifically in older adults with diabetes. Our analysis included
24 studies encompassing 32 models. At the study level, the
pooled AUC was 0.851 (95% CI 0.820‐0.882), while the
model-level analysis yielded a similarly high pooled AUC of
0.829 (95% CI 0.802‐0.856). In addition, the pooled sensitivity
was 0.810, and the pooled specificity was 0.850, indicating that
these models demonstrated reasonable discriminative
performance for identifying physical frailty and cognitive frailty
in this high-risk population.

A notable finding from our subgroup analysis was the difference
in performance based on the modeling approach (P=.003). LR
models yielded a higher pooled AUC (0.850) than ML models
(0.785). However, this finding should be interpreted with
caution. Consistent with the systematic review by Christodoulou
et al [64], we observed no consistent performance advantage of
ML over LR analysis in this dataset. The apparent disparity may
be attributed to the smaller number of ML studies included,
heterogeneity in populations and predictors, and potential risk
of bias, rather than an inherent superiority of LR. For instance,
Wang et al [52] and Yin [58] developed models using both
approaches and found LR performed slightly better. Ultimately,
there is no “one-size-fits-all” modeling method; performance
often depends on the specific data structure and clinical context.
Therefore, future research should prioritize rigorous comparisons
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of multiple modeling approaches—including proper
hyperparameter tuning for ML—to identify the optimal strategy
for specific physical frailty and cognitive frailty prediction
scenarios. Additionally, we observed that retrospective studies
yielded significantly higher AUC values (0.900) than
cross-sectional studies (0.843; P=.03). This phenomenon likely
stems from the inherent selection bias and better data quality
control often present in retrospective cohorts, potentially leading
to overoptimistic performance estimates.

The diagnostic models included in this review possess
meaningful clinical implications, facilitating a shift toward the
precise identification and risk stratification of physical frailty
and cognitive frailty in clinical settings. Our analysis revealed
that the most frequently used features—depression, age, regular
exercise, social activity, and diabetes duration—provide concrete
metrics for identifying these concurrent conditions. Notably,
depression emerged as the most consistent and prominent feature
across multiple studies, highlighting its strong correlation with
both physical frailty and cognitive frailty. Existing evidence
indicates a bidirectional relationship between depression and
these conditions, potentially mediated through inflammatory
pathways, endocrine dysregulation, and overlapping symptoms
such as fatigue and psychomotor slowing [65,66]. Consequently,
assessing mental health not only is vital for psychological
well-being but also serves as a critical entry point for identifying
patients who may already be experiencing physical frailty or
cognitive frailty. Advanced age was also a predominant feature,
consistent with reports by Kong et al [9] and Wang et al [67].
This association likely reflects immunosenescence, chronic
inflammation, and metabolic dysregulation, which collectively
contribute to sarcopenia and functional decline [68-70]. These
findings suggest that age remains a fundamental stratification
factor, warranting heightened clinical vigilance for physical and
cognitive frailty in older cohorts. Regular exercise was identified
as a powerful discriminatory feature. Physiologically, physical
activity is known to reduce inflammation, preserve muscle
function, and support cognitive health [71]. In the context of
these diagnostic models, the absence of regular exercise serves
as a robust, easily accessible clinical marker for detecting
potential physical frailty and cognitive frailty. This allows health
care providers to efficiently target vulnerable populations in
community settings where elaborate geriatric assessments may
be impractical. Similarly, lower levels of social activity emerged
as a significant indicator. This suggests that social isolation
often co-occurs with physical frailty and cognitive frailty,
making social history a valuable component of the risk
stratification process for older adults with diabetes. Finally, the
duration of diabetes was a frequent feature in the included
models. The strong association between longer disease duration
and physical frailty and cognitive frailty likely reflects the
cumulative burden of chronic hyperglycemia, insulin resistance,
and related complications over time [8,26]. As diabetes duration
increases, physiological and cognitive reserves decline, thereby
increasing the probability of concurrent physical frailty and
cognitive frailty. These insights emphasize that patients with a
long history of diabetes represent a high-risk group requiring
prioritized screening and comprehensive management.

Comparison With Prior Work
Previous systematic reviews and narrative summaries on
physical frailty or cognitive frailty in older adults with diabetes
have primarily concentrated on estimating prevalence,
identifying associated risk factors, or describing frailty
phenotypes, rather than systematically evaluating multivariable
prediction or identification models [8,9,72,73]. Moreover, most
prior reviews did not attempt a quantitative synthesis of model
performance, likely due to the substantial methodological and
clinical heterogeneity across studies, which is commonly
encountered in the evaluation of prediction models. Consistent
with this literature, we observed considerable variation among
included studies in terms of study populations, definitions of
physical frailty and cognitive frailty, predictor selection, model
development strategies, and validation approaches. These
differences reflect the evolving and fragmented nature of model
development in this field and pose challenges for direct
comparison across studies. Nevertheless, by conducting a
meta-analysis of discrimination performance, particularly
through the synthesis of the AUC, our study provides a
quantitative overview of the overall performance of existing
models for identifying physical frailty and cognitive frailty in
older adults with diabetes.

Heterogeneity
Substantial heterogeneity was observed across the included
studies (I²>90% for sensitivity, specificity, and AUC). This is
a common challenge in diagnostic meta-analyses and may be
attributed to variations in study design, population
characteristics, and modeling methodologies. Our subgroup
analysis identified that the modeling approach (ML vs LR) and
study design (retrospective vs cross-sectional) were significant
sources of heterogeneity (P<.05). However, other factors such
as data source (single vs multicenter) and outcome definitions
(physical frailty vs cognitive frailty) did not significantly
contribute to the observed variance. It is also important to note
the variability in feature selection across studies. With 33
different features identified—ranging from depression and age
to regular exercise—the lack of a standardized set of predictors
likely contributes to the heterogeneity in model performance.
This diversity reflects the multifaceted pathophysiology of
frailty in diabetes but complicates the direct comparison of
models.

Importantly, beyond the conventional I² statistic, we further
quantified between-study heterogeneity using 95% PIs, which
provide a clinically meaningful estimate of the expected range
of model performance in future settings. Although I² values
exceeding 90% indicate substantial relative heterogeneity, they
do not convey the absolute extent to which predictive
performance may vary across populations and clinical contexts.
In contrast, PIs directly address this limitation by reflecting the
dispersion of true effects on the original AUC scale. At the
study level, the pooled AUC of 0.851 was accompanied by a
95% PI ranging from 0.710 to 0.992, indicating that, although
predictive performance may vary considerably across different
real-world settings, most future applications are still likely to
achieve at least acceptable discrimination.
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Methodological Quality and Risk of Bias
Evaluation using the PROBAST checklist indicated that all
included studies exhibited a high risk of bias, predominantly in
the analysis domain. Consequently, the pooled performance
estimates reported in this review should be interpreted with
caution, likely representing “best-case scenarios” or optimistic
estimates rather than robust predictions of real-world
performance.

In the participant domain, specifically regarding data sources,
although retrospective designs were identified as a source of
bias for a few studies, the overarching issue remains the
analytical approach. We recommend using prospective data or
registry data for model development in future optimization
efforts to reduce the risk of bias arising from data sources.
Additionally, the evaluation of model applicability indicated
that certain studies included not only patients with diabetes but
also those with other comorbidities or complications. These
factors limited the applicability of the respective models to the
general diabetes population. In the outcome domain, some
studies inappropriately incorporated outcome-related
information into the predictor assessment, leading to information
leakage and inflated model performance. In addition, inadequate
reporting regarding the consistency of predictor measurement
raised concerns about reproducibility in at least one study. In
the outcome domain, several studies were judged to have a high
risk of bias due to problematic outcome definitions.

The analysis domain had the highest frequency of a high risk
of bias, with all studies rated as high risk in this domain.
According to the PROBAST assessment tool, an EPV≥20 is
commonly used as a heuristic to indicate an adequate sample
size for developing prediction models. In this review, 13 studies
had an EPV <20, which may suggest an increased risk of bias
related to model overfitting. However, relying solely on fixed
rules of thumb may be insufficient; therefore, future studies
should prioritize formal, model-tailored sample size calculations
(eg, approaches proposed by Riley et al [74]) to ensure precise
estimation and adequate statistical power. During the predictor
selection process, several studies relied solely on univariate
screening, which often fails to identify confounding factors and
can lead to model overfitting. Therefore, predictor selection
should not solely depend on univariate screening but should
also be combined with clinical practice. Moreover, an increasing
number of studies are using least absolute shrinkage and
selection operator (LASSO) regression to handle
high-dimensional data and select potential variables. By
introducing a penalty term, LASSO regression reduces the
estimates of extreme variables, thereby effectively enhancing
the accuracy of model estimation and decreasing the likelihood
of overfitting [75]. Moreover, the handling of missing data was
suboptimal. Cases with missing data were directly excluded in
12 studies, which can introduce bias and reduce statistical power,
while 9 studies failed to report how missing data were handled.
A minority of studies used appropriate methods such as multiple
imputation. Accurate data reporting and careful handling of
missing observations help reduce model overfitting. It is
recommended that future studies strengthen the management
of missing data to ensure the integrity of the study. When
dealing with continuous variables, transforming continuous data

into categorical variables for modeling may lead to a significant
loss of model efficacy [76]; however, 10 studies in our review
performed such transformations without reporting standard
definitions. Although data transformation can be considered to
enhance the convenience of application for researchers during
the clinical dissemination phase, it should be done with caution
during development. Crucially, the majority of models lacked
external validation. Although they demonstrated good
discrimination in derivation cohorts, their performance remains
inherently tied to their specific development settings.

Therefore, the primary implication of this review is
methodological: Rather than endorsing specific existing tools
for immediate clinical use, we emphasize the urgent need for
better-designed research. Future studies must strictly adhere to
TRIPOD (Transparent Reporting of a Multivariable Prediction
Model for Individual Prognosis or Diagnosis) guidelines and
PROBAST standards—specifically ensuring adequate sample
sizes, appropriate handling of continuous variables and missing
data, and rigorous external validation in independent,
geographically distinct populations—to develop robust and
transportable prediction models.

Limitations
This study has several limitations that warrant consideration.
First, the predominance of cross-sectional and retrospective
designs among the included studies restricts the scope of these
models to the diagnostic identification of prevalent frailty.
Consequently, they function as concurrent screening tools rather
than prognostic instruments for predicting future incidence,
precluding the ability to infer causal relationships between
predictors and outcomes. Second, according to the PROBAST
assessment, all included studies exhibited a high risk of bias,
particularly within the analysis domain. This methodological
weakness likely results in overoptimistic performance estimates
and limits the transportability of these models to diverse clinical
populations. Third, substantial statistical heterogeneity (I²) was
observed, stemming from variations in study design and
modeling methodologies. We calculated 95% PIs to provide a
more clinically meaningful estimate of the expected range of
model performance in future settings. Finally, all included
studies were conducted in China, and the review was restricted
to English and Chinese literature. Although this reflects the
rapid emergence of this research focus within China, the lack
of geographic and ethnic diversity limits the generalizability of
our findings to other global populations and health care systems.

Conclusion
This review provides the first comprehensive synthesis of
models for risk stratification of physical and cognitive frailty
in older adults with diabetes. The findings indicate that existing
models demonstrate satisfactory pooled discriminative
performance. Specifically, although the CIs confirm a robust
average effect, the 95% PIs indicate that the distribution of
predictive performance in future real-world settings is expected
to vary across different clinical contexts, yet likely remaining
within an acceptable range. Nevertheless, their clinical utility
is currently constrained by significant methodological
limitations. Specifically, the identified models rely heavily on
readily available clinical and psychosocial predictors, such as
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depression, age, regular exercise, and social activity, suggesting
that early risk stratification is feasible in routine practice.
However, the evidence is underpinned by a pervasive high risk
of bias, primarily due to analytical shortcomings, small sample
sizes, and a lack of rigorous external validation. Furthermore,
the predominance of cross-sectional designs and the geographic
restriction of studies to China limit the generalizability of these
tools to broader global populations and their ability to function
as true prognostic instruments for future risk. Consequently,
although current models show promise for screening and

identifying prevalent physical and cognitive frailty, they are not
yet sufficiently robust for widespread deployment in diverse
clinical settings. Future research must pivot from developing
new, redundant models to conducting robust, prospective,
multicenter studies that adhere strictly to TRIPOD guidelines.
Emphasis should be placed on external validation and the
development of longitudinal prognostic tools to ensure reliable,
transportable, and clinically actionable risk stratification for
this vulnerable population.
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Abstract

Background: Gestational diabetes mellitus (GDM) is a common complication during pregnancy, with its incidence increasing
year by year. It poses numerous adverse health effects on both mothers and newborns. Accurate prediction of GDM can significantly
improve patient prognosis. In recent years, artificial intelligence (AI) algorithms have been increasingly used in the construction
of GDM prediction models. However, there is still no consensus on the most effective algorithm or model.

Objective: This study aimed to evaluate and compare the performance of existing GDM prediction models constructed using
AI algorithms and propose strategies for enhancing model generalizability and predictive accuracy, thereby providing evidence-based
insights for the development of more accurate and effective GDM prediction models.

Methods: A comprehensive search was conducted across PubMed, Web of Science, Cochrane Library, EMBASE, Scopus, and
OVID, covering publications from the inception of databases to June 1, 2025, to include studies that developed or validated GDM
prediction models based on AI algorithms. Study selection, data extraction, and risk of bias assessment using the Prediction Model
Risk of Bias Assessment Tool were performed independently by 2 reviewers. A bivariate mixed-effects model was used to
summarize sensitivity and specificity and to generate a summary receiver operating characteristic (SROC) curve, calculating area
under the curve (AUC). The Hartung-Knapp-Sidik-Jonkman method was further used to adjust for the pooled sensitivity and
specificity. Between-study standard deviation (τ) and variance (τ²) were extracted from the bivariate model to quantify absolute
heterogeneity. The Deek test was used to evaluate small-study effects among included studies. Additionally, subgroup analysis
and meta-regression were conducted to compare the performance differences among algorithms and to explore sources of
heterogeneity.

Results: Fourteen studies reported on the predictive value for AI algorithms for GDM. After adjustment with the

Hartung-Knapp-Sidik-Jonkman method, the pooled sensitivity and specificity were 0.78 (95% CI 0.69‐0.86; τ=0.15, τ2=0.02;

PI 0.47‐1.09) and 0.85 (95% CI 0.78‐0.92; τ=0.11, τ2=0.01; PI 0.59‐1.11), respectively. The SROC curve showed that the
AUC for predicting GDM using AI algorithms was 0.94 (95% CI 0.92‐0.96), indicating a strong predictive capability. Deek
test (P=.03) and the funnel plot both showed clear asymmetry, suggesting the presence of small-study effects. Subgroup analysis
showed that the random forest algorithm exhibited the highest sensitivity (0.83, 95% CI 0.74‐0.93), while the extreme gradient
boosting algorithm exhibited the highest specificity (0.82, 95% CI 0.77‐0.87). Meta-regression further revealed an evaluation
in predictive accuracy in prospective study designs (regression coefficient=2.289, P=.001).

Conclusions: Unlike previous narrative reviews, this systematic review innovatively provided a comparative and quantitative
synthesis of AI algorithms for GDM prediction. This established an evidence-based framework to guide model selection and
identified a critical evidence gap. The key implication for real-world application was the demonstrated necessity of local validation
before clinical adoption. Therefore, future work should focus on large-scale, prospective validation studies to develop clinically
applicable tools.

Trial Registration: PROSPERO CRD42025645913; https://www.crd.york.ac.uk/PROSPERO/view/CRD42025645913

(J Med Internet Res 2026;28:e79729)   doi:10.2196/79729
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Introduction

Gestational diabetes mellitus (GDM) is one of the most common
metabolic disorders during pregnancy, characterized by glucose
metabolism abnormalities that first appear during gestation [1].
The incidence of GDM has risen to 15.8% due to factors like
increased childbearing age, dietary changes, and pre-pregnancy
obesity [2-4]. GDM not only significantly increased the risk of
adverse pregnancy outcomes for pregnant women, such as
macrosomia, preterm birth, and preeclampsia, but also had a
profound impact on the long-term health of their offspring,
including an increased risk of developing obesity, type 2
diabetes, and other metabolic disorders in the future [5-7].
Therefore, early prediction and management of GDM could
effectively reduce the incidence of GDM and its associated
maternal and neonatal complications, thereby optimizing
perinatal care and improving long-term health outcomes.

The emergence of artificial intelligence (AI) algorithms in
medicine has opened new frontiers for predictive analytics,
offering the potential to model complex, non-linear interactions
within multidimensional health data [8]. In fields such as
oncology, cardiology, and endocrinology, AI-driven prediction
models have demonstrated superior discriminative accuracy
compared to conventional statistical approaches, largely by
capturing subtle patterns and interactions among risk factors
that traditional methods might overlook [9-12]. This capability
was particularly salient for GDM, a condition influenced by a
dynamic interplay of genetic, metabolic, hormonal, and lifestyle
factors [13].

Building on this general capability, the application of AI
algorithms for the specific task of GDM prediction has gained
considerable momentum, with primary attention to 2 domains:
machine learning (ML) and deep learning (DL) [14-16].
Commonly used ML algorithms, such as random forest (RF),
support vector machine, and extreme gradient boosting
(XGBoost), have been applied to structured clinical and
biomarker data, while DL algorithms typically use neural
networks to exploit high-dimensional inputs, including eHealth
records and even image-based data [17]. Despite promising
reported accuracies, a critical and persistent challenge is the
marked heterogeneity in model performance across different
populations and settings [18-20]. The ML model developed by
Gallardo et al [21], based on routine early-pregnancy
examination data, showed high predictive accuracy in a
particular population but performed poorly in other GDM
populations due to differences in data characteristics. This
discrepancy revealed a severe methodological inconsistency in
these studies, such as the lack of standardized data
preprocessing, non-uniform validation strategies, and incomplete
reporting of performance metrics. This heterogeneity made it
difficult to directly compare and integrate the results of different
studies.

Consequently, although a growing body of primary studies
investigating AI models for GDM prediction, the evidence in
this field remained fragmented and methodologically
heterogeneous. Currently, for the prediction of GDM, there was
still a lack of systematic reviews and meta-analyses that could
directly compare multiple AI algorithms head-to-head,
quantitatively assess their cross-population applicability, and
systematically examine methodological rigor. The majority of
existing original studies have developed single-algorithm models
and validated them only within mono-ethnic or single-center
cohorts [16,17,21,22]. Consequently, clinicians lack the
high-level evidence required to determine which algorithm is
superior and whether reported accuracies generalize to other
settings, which markedly impedes the credible clinical adoption
and broader dissemination of AI-based prediction models.

To address these evidence gaps, this systematic review and
meta-analysis aimed to quantitatively synthesize the predictive
performance of prediction models constructed using AI
algorithms across different scenarios for GDM, compare the
effectiveness of different AI algorithms, and identify the key
factors influencing performance. By providing a rigorous,
evidence-based framework for evaluating and comparing AI
prediction models in GDM, this systematic review sought to
inform the future development of more robust, generalizable,
and clinically actionable tools, thereby supporting efforts toward
early identification, risk stratification, and personalized
management of GDM.

Methods

Registration and Protocol
This systematic review adhered to the Preferred Reporting Items
for Systematic Reviews and Meta-Analysis (PRISMA) 2020
extended checklist, with extensions for Diagnostic Test
Accuracy (PRISMA-DTA) and literature search reporting
(PRISMA-S) [23-25]. The protocol was prospectively registered
with PROSPERO (International Prospective Register of
Systematic Reviews; ID CRD42025645913). And the
registration was completed on February 13, 2025, prior to the
commencement of data extraction and analysis (Checklist 1).

Information Sources and Search Strategy
A comprehensive search was conducted across 6 databases,
including PubMed, Web of Science, Cochrane Library, Scopus,
EMBASE, and OVID, from the inception of each database to
June 1, 2025. To enhance the accuracy of the search results and
avoid the omission of relevant studies, the research term
developed a rigorous search strategy by combining Medical
Subject Headings terms, keywords, and synonyms. No
previously published search filters were applied so as to maintain
a highly sensitive search strategy. Table 1 summarizes the core
search concepts and representative terms. And the detailed
search strategy is presented in Multimedia Appendix 1. In
addition, we also reviewed the reference lists of relevant

J Med Internet Res 2026 | vol. 28 | e79729 | p.67https://www.jmir.org/2026/1/e79729
(page number not for citation purposes)

Liang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


literature, particularly systematic reviews related to the topic
of this study, and conducted additional searches in the electronic
databases to minimize the omission of the key literature as much

as possible. All searches were conducted under the supervision
of an academic librarian.

Table . Search strategy using the population, Intervention framework for artificial intelligence–based gestational diabetes mellitus prediction studies.

Key terms (PubMed example)Concept

“Gestational Diabetes Mellitus” OR “Pregnancy-induced Diabetes” OR
“GDM” OR “Diabetes in Pregnancy” OR “Maternal Diabetes”

Population

“Artificial Intelligence” OR “Machine Learning Algorithms” OR “Deep
Learning Algorithms” OR “Ensemble Learning Algorithms”

Intervention

Eligibility Criteria
To screen out the original studies relevant to this systematic
review from the retrieved literature, detailed inclusion and
exclusion criteria were defined (Textbox 1).

Textbox 1. Inclusion and exclusion criteria

Inclusion criteria

• Studies that conducted among pregnant women with gestational diabetes mellitus (GDM) or those at risk of developing GDM.

• Studies that completely constructed one or more predictive models for predicting GDM.

• Studies that used AI algorithms for the construction of a predictive model.

• Studies published in English.

Exclusion criteria

• Reviews, meta-analysis, protocols, letters, conference abstracts, case reports, and animal studies.

• Studies on the predictive accuracy of single-factor predictors.

• Studies only conducted a risk factor analysis without constructing a predictive model.

• Studies did not include any outcome measures for assessing the predictive accuracy of the predictive model.

Selection and Data Collection Process
Following the completion of the systematic research, all records
were imported into the reference management software Endnote
21. After removing duplicate records, 2 reviewers independently
examined the titles and abstracts of each study. Studies not
reporting AI-based predictive models were discarded.
Subsequently, a thorough full-text assessment was conducted
for all studies that initially met the criteria, and the reasons for
excluding each study were recorded in detail. In the predesigned
Excel spreadsheet, data was extracted from studies that qualified
based on the inclusion criteria. The extracted information
included: characteristics of the study (authors, country,
publication year, study design, and sample size), characteristics
of the participants (diagnostic criteria for GDM and number of
GDM cases), intervention features (model development process,
types of AI algorithms used, methods for handling missing data,
predictors, and model validation), and study outcomes
(assessment of model accuracy). In cases where the information
presented in the literature was ambiguous, the researchers would
proactively contact the corresponding author to acquire the
relevant information. The aforementioned process was
independently conducted by 2 authors. Any discrepancies were
discussed and resolved with a third author.

Study Risk-of-Bias Assessment
The Prediction Model Risk of Bias Assessment Tool
(PROBAST) was used to assess the risk of bias (ROB) for each
study. PROBAST consisted of four domains: participants,
predictors, outcomes, and analysis [26]. Based on the responses
to the items provided in the PROBAST checklist, a ROB rating
(high, low, or unclear) was assigned to each domain. The criteria
for assessment were detailed below: (1) the overall ROB was
deemed “low” when all domains were classified as “low risk”;
(2) the overall ROB was considered “high” if any domain was
identified as “high risk”; (3) the overall ROB was determined
to be “unclear” when there was at least one domain with an
“unclear” rating, while the other domains were classified as
“low risk” [26]. The quality assessment was conducted by the
same 2 authors who performed the study selection and data
extraction. Any disagreements between the 2 authors were
resolved through consultation with a third author.

Effect Measures and Synthesis Methods
Statistical analyses were performed using Stata (version 17.0;
StataCorp LLC), R (version 4.2.0; R Development Core Team),
and Meta DiSc (version 1.4; Clinical Biostatistics Unit)
software. A bivariate mixed-effects model was used to pool
sensitivity and specificity, generate a summary receiver
operating characteristic (SROC) curve, and calculate area under
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the curve (AUC). The Hartung-Knapp-Sidik-Jonkman method
was further used to adjust the pooled estimates. All results were
reported with 95% CI values. Between-study standard deviation
(τ) and variance (τ²) were extracted from the bivariate model
to quantify absolute heterogeneity. And prediction intervals
(PIs) were subsequently computed to estimate the range within
which the true sensitivity or specificity of a future study was
expected to lie, providing a clinically interpretable measure of
real-world dispersion. Moreover, the Fagan nomogram was
used to explore the relationship between pretest probability,
likelihood ratios (LR), and post-test probability. The LR dot
plot, divided into 4 quadrants based on the strength of evidence
threshold, was used to determine the exclusion and confirmation
of the AI model. Additionally, a bivariate boxplot was drawn
to detect heterogeneity caused by threshold effects. And
subgroup analysis was used to compare the predictive
capabilities of different AI algorithms in GDM prediction. In
line with current recommendations for interpreting
heterogeneity, we quantified real-world dispersion primarily

using the τ, τ2, and calculated PIs as the key measure of practical

uncertainty [27]. The I2 statistic was considered but not
emphasized, given its limited use informing the generalizability
of findings compared to PIs [27]. Based on the clinical and
methodological characteristics anticipated to cause heterogeneity
across studies, a meta-regression analysis was used to explore
and explain such heterogeneity. It aimed to uncover potential
influencing factors and analyze which variables might account
for variations in the effect sizes. And the Deek test was used to
evaluate small-study effects among the included studies, with
P<.05 indicating funnel-plot asymmetry.

Ethical Considerations
This systematic review and meta-analysis was conducted
exclusively with published aggregate data. No individual-level
or identifiable participant information was involved. Therefore,
informed consent, institutional review board approval, privacy
protection, and participant compensation were not applicable.

Results

Study Selection and Characteristics of Included Studies
A total of 2790 studies were retrieved from the database. After
removing duplicates, the titles and abstracts of 1455 studies
were reviewed, and the full texts of 116 studies were screened.
Finally, 22 studies were included in this study, with 8 studies
[14,15,28-35] being included in the systematic review and 14
studies being incorporated into the meta-analysis
[15,16,21,22,28,36-44]. The detailed process of the literature
screening is illustrated in Figure 1. The fundamental
characteristics of the included studies are presented in Table 2.
The included studies were conducted in 11 countries, with 12
being single-center studies [14,16,21,28,30-32,36,37,40,41,43],
10 being multicenter studies [15,22,29,33-35,38,39,42,44], 14
b e i n g  r e t r o s p e c t i v e  s t u d i e s
[14,16,21,22,28-30,32,36,37,39-41,43], and 8 being prospective
studies [15,31,33-35,38,42,44]. All 22 studies used ML
algorithms, and 2 of them further used DL algorithms [16,42].
To evaluate the predictive performance of the models, 12 studies
c o n d u c t e d  i n t e r n a l  v a l i d a t i o n
[14,15,21,22,31,32,34,37,38,40-42], and 8 studies performed
external validation [16,28-30,32,37,39,42]. Multimedia
Appendix 2 provides a detailed record of the model performance
parameters for each study.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) flow diagram for study selection. This figure illustrates
the process of identifying, screening, and selecting studies for inclusion in the systematic review, showing the number of records at each stage and
reasons for exclusions. AI: artificial intelligence; GDM: gestational diabetes mellitus.
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Table . General characteristics of the 22 studies included in the systematic review of artificial intelligence models for gestational diabetes mellitus
prediction.

Type of modelSample sizeDiagnostic criteriaSingle-center or
multicenter

Study typeCountryStudy

MLb48,502IADPSGaMulticenterRetrospectiveAustraliaBelsti et al

(2023) [22]

ML3858IADPSGMulticenterProspectiveUnited Arab Emi-
rates

Ali et al

(2022) [33]

ML and DLc32,190IADPSGSingle-centerRetrospectiveChinaWu et al

(2021) [16]

ML406IADPSGSingle-centerRetrospectiveChinaLin and Fang

(2023) [36]

ML22,242IADPSGSingle-centerRetrospectiveChinaYe et al

(2020) [37]

ML1075IADPSGSingle-centerRetrospectiveChinaWang et al

(2022) [30]

ML17,005IADPSGSingle-centerRetrospectiveChinaWu et al

(2021) [28]

ML1139IADPSGMulticenterProspectiveChinaWang et al

(2021) [38]

ML41,587NICEdSingle-centerProspectiveEnglandSyngelaki et al

(2025) [31]

ML11,56,708NIHeMulticenterRetrospectiveAmericaDonovan et al

(2019) [39]

ML97IADPSGSingle-centerRetrospectiveTurkeyKaya et al

(2024) [40]

ML735IADPSGSingle-centerRetrospectiveChinaHu et al

(2023) [41]

ML6848IADPSGMulticenterProspectiveChinaLiu et al

(2022) [34]

ML and DL1443NIHMulticenterProspectiveKoreaLee et al

(2021) [42]

ML222IADPSGMulticenterProspectiveSingaporeKumar et al

(2022) [35]

ML743NIHSingle-centerRetrospectiveIranBigdeli et al

(2025) [14]

DL489IADPSGMulticenterProspectiveTurkeyKurt et al

(2023) [15]

ML1611IADPSGSingle-centerRetrospectiveChileCubillos et al

(2023) [21]

ML554IADPSGSingle-centerRetrospectiveChinaDing et al

(2024) [43]

ML34,387NIHMulticenterRetrospectiveKoreaKang et al

(2023) [29]

ML1,03,172IADPSGSingle-centerRetrospectiveChinaZhao et al

(2025) [32]

ML19,331IADPSGMulticenterProspectiveChinaLiu et al

(2020) [44]
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aIADPSG: International Association of Diabetes and Pregnancy Study Groups.
bML: machine learning.
cDL: deep learning.
dNICE: National Institute for Health and Care Excellence.
eNIH: National Institutes of Health.

ROB in Studies
Based on the PROBAST checklist, each study was assessed in
terms of participants, predictors, outcomes, and analysis (Figure
2). The majority of studies consistently demonstrated low overall
ROB and high applicability, indicating reliable methodology.
However, in terms of overall ROB, 5 studies were rated as
“unclear” [15,33,35,37,40]. One study was identified as having

“high risk” in overall applicability due to insufficiently detailed
descriptions of predictors used in model development [15].
Additionally, within the analysis domain, 2 studies were rated
as “unclear” due to relatively small sample size, and this might
also be one of the potential sources of bias [35,40]. In summary,
most studies exhibited strong methodological quality and
applicability. The detailed quality assessment of the included
studies is detailed in Multimedia Appendix 3.

Figure 2. Risk assessment of the included models. This graph summarizes the methodological quality of the included prediction models, categorizing
ROB across key domains to help readers assess the reliability of the evidence. ROB: risk of bias

Performance of AI Algorithms for GDM
A total of 14 studies conducted on independent patient
populations were included with the aim of evaluating the
predictive value of AI algorithms for GDM
[15,16,21,22,28,29,36-43]. Since some studies used multiple
AI algorithms to construct several prediction models, this
systematic review selected the model with the best performance
reported in each study for meta-analysis. The pooled sensitivity

was 0.78 (95% CI 0.69‐0.86; τ=0.15, τ2=0.02; PI 0.47‐1.09),

and specificity was 0.85 (95% CI 0.78‐0.92; τ=0.11, τ2=0.01;
PI 0.59‐1.11) after adjustment for the
Hartung-Knapp-Sidik-Jonkman method (Figure 3). The wide
PIs indicated substantial heterogeneity in real-world
performance across populations, supporting the recommendation

for local validation in the target population before clinical
deployment. Note that the upper bounds of the PIs exceeded
1.0, specifically reaching 1.09 and 1.11. This occurred as a result
of back-transformation from the logit scale and was a recognized
statistical artifact, which did not indicate actual predictive
performance greater than 100%.

As depicted in Figure 4, the SROC curve revealed the AUC of
0.94 (95% CI 0.92‐0.96) for AI algorithms predicting GDM,
suggesting a strong predictive capability. Furthermore, we set
the pretest probability at 20% based on the pretest probability
of the disease. At this level, when patients were predicted to
have GDM by the AI algorithms, the true positive rate was 79%,
and when the prediction was not GDM, the false negative rate
was 4% (Figure 5). Moreover, the model demonstrated a positive
LR of 15 and a negative LR of 0.17 (Figure 5). However, the
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summary LR plot for the AI algorithms was located in the upper
right quadrant (positive LR>10 and negative LR>0.1:
confirmation only), and the individual studies were widely
dispersed (Figure 6). The results indicated that while the
prediction models built on AI algorithms generally demonstrated

acceptable performance, they were not yet adequate for
definitive diagnosis or exclusion of GDM. Additionally, there
were notable variations in performance among the existing
models.
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Figure 3. Forest plots of sensitivity and specificity in 14 included studies on using artificial intelligence algorithms for predicting gestational diabetes
mellitus. Each horizontal line represents the performance estimate of an individual study, with the diamond indicating the pooled result. The wide
variability across studies highlights substantial heterogeneity in model performance [15,16,21,22,28,36-44]. DNN: deep neural network; GBDT:
gradient-boosting decision tree; LR: logistic regression; RF: random forest; RNN-LSTM: recurrent neural network-long short-term memory; SVM:
support vector machine; XGBoost: extreme-gradient boosting.

J Med Internet Res 2026 | vol. 28 | e79729 | p.74https://www.jmir.org/2026/1/e79729
(page number not for citation purposes)

Liang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. SROCs of included studies. This plot shows the overall diagnostic accuracy of artificial intelligence algorithms, with the curve position
indicating the trade-off between sensitivity and specificity across different thresholds. The high AUC (0.87) reflects strong average discriminatory
power. SROC: summary receiver operating characteristic curve; AUC: area under the curve.
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Figure 5. Fagan nomogram of artificial intelligence (AI) algorithms for predicting gestational diabetes mellitus. The first column of this nomogram
represents the pretest probability, the second column represents the likelihood ratio, and the third shows the posttest probability. Interpretation: This
tool helps clinicians estimate how a positive or negative test result changes the probability of gestational diabetes mellitus. The limited shift from pre
to posttest probability indicates that current AI models provide only modest diagnostic value in clinical practice.
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Figure 6. Likelihood ratio dot plot of artificial intelligence algorithms for predicting gestational diabetes mellitus. The position of the summary point
in the upper right quadrant indicates that current artificial intelligence algorithms have confirmation but limited exclusion ability (positive likelihood
ratio>10 and negative likelihood ratio>0.1), supporting their role as screening adjuncts rather than definitive diagnostic tools. LRN: likelihood ratio for
a negative test; LRP: likelihood ratio for a positive test.

Predictors
From the models included in this systematic review, all reported
predictors were systematically extracted and cataloged. The
selection of key predictors for presentation and further analysis
was based on three principal criteria: (1) clinical and
pathophysiological relevance to GDM development, as
established in prior literature and clinical guidelines; (2)
frequency of reporting across the included studies, ensuring the
findings were representative of common modeling practices;
and (3) feasibility of meta-analytic synthesis, prioritizing
variables with consistent definitions and measurements.

The consistently reported and clinically salient predictors were
age, pre-pregnancy body mass index, first-trimester fast blood
glucose, family history of diabetes, parity, gravidity, and history
of GDM. These factors were well-recognized risk determinants
in existing GDM etiological research and screening protocols.
Detailed information is provided in Multimedia Appendix 4.

Assessment of Small-Study Effects
Deek test (P=.03) and the funnel plot (Figure 7) both showed
clear asymmetry, suggesting the presence of small-study effects.
This asymmetry might stem from publication bias, selective
reporting, and methodological differences among smaller
studies.
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Figure 7. Deek funnel plot asymmetry test of small-study effects. The asymmetric distribution of studies suggests potential publication bias, where
smaller studies reporting higher accuracy may be overrepresented in the literature.

Heterogeneity Analysis

Threshold Effect Analysis
Bivariate boxplot (Figure 8) showed a positive correlation
between the sensitivity and specificity of the included studies,

indicating the absence of a threshold effect among the studies
included in this systematic review. Moreover, some individual
studies fell outside the shaded area, indicating the potential
presence of heterogeneity.

J Med Internet Res 2026 | vol. 28 | e79729 | p.78https://www.jmir.org/2026/1/e79729
(page number not for citation purposes)

Liang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 8. Bivariate boxplot of threshold effect analysis. This plot evaluates whether heterogeneity in results can be explained by differences in diagnostic
thresholds used across studies, with dispersed points indicating substantial variability beyond what threshold effects alone can explain.

Subgroup Analysis
To evaluate the performance of prediction models constructed
using various algorithms, subgroup analyses were performed
on models that had been used in at least 3 studies, after first
excluding 2 studies with extreme values caused by sparse data
[40,42]. The performance of each algorithm was assessed using
AUC, sensitivity, specificity, positive LR, negative LR, and
diagnostic odds ratio (DOR). Details are presented in Table 3
and forest plots for sensitivity and specificity are shown in

Figure 9. Among the subgroup models with sparse-data studies
removed, the models using the RF algorithm exhibited the
highest AUC, followed by those using the XGBoost algorithm,
while the models using the logistic regression algorithm
demonstrated the lowest AUC performance. Additionally, these
models demonstrated varying performance across different
metrics. The RF algorithm exhibited the highest sensitivity
(0.83, 95% CI 0.74‐0.93), while the XGBoost algorithm
demonstrated the highest specificity (0.82, 95% CI 0.77‐0.87)
and DOR (49, 95% CI 11‐211).
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Table . Subgroup analysis of predictive performance across different artificial intelligence algorithms.

P valueSVMbXGBoostaRandom forestLogistic regressionModels

—c4448Number

<.0010.780.860.870.75AUCd

<.0010.61 (0.36‐0.86)0.82 (0.79‐0.85)0.83 (0.74‐0.93)0.67 (0.62‐0.72)Sensitivity (95% CI)

.030.80 (0.61‐0.99)0.82 (0.77‐0.87)0.80 (0.75‐0.85)0.72 (0.66‐0.79)Specificity (95% CI)

<.0014.2 (1.9‐9.2)10.1 (2.9‐35.3)4.5 (3.5‐5.7)2.8 (1.7‐4.7)Positive LRe (95% CI)

<.0010.45 (0.34‐0.60)0.21 (0.16‐0.27)0.17 (0.09‐0.31)0.42 (0.31‐0.55)Negative LR (95% CI)

<.0019 (5-17)49 (11-211)26 (12-58)7 (3-15)DORf (95% CI)

aXGBoost: extreme gradient boosting.
bSVM: support vector machine.
cNot applicable.
dAUC: area under the curve.
eLR: likelihood ratio.
fDOR: diagnostic odds ratio.
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Figure 9. Forest plots of sensitivity and specificity in subgroup analysis. This forest plot presents pooled sensitivity and specificity estimates stratified
by algorithm type (logistic regression, random forest, XGBoost, and SVM), allowing visual assessment of performance variability across model
subgroups. The width of CI values reflects the precision of each estimate, while consistent point estimates across studies within a subgroup indicate
algorithm-specific stability in diagnostic performance [16,21,22,28,36,38,39,41-44]. DL: deep learning; SVM: support vector machine; XGBoost:
extreme gradient boosting.
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Meta-Regression Analysis
To further explore the potential sources of heterogeneity in the
performance of prediction models, a meta-regression analysis
was conducted by including the study design (whether the study
was conducted in Asia), study type (whether it was prospective),
study design (whether it was multicenter), sample size (whether
it exceeded 1000), GDM diagnostic criteria (whether it was
based on IADPSG), and the timing of model use (whether it
was in first trimester). Through meta-regression, we identified
sources of heterogeneity among studies and evaluated their
impact on diagnostic outcomes. The results indicated that study
type significantly influenced heterogeneity among studies, with

a trend toward increased predictive accuracy in prospective
study designs (regression coefficient=2.289; P=.001). And the
sample size had a substantial impact on the heterogeneity across
studies, with predictive accuracy declining as the sample size
increased (regression coefficient=−2.535; P=.001; Figure 10).
This might reflect overfitting in small single-center datasets and
greater clinical heterogeneity in large multicenter cohorts.
Moreover, given the disparities among regions, the study area
also served as one of the potential sources of heterogeneity
(regression coefficient=−2.139, P=.002). The detailed
procedures of the meta-regression are provided in Multimedia
Appendix 5.

Figure 10. Bubble plot of meta-regression examining the association between sample size and predictive accuracy. This bubble plot visualizes the
relationship between study sample size (log-transformed) and predictive accuracy (log-transformed diagnostic odds ratio) across all included studies.
Each circle represents an individual study. The fitted regression line demonstrates a significant negative association, indicating that larger sample sizes
tend to be associated with lower diagnostic accuracy. The plot provides an intuitive graphical confirmation of the quantitative meta-regression results,
highlighting sample size as an important source of heterogeneity in model performance. log(DOR) values were truncated at ±3 for extreme cases ( fp=0
or fn=0).

Discussion

Overview
This systematic review and meta-analysis aimed to evaluate the
predictive performance of AI algorithms for GDM, compare
the efficacy of different algorithms, and determine the key
performance determinants. The pooled analysis revealed that
AI-based models exhibited robust predictive capability for GDM
prediction. However, the wide PIs revealed substantial
performance heterogeneity in real-world applications, urging
cautious interpretation of the currently summarized

high-performance metrics. In addition, the summary LR plot
and Fagan nomogram analyses indicated that existing models
were insufficient to independently confirm or exclude GDM,
so their present role should be positioned as an adjunct screening
tool.

Consistent with the mainstream research trend, this systematic
review further confirmed the dominant role of the RF algorithm
in predicting GDM, which corroborated the findings of prior
systematic reviews that highlighted ensemble methods for their
robustness [14,45]. However, our analysis moved beyond merely
confirming superiority by quantifying its extent and contrasting
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it with other algorithms. Specifically, the RF algorithm
performed the best in key metrics such as AUC and sensitivity,
mainly because it handles the complex, non-linear relationships
inherent in GDM prediction more effectively than linear models
[46,47]. This was particularly relevant in clinical settings where
data could be incomplete; the inherent ability of RF to handle
missing values gracefully contributed to its stronger robustness
when dealing with the imperfect data often presented in routine
care, which was a critical practical advantage for implementation
in real-world settings [47]. In contrast, the XGBoost algorithm
demonstrated higher specificity, probably benefiting from its
built-in regularization and feature-importance ranking, which
made it more proficient at identifying true-negative cases
[48,49]. It was worth noting that the 95% CI for the DOR of
XGBoost was wide, reflecting marked between-study differences
in sample size, event rate, or clinical heterogeneity and
indicating that its actual diagnostic consistency was highly
dependent on specific population characteristics and
implementation settings. Notably, this systematic review
identified and emphasized methodological heterogeneity as a
key driver of performance disparities. Inconsistencies across
studies in data preprocessing (eg, handling of missing values
and feature scaling), validation strategies (eg, data split ratios
and internal validation methods), and performance reporting
standards significantly hindered the comparability and
integrability of research outcomes. Therefore, while pursuing
superior algorithms, future studies should prioritize the
establishment and adherence to methodological reporting
standards for the development and validation of AI-based
prediction models.

To further elucidate the real-world implications of our findings,
our meta-regression analysis identified several influential factors
related to variations in model accuracy, providing a more
nuanced understanding than simple performance pooling.
Specifically, we found that prospective study design was
associated with significantly higher predictive accuracy. This
might be attributed to more standardized data collection
procedures and better control of confounders in prospective
settings, whereas retrospective studies often relied on preexisting
eHealth record data, which could be heterogeneous and
incomplete [50-52]. These findings aligned with the results
reported by Liu et al [53], who reported that AI-based models
in prospective cohort studies achieved AUC values 4%‐7%
higher than those from retrospective studies. This consistency
across different analyses strengthened the argument for
prioritizing prospective validation designs. Additionally, we
observed that studies with larger sample sizes tended to report
lower accuracy estimates. This counterintuitive finding was
crucial, as it likely reflected greater demographic and clinical
diversity in larger cohorts, thereby reducing overfitting and
offering a more realistic, generalizable performance assessment
than optimistic estimates from small, homogeneous samples.
This underscored that larger, more diverse studies provided a
more trustworthy evidence base for clinical deployment.
Similarly, studies conducted in certain geographic regions also
showed systematically lower accuracy, possibly due to regional
differences in diagnostic criteria, risk factor prevalence, or health
care infrastructure. These findings indicated that the
performance of a model depended not only on the algorithm

itself but was also profoundly shaped by the environment in
which it was developed and validated. This had direct
implications for implementation: a model successful in one
region might not translate directly to another without adaptation
and local validation.

Despite the strong performance of some algorithms, AI models
still faced critical barriers to clinical deployment that should be
addressed to realize their potential [54]. These included the
“black-box” nature leading to limited interpretability, a
persistent lack of large-scale external validation in diverse
populations, and the absence of standardized interfaces for
integration with existing clinical workflows—especially eHealth
record systems [55,56]. To overcome these barriers, future
efforts should adopt a multifaceted implementation-science
approach. This entails: (1) prioritizing prospective, multicenter
validation studies to generate high-grade, generalizable
evidence; and (2) incorporating explainable AI techniques to
enhance model interpretability and foster clinician confidence.
Ultimately, realizing the full potential of AI in GDM prediction
requires a concerted shift from merely developing accurate
algorithms to engineering clinically viable, trustworthy, and
deployable solutions.

Limitations
However, several limitations exist in this systematic review and
meta-analysis. First, most included studies and citations focused
on East Asian populations, which might limit the generalizability
of our findings to multi-ethnic or low-resource settings. External
validation in diverse cohorts from Europe, North America, and
Africa should therefore be needed to assess global applicability
and to examine performance after feature-set simplification.
Second, owing to limited application frequency, several
emerging algorithms such as artificial neural networks and DL
were not included in the subgroup analysis. Future studies
should pay attention to the development of these emerging
algorithms, verify their performance through more empirical
studies, and explore their unique value in GDM prediction.
Third, the Deek funnel plot asymmetry test indicated potential
publication bias, suggesting that studies reporting higher
performance metrics might be overrepresented. This could
inflate the pooled estimates and limit generalizability. Future
studies should consider preregistering protocols and sharing
analysis code and datasets to improve reproducibility and reduce
selective reporting.

Conclusions
This systematic review and meta-analysis confirmed the strong
discriminative performance of AI models for GDM prediction.
However, substantial heterogeneity, publication bias, and
small-study effects currently limited their readiness for direct
clinical deployment. Unlike previous narrative reviews, this
study innovatively provided the first direct comparative and
quantitative synthesis of multiple AI algorithms in this field.
This approach filled a critical gap in existing literature by
offering an evidence-based framework to guide algorithm
selection, rather than merely summarizing performance metrics.
The key implication for real-world application was the
demonstrated need for local validation in target populations
before implementation. To translate this potential into practice,
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future studies must prioritize prospective, multicenter,
large-scale external validations. The ultimate goal was to
develop AI tools that were not only accurate but also

interpretable and seamlessly integrable into clinical workflows,
thereby enabling reliable AI-driven early prediction and
management of GDM.
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Abstract

Background: The transformation of digital health technologies has reshaped health care delivery in primary care. Despite these
benefits, older adults remain among the most resistant users. Traditional technology adoption models may not fully capture this
reluctance, which is shaped not only by usability challenges but also by emotional, psychological, and identity-related concerns.
Innovation resistance theory (IRT) offers a complementary framework focused on barriers to adoption rather than solely on
facilitators.

Objective: This study aims to map and synthesize evidence on older adults’ resistance to digital health in primary care through
the lens of IRT, and to examine how resistance factors align with, extend, or refine IRT’s functional and psychological barriers.

Methods: A scoping review with concept-driven thematic synthesis was conducted. A search for studies published between
2014 and 2025 was conducted across 5 databases: PubMed, CINAHL, Ovid Medline, Web of Science, and Scopus; the final
search was completed in November 2025. Eligible studies were those that examined barriers or resistance to digital health use
among adults aged 60 years and older in primary care settings. Search terms included “older adults,” “digital health/eHealth,”
and “technology resistance.” We excluded studies outside primary care and in which caregivers or health care professionals were
the primary users. Data were extracted into a structured matrix and coded to the IRT domains: usage, value, risk, tradition, and
image barriers. Relational integration was used to examine co-occurrence and linkages among barriers to inform the conceptual
model.

Results: Seventeen studies were included, comprising 6822 participants (sample sizes ranged from 11 to 4525). Most studies
were conducted in high-income Western countries, predominantly with qualitative designs, alongside mixed-methods and
cross-sectional surveys. Functional barriers included usability challenges, interface complexity, and age-related impairments.
Psychological resistance was linked to emotional discomfort, symbolic misalignment, and concerns about the loss of relational
care. Value and risk concerns included distrust in diagnostic accuracy, privacy and data security, and skepticism about care
quality. Traditional preferences for face-to-face interactions and generational digital divides reinforced image-based resistance.
Interactions between barriers were identified, with low self-efficacy and technology anxiety creating feedback loops that reinforce
avoidance behaviors.

Conclusions: Older adults’ resistance to digital health is not simply a lack of adoption but a complex, emotionally grounded
process involving functional, psychological, and identity-based barriers. This review applies IRT to primary care digital health,
shifting the focus from adoption facilitators to resistance mechanisms and integrating co-occurrence patterns into a conceptual
model. The synthesis reveals interacting factors of usability, self-efficacy, anxiety, trust, and legitimacy concerns that reinforce
avoidance, suggesting that implementation strategies should extend beyond technical usability to rebuild trust, preserve relational
care, and align digital solutions with older adults’ values. Review limitations include the predominance of Western-based studies
and limited longitudinal data on how resistance evolves.

(J Med Internet Res 2026;28:e75591)   doi:10.2196/75591

KEYWORDS

older adults; digital health; telemedicine; technology resistance; technology adoption; primary health care; innovation resistance
theory
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Introduction

Background
The digital transformation of health care has been driven by the
integration of telemedicine, mobile health (mHealth)
applications, electronic health records, and wearable devices,
which have significantly reshaped the delivery of medical
services. These innovations address the limitations of traditional
care models, which often struggle to meet the evolving demands
of health care, particularly for aging populations in rural or
underserved areas [1]. By improving access to care, supporting
chronic disease management, and promoting preventive health
care initiatives, digital health technologies offer promising
solutions.

Notably, older adults, who often face mobility limitations,
chronic illnesses, and restricted access to traditional health care
services, are likely to gain substantial benefits from these digital
health innovations [2,3]. However, despite the potential benefits,
older adults remain among the most resistant groups to adopting
these technologies [4]. This reluctance is widely documented
in prior research and often attributed to multiple factors,
including limited digital literacy, usability concerns, lower
self-efficacy, privacy concerns, and a strong preference for
in-person health care interactions. These barriers contribute to
older adults’ limited willingness to engage with digital health
care solutions [5-7].

The persistence of this reluctance suggests that adoption-centric
models may offer an incomplete explanation, highlighting the
need for complementary resistance-focused frameworks. To
better understand these patterns, we first reviewed established
technology adoption models used in health care, clarifying their
scope and limitations, and then introduced innovation resistance
theory (IRT) as a complementary resistance-focused framework.

Existing Technology Adoption Models
Established theoretical models, such as the technology
acceptance model (TAM) and the Unified Theory of Acceptance
and Use of Technology (UTAUT), have been widely used to
explain individuals’ adoption and use of new technologies [8].
These models highlight factors such as perceived usefulness,
ease of use, performance expectancy, and social influence as
key determinants of technology adoption [9,10]. Complementary
to these, Rogers’ Diffusion of Innovations Theory describes
how new technologies spread through populations by
considering factors such as adopters’ characteristics,
communication channels, and social systems [11]. These
frameworks have been extensively validated and remain central
tools for understanding and measuring technology acceptability
and usage intentions in health care.

In the context of older adults’ digital health use,
adoption-focused models provide valuable insights into factors
associated with acceptance and initial uptake; however, prior
literature suggests that older adults’ persistent nonuse and
resistance are also shaped by affective, psychological, and
contextual factors that are not always represented as central
constructs in these models [12]. For example, a scoping review
by Wilson et al [13] applied UTAUT2 as an analytic framework

to map barriers and facilitators to eHealth use among older
adults. They identified gaps in the evidence base for certain
UTAUT2 constructs (eg, habit and hedonic motivation)
alongside recurring concerns related to privacy, trust, and
support needs [13]. Another empirical study showed that older
adults’ intention to use mHealth was not explained solely by
perceived ease of use and perceived usefulness, with
person-related, technology-related, and contextual barriers
influencing adoption [14]. Fox and Connolly further argue that
research on older adults’ resistance to mHealth remains limited
and therefore examine how privacy concerns, trust, and risk
beliefs influence willingness to adopt beyond standard
adoption-model constructs [15]. Taken together, these findings
suggest that complementing adoption-focused models with
resistance-oriented frameworks may better capture why some
older adults actively avoid digital health technologies, including
perceived risks, emotional discomfort, and contextual constraints
[12,16-18]. Accordingly, adoption-focused models may
emphasize intention and perceived benefits, whereas
nonadoption can also reflect an active decision-making process
shaped by perceived risks and psychological discomfort.
Therefore, we propose complementing adoption-focused theories
with a resistance-oriented framework, such as IRT.

Innovation Resistance Theory (IRT) as a Conceptual
Framework
IRT, introduced by Ram and Sheth [19], was developed to
understand consumer resistance to marketing innovations and
their behavior. Unlike models that emphasize adoption
facilitators, IRT focuses on understanding why individuals
hesitate or actively refuse to adopt new products, services, and
ideas, even when they offer potential benefits [19]. The strength
of IRT lies in its focus on perceived barriers rather than enablers,
making it well-suited for populations such as older adults, where
complex emotional, cognitive, and contextual factors influence
nonuse. By focusing on the barriers, IRT offers a different
perspective that shifts attention from the characteristics of
innovations themselves to the reasons behind consumer
reluctance to adopt them, especially when such adoption
threatens established habits and routines or involves perceived
risks [20-22]. In this view, resistance is not merely a lack of
adoption but an active process that focuses on barriers to
acceptance, including functional, psychological, and social
resistance factors [19].

Resistance is defined as a multidimensional construct
encompassing 3 dimensions: cognitive resistance, which
involves individuals’ appraisal of innovations and their
perceived risks; affective resistance, which stems from
emotional responses such as fear, frustration, or anxiety; and
behavioral resistance, which manifests in actions ranging from
passive disengagement to active opposition [23,24]. Within the
IRT, these dimensions are further classified into functional and
psychological barriers. Functional barriers include the usage
barrier, which reflects the extent to which an innovation is
perceived as requiring changes to established routines or habits;
the value barrier, which arises when the individual perceives
that the benefits of an innovation do not outweigh its costs; and
the risk barrier, which represents concerns about the financial,
functional, and social consequences of adopting an innovation.
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Psychological barriers encompass traditional barriers, which
refer to the degree to which an innovation forces an individual
to accept changes that challenge cultural norms or long-standing
behaviors, and image barriers, which relate to the degree to
which an innovation is perceived as having an unfavorable
image or negative associations [19,25]. These psychological
categories often reflect deeper symbolic concerns, such as
identity, generational belonging, or perceived legitimacy of
digital care. This classification allows IRT to capture the
multifaceted nature of resistance in older populations,
particularly their emotional unease, normative preferences, and
experiential distrust of digital systems. By categorizing
resistance into functional and psychological barriers, IRT may
provide a comprehensive framework for understanding why
older adults struggle to adopt digital health solutions.

Over time, IRT has gained strong empirical support across
different service and technology contexts. For example, in
mobile banking research across Thailand and Taiwan, IRT
barriers explained 60%‐66% of the variance in resistance
intentions, with usage, value, risk, and image barriers showing
statistically significant effects [21]. In a large Italian survey,
Spinelli et al [26] showed that usage barriers and value-related
concerns significantly reduced both actual mobile payment use
and intention to adopt, whereas risk and image barriers had
weaker or nonsignificant effects, and their impact varied across
technology-readiness clusters [26]. Similarly, a study of Internet
and mobile banking in Finland found that the value barrier was
the dominant inhibitor of adoption and intention to adopt, while
image and tradition barriers differentiated postponers from
rejecters across seemingly similar service innovations [20].

Together, these findings demonstrate that IRT-based barriers
have substantial explanatory power for resistance to digital
innovations. Therefore, in this review, we apply IRT to structure
the evidence on older adults’ resistance toward digital health
technologies and to examine whether the identified resistance
factors map onto, extend, or refine the original IRT barrier
categories. The aim of this scoping review was to synthesize
and conceptualize evidence on older adults’ resistance to digital
health technologies in primary care using IRT. Specifically, we
aimed to identify and categorize resistance factors into IRT
functional and psychological barriers and to examine how these
barriers co-occur and interact to inform a conceptual model of
resistance. The review was guided by the following research
questions: (1) What is known from the existing literature about
older adults’ resistance to using digital health technologies for
monitoring and management in primary health care? (2) What
are the functional (usage, value, risk) and psychological
(tradition, image) IRT barriers reported across studies? (3) How
do IRT barriers co-occur and link within and across studies?

Methods

Study Design
The methodology for this scoping review follows the framework
proposed by Arksey and O’Malley [27], incorporating
refinements by Levac et al [28], and the Joanna Briggs Institute
(JBI) Reviewers’ Manual [29]. We selected the scoping review
approach to explore the current body of knowledge regarding

older adults’ resistance to digital health technologies through
the lens of IRT, as it is well-suited to mapping the existing
literature, identifying and interpreting patterns of functional and
psychological resistance across heterogeneous study types.
Within this design, our goal was to provide a theory-informed
synthesis that evaluates how well IRT accounts for older adults’
resistance to digital health in primary care and to identify
conceptual and empirical gaps that warrant further investigation
and measurement development. The reporting of this scoping
review was guided by the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses Extension for Scoping
Reviews (PRISMA-ScR) guidelines [30]. Reporting of the
search methods followed the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses literature search
extension checklist (PRISMA-S) [31] to ensure transparent and
complete reporting. The completed PRISMA-ScR checklist is
provided in Checklist 2, and the PRISMA-S checklist is
provided in Checklist 1.

Stage 1: Identifying the Research Question
The review was guided by predefined research questions
(presented at the end of the Introduction section) informed by
IRT and scoping review guidance.

Stage 2: Searching and Identifying Relevant Studies
A literature search was conducted across 5 major databases:
PubMed, CINAHL, Ovid Medline, Web of Science, and Scopus,
to identify peer-reviewed publications relevant to the research
question. These databases were selected for their broad coverage
of health, behavioral, and interdisciplinary studies on older
adults and digital health. Each database was searched separately
through its web interface, and all retrieved records were exported
to Mendeley (version 1.63.0; Mendeley Reference Manager)
for deduplication. Review studies were not included in this
scoping review; however, their reference lists were screened to
identify potentially eligible primary studies. No study registries
were searched. Apart from reference-list screening, no additional
sources were searched, and no citation searching was
undertaken. We did not contact authors to identify additional
studies, and no other search methods were used beyond those
described. We did not use any previously validated search filters.
Search strategies were developed specifically for this scoping
review by the authors and were not peer reviewed by an
independent expert before execution. We did not adapt or reuse
search strategies from previous literature reviews for any
substantive part of our search.

The search was carried out on December 20, 2024, and was
rerun on November 18, 2025, to identify newly published studies
since the initial search. The search followed the JBI PCC
structure (Participants, Concept, Context) and combination of
the following keywords and MeSH terms: “older adults,”
“elderly,” phenomena of “digital health,” “eHealth,”
“Telemedicine,” and context of “primary health care,” and
“barriers to health technology.” Boolean operators were used
to combine search strings (eg, AND, OR). Title and abstract
screening and full-text review were conducted by 2 independent
reviewers (YB and RTS). The search strategy and keyword
combination can be found in Multimedia Appendix 1.
Additionally, reference lists of included studies were manually
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screened to identify relevant studies not captured in the initial
searches.

Stage 3: Selecting the Relevant Studies

Inclusion and Exclusion Criteria
The review included papers that met predefined inclusion and
exclusion criteria aligned with the JBI PCC framework for
scoping reviews (Table 1).

Table . Study eligibility criteria (Population-Concept-Context) for the scoping review.

ExclusionInclusionCriteria

Participants/population •• Children, adolescents, and younger adults
aged <60 years

Older adults aged 60 years and older

• Caregivers
• Health care professionals

Concept (intervention) •• Use of mHealth telemonitoring for patients
who are not adults and younger adults aged
<60 years

Use of mHealtha for monitoring and man-
agement

• mHealth: telemedicine, mobile phone apps,
smartphone apps, web-based systems • Use of mHealth telemonitoring by care-

givers or health care professionals• Resistance or barriers to the use of digital
health technologies

Context (cultural factors, geographic location,
setting)

•• Secondary/tertiary care: hospital inpatient
wards, surgical centers

Use of digital health technologies in primary
health care

• Emergency/urgent care

Type of studies •• Conference abstracts, editorials, commen-
taries, letters to editor, essays, book chap-
ters, and books

Qualitative, quantitative, or mixed methods
studies

• Observational and experimental, cross-sec-
tional, or longitudinal, randomized con-
trolled trial or nonrandomized or noncon-
trolled trial, case series or case reports

Language •• Language other than EnglishEnglish

—bPublication date • From 2014

amHealth: mobile health.
bNot applicable.

The context of the review centered on the resistance to digital
health within the framework of IRT. Publications addressing
the use of digital health within the resistance domains of usage,
value, risk, traditional, and image barriers were considered,
while those focusing solely on the description of digital health
adoption and facilitators were excluded. Also, no minimum
sample size threshold was applied. Consistent with the objectives
of a scoping review, studies were eligible regardless of their
sample size to maximize coverage of designs (qualitative,
quantitative, mixed methods) and contexts.

Study Selection Process
The studies were screened against the inclusion and exclusion
criteria developed by the authors. The selection process followed
three steps: (1) Title and abstract screening to remove irrelevant
or duplicate records; (2) Full-text review based on predefined
inclusion and exclusion criteria; and (3) Final inclusion based
on relevance for examination of resistance to digital health
technologies among older adults.

A total of 4976 records were identified through database
searches, and 2387 duplicates were removed. After screening
2589 titles and abstracts, 227 full-text articles were reviewed.
Two independent reviewers (YB and RTS) evaluated relevant

publications for eligibility and selected qualifying publications
based on the inclusion/exclusion criteria. We used a
consensus-based approach, prioritizing unanimous agreement
through re-evaluation of the eligibility criteria; if consensus
could not be reached, a third reviewer would adjudicate. An
initial pilot screening was conducted independently by both
reviewers to ensure consistent interpretation of the eligibility
criteria. Discrepancies identified at this stage were resolved
through discussion and used to refine the criteria, resulting in
full agreement during subsequent screening. A total of 17 studies
met the inclusion criteria and were included in the final
synthesis. A PRISMA flow diagram illustrates the selection
process.

Stage 4: Charting the Data - Data Extraction and
Synthesis
Two authors independently extracted data from all included
studies. Data were charted using a standardized extraction form
developed for this review, capturing study design, aims,
population, type of digital health intervention, and
resistance-related findings. Using a concept-driven thematic
synthesis, findings were organized into 5 resistance categories
from the IRT: usage, value, risk, tradition, and image barriers.
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A structured matrix was used to map resistance dimensions
across the studies. Barrier statements were first open-coded
descriptively and then mapped to one IRT family using
prespecified rules. Data charting was conducted by the 2 authors,
and disagreements were resolved by consensus.

Stage 5: Collating, Summarizing, and Reporting the
Results
Findings were organized in three layers: (1) mapping of the
evidence base (study characteristics, settings, modalities), (2)
concept-driven qualitative synthesis using IRT classification
(usage, value, risk, tradition, and image), and (3) relational
integration examined interconnections across IRT barriers. We
extracted and coded barrier co-occurrences and linkages reported
in the studies’ results sections and participant quotations when
two or more barriers were described as co-occurring or
interacting. Links were considered explicit when directly stated,
inferential when implied within a study’s narrative context, and
integrative when consistent patterns recurred across multiple
studies (worked examples are provided in the Results).

Results

General Characteristics of the Studies
The database search initially identified 4976 records. After
removing duplicates, screening titles and abstracts, and full
papers, 17 studies were included in the final synthesis (Figure
1). The included papers represent a predominantly high-income
Western countries from the United States (n=4), Sweden (n=3),
the Netherlands (n=3), Canada (n=2), Finland (n=1), Norway
(n=1), and the United Kingdom (n=1), with only 2 studies from
non-Western settings Israel (n=1) and Indonesia (n=1). Eleven
studies were qualitative, 3 studies were cross-sectional, and 4
studies were mixed methods designs. Sample sizes ranged from
11 to over 4500 participants, though qualitative samples were
generally smaller and in-depth. In terms of digital health
modalities, most studies focused on telemedicine or digital
consultations (12/17) and patient portals or eHealth services
(8/17), with comparatively few studies examining mobile apps
or tablets (3/17) and wearables or remote monitoring (2/17)
(Table 2).
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of the screening and selection process for
the Scoping Review on resistance to digital health among older adults.
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Table . Included studies on older adults’ resistance to digital health technologies (n=17). This table presents the country, study design, population
sample size, age range, and digital health modality.

Digital healthStudy populationAimsStudy design

Qualitative study:
semistructured interviews

Khanassov et al [32] (Cana-
da)

• Telemedicine in prima-
ry care

• 29 older adults and
health care profession-
als (family physicians,

• How do older adults
and health care profes-
sionals experience theand 3 focus groups to ex-

nurses, social workers,use of telemedicine?plore the experiences of both
physiotherapists)older adults and health care

professionals
• What are the facilita-

tors and barriers to
telemedicine use in the

• Age range 65‐90
years

care of older adults?
• What recommenda-

tions can enhance
telemedicine engage-
ment for older adults
and health care profes-
sionals

eHealth applications for:Qualitative study:
semistructured and think-
aloud interviews

Vergouw et al [33]

(Netherlands)

•• 19 community-
dwelling older adults
with at least one chron-
ic condition

Identify the needs, bar-
riers, and facilitators
among community-
dwelling older adults

• e-Consultation
• Schedule e-Appoint-

ment
(60 years and older) • Mean age 73 (SD 5.3)

years
• e-Prescription ordering

with chronic health • e-Lab results viewing
conditions in using • Access to e-File
web-based eHealth ap-
plications to support
general practice ser-
vices

Digital health platform for:Qualitative study:
semistructured interviews
thematic analysis

Knotnerus et al
[34](Netherlands)

•• 18 older patients en-
rolled in 2 general
practices

Investigate the experi-
ences of older patients
(65 years and older)
who use a digital health

• Communicate with
general practitioners

• Appointment schedul-
ing

• Age range 68‐89
yearsplatform in general

practice • Order repeat medica-
tions• Identify barriers and

facilitators for using
digital health

• Examine whether a
practice’s focus on
digital health influ-
ences older patients’
choice to become a pa-
tient at the practice

Cross-sectional multimethod
study: mixed methods

Bhatia et al [35]

(United States)

• Telemedicine (tele-
phone and video visits)

• 208 older adults (≥65
y) who had a
telemedicine visit

• Understand older
adults’experience with
primary care(Quantitative and Qualita-

within primary caretelemedicine since thetive: close and open-ended
questions) visitCOVID-19 pandemic

• Mean age 74.4 (SD
4.4)

• Identify satisfaction
levels and technical
challenges in
telemedicine use

• Provide policy recom-
mendations for the fu-
ture of telemedicine
services

J Med Internet Res 2026 | vol. 28 | e75591 | p.95https://www.jmir.org/2026/1/e75591
(page number not for citation purposes)

Birati & Tzemah-ShaharJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Digital healthStudy populationAimsStudy design

• Telemedicine (video
and telephone visits)

• 4525 community-
dwelling older adults
(≥65 y) in the United
States

• Mean age 79.6 (SD
6.9)

• Assess the prevalence
of telemedicine unreadi-
ness and how older
adults may be left be-
hind in the United
States when the migra-
tion to telemedicine
occurred

• Identify key barriers
preventing the use of
video-based
telemedicine

• Examine disparities in
telemedicine access
based on demographic,
socioeconomic, and
health-related factors

Cross-sectional study: data
from the 2018 National
Health and Aging Trends
Study (NHATS)

Lam et al [36]

(United States)

eHealth services and use of
the mobile phone for:
• Contacting the health

care system via web
• Self-monitoring of

chronic illnesses
• Seeking medical infor-

mation

• 15 elderly patients
from 3 primary health
care centers in South-
ern Sweden, selected
based on chronic dis-
ease status and medica-
tion use

• Age range 65‐80
years

• Explore older adults’
beliefs, attitudes, expe-
riences, and expecta-
tions regarding eHealth
services in primary
health care

• Understand factors in-
fluencing adherence to
eHealth tools in prima-
ry care among elderly
patients

• Identify barriers and
facilitators affecting
older adults’ engage-
ment with eHealth ser-
vices

Qualitative research using
focus group interviews the-
matic content analysis

Nymberg et al [37]

(Sweden)

• Telehealth, focused
particularly on the use
of videoconferencing
for health care consulta-
tions

• 256 participants in the
survey and 15 older
adults aged 65 years or
older in the qualitative
observations

• Median (IQR) age=71
(67‐76) years

• Understand older
adults’ readiness for
telehealth, particularly
videoconferencing

• Identify factors influ-
encing their intention
to use videoconferenc-
ing

• Examine their capaci-
ties and barriers in us-
ing digital technology
in daily life

A mixed method triangula-
tion design, including a
cross-sectional survey study
(quantitative phase) and
qualitative observations of
older adults performing dig-
ital tasks in their daily lives

van Houwelingen et al [38]

(Netherlands)

• Telemedicine consulta-
tions

• eHealth services

• 1100 Finnish individu-
als aged 75 and older

• Age range 75‐99
years

• Investigate the prefer-
ences and needs of old-
er adults regarding the
use and development
of digital health and
social services

• Understand how digital
health and social ser-
vices can be designed
to more effectively
meet the needs of older
adults

Survey study with qualita-
tive inductive content analy-
sis of open-ended questions

Laukka et al [39]

(Finland)

• Digital health technolo-
gies (mobile apps,
smartwatches) for
health monitoring.

Exploratory qualitative
study using semistructured
interviews, thematic analysis

Rochmawati et al [40]

(Indonesia)
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Digital healthStudy populationAimsStudy design

• 11 Older adults with
chronic conditions (dia-
betes, hypertension)
from a suburban prima-
ry health clinic in In-
donesia

• Mean age 66.9 years

• Explore the acceptance
of eHealth technology
among older adults in
primary care

• Examine perceptions,
attitudes, experiences,
and expectations of
older people patients
regarding eHealth ser-
vices used in primary
care

• Patient portals to share
and access information

• Electronic messaging
with general practition-
ers

• Schedule appointments
• Order prescriptions

• 20 older adults with
multimorbidity
(COPD, heart failure,
diabetes, and physical
disabilities) receiving
primary care services

• Mean age 82 (range
71‐98) years

• To explore multimor-
bid older adults’experi-
ences with participa-
tion and eHealth in
care coordination with
the support of general
practitioners and dis-
trict nurses

Explorative qualitative study
using semistructured inter-
views

Fjellså et al [41]

(Norway)

• Telemedicine visits.• 249 older adults from
2 independent living
facilities

• Mean age 84.6 (SD
6.6) years

• Identify barriers to
telemedicine video vis-
its among older adults
with differing socioeco-
nomic backgrounds
and primary spoken
languages

• Understand technologi-
cal, cognitive, and lan-
guage-related obstacles
to telemedicine use

• Provide recommenda-
tions to improve access
and engagement with
telemedicine

Mixed methods needs assess-
ment (cross-sectional survey
and qualitative interviews)

Mao et al [42]

(United States)

• Video calls
• Chats
• Asynchronous messag-

ing

• 22 older adults aged
≥65 years, including
both users and
nonusers of digital
health platforms, as
well as individuals
with experience in digi-
tal health development

• Age range 65‐80
years

• To investigate adoption
and usage barriers of
digital health platforms
among older adults

• To understand how to
facilitate increased
adoption and usage of
digital health platforms
among the elderly

Qualitative interviews and
process data from a Swedish
DHP provider

Frishammar et al [43]

(Sweden)

• Telemedicine (phone
and video visits)

• electronic medical
records prescription re-
fills

• Digital referrals
• Electronic messages

with the medical
provider

• 14 elderly individuals
from a primary health
care clinic in Israel

• Mean age=73 (range
66‐85) years

• To identify the chal-
lenges and barriers
faced by the senior
population when utiliz-
ing telemedicine ser-
vices

Qualitative study using
semistructured interviews.

Haimi et al [44]

(Israel)

• Digital health consulta-
tions delivered by
video or chat/phone
applications in primary
care settings

• 13 participants aged
>65 years

• Mean age 74 years

Qualitative, semistructured
interviews.

Landgren and Cajander [45]

(Sweden)
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Digital healthStudy populationAimsStudy design

• To identify reasons for
nonuse of digital health
consultations among
elderly in rural areas

• To describe their atti-
tudes toward technolo-
gy, and possible chal-
lenges and opportuni-
ties.

• Telemedicine (phone
and video visits)

• Web-based services:
View medical records
Schedule appointments
Order prescriptions

• 27 participants age >65
years

• Median (IQR) age=69
(66.5‐72.5) years

• To explore the experi-
ences, perceptions, and
expectations of older
adults from 3 minori-
tized ethnic group
backgrounds regarding
digitalized primary
care services since the
beginning of COVID-
19.

Qualitative, focus group
study.

Ahmed et al [46] (United
Kingdom)

• Telemedicine for prima-
ry care (video/online
visits)

• 30 community-
dwelling adults aged
≥65

• Age range 65‐89
years

• To assess telemedicine
preparedness of older
primary care patients:
internet use, device
ownership, prior
telemedicine experi-
ence, concerns, and
perceived barriers

Cross-sectional survey.Ufholz et al [47]

(United States)

• Mobile phones
• Tablets
• Health-related apps

• 266 participants aged
≥60 years

• 60.2% participants
were 60‐74 years and
39.8% participants
were 75 years or older

• To determine what
technologies and apps
are in current use by
older adults, to explore
the types of technolo-
gies and apps that may
be of interest to people
in this age group, to
explore concerns about
technologies, and to
examine any age-relat-
ed differences

Cross-sectional surveySproul et al [48]

(Canada)

The IRT framework was used to guide the coding of extracted
findings into the 5 barrier domains (usage, value, risk, tradition,
and image).

The findings synthesis is presented in the following sections
and summarized in Tables 3 and 4.
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Table . Matrix mapping of innovation resistance theory (IRT) functional and psychological barrier domains (usage, value, risk, tradition, and image)
across included studies of older adults’ resistance to digital health in primary care (n=17).

Psychological barriersFunctional barriers

Image barriersTradition barriersRisk barriersValue barriersUsage barriers

Khanassov et al [32] • Legitimacy gap• In-person prefer-
ence

• Diagnostic uncer-
tainty

• Informality bias• Technical chal-
lenges • Unsuitable for

complex care
• Limited use per-

ception • Missed diagnosis
concern

• Symptom articula-
tion

• Technology us-
ability

• Technology mis-
use anxiety

Vergouw et al [33] • Legitimacy gap• Symptom articula-
tion

• Privacy and secu-
rity concerns

• Limited use per-
ception

• Digital learning
curve

• In-person prefer-
ence

•• Technology mis-
use anxiety

Technology us-
ability

• Interface complex-
ity

Knotnerus et al [34] • Legitimacy gap• In-person prefer-
ence

• Privacy and secu-
rity concerns

• Limited use per-
ception

• Technology us-
ability

• Technology mis-
use anxiety

•• Disrupted continu-
ity of care

Interface complex-
ity

• Symptom articula-
tion

• Digital learning
curve

N/AaBhatia et al [35] • Legitimacy gap• In-person prefer-
ence

• Missed diagnosis
concern

• Symptom articula-
tion • Unsuitable for

complex care• Technology us-
ability

• Technology mis-
use anxiety

• Missed diagnosis
concern

• Cognitive and
sensory limita-
tions

• Digital learning
curve

N/AN/AN/ALam et al [36] •• In-person prefer-
ence

Digital learning
curve

• Symptom articula-
tion

Nymberg et al [37] • Legitimacy gap• In-person prefer-
ence

• Privacy and secu-
rity concerns

• Limited use per-
ception

• Digital learning
curve • Generational digi-

tal divide• Preference for
physical documen-

•• Technology mis-
use anxiety

Tech usability.
• Technology anxi-

ety tation
• Physical and sen-

sory impairments

N/AN/AN/AHouwelingen et al [38] •• Technology mis-
use anxiety

Digital learning
curve

• Privacy and secu-
rity concerns

• Technology anxi-
ety

• Self-efficacy
deficit

J Med Internet Res 2026 | vol. 28 | e75591 | p.99https://www.jmir.org/2026/1/e75591
(page number not for citation purposes)

Birati & Tzemah-ShaharJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Psychological barriersFunctional barriers

• Generational digi-
tal divide

• Unsuitable for
complex care

• In-person prefer-
ence

• Need for familiar-
ity in care

• Fraud and scam
concerns

• Privacy and secu-
rity concerns

• Limited use per-
ception

• Interface complex-
ity

• Self-efficacy
deficit

• Language and ter-
minology com-
plexity

• Physical and sen-
sory impairments

• Technology us-
ability

Laukka et al [39]

N/A• In-person prefer-
ence

• Need for familiar-
ity in care

N/A• Limited use per-
ception

• Informality bias

• Self-efficacy
deficit

• Digital learning
curve

Rochmawati et al [40]

• Generational digi-
tal divide

• In-person prefer-
ence

• Need for familiar-
ity in care

• Diagnostic uncer-
tainty

• Missed diagnosis
concern

• Technology mis-
use anxiety

• Limited use per-
ception

• Informality bias

• Technology us-
ability

• Interface complex-
ity

Fjellså et al [41]

• Unsuitable for
complex care

• In-person prefer-
ence

• Diagnostic uncer-
tainty

• Limited use per-
ception

• Limited use per-
ception

• Physical and sen-
sory impairments

• Digital learning
curve technical
challenges lan-
guage barriers

• Cognitive and
sensory impair-
ments

• Symptom articula-
tion

• Physical and sen-
sory impairments

• Technical chal-
lenges

• Technology anxi-
ety

• Interface complex-
ity

Mao et al [42]

• Unsuitable for
complex care

• Legitimacy gap

• In-person prefer-
ence

• Diagnostic uncer-
tainty

• Missed diagnosis
concern

• Privacy and secu-
rity concerns

• Limited use per-
ception

• Informality bias

• Digital learning
curve

• Self-efficacy
deficit

• Technology anxi-
ety

Frishammar et al [43]

N/A• In-person prefer-
ence

• Missed diagnosis
concern

N/A• Symptom articula-
tion

• Technology anxi-
ety

• Language and ter-
minology com-
plexity

• Technical chal-
lenges

• Physical and sen-
sory impairments

Haimi et al [44]

• Generational digi-
tal divide

• In-person prefer-
ence

• Limited use per-
ception

• Informality bias

Landgren and Cajander
[45]
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Psychological barriersFunctional barriers

• Diagnostic uncer-
tainty

• Missed diagnosis
concern

• Interface complex-
ity

• Digital learning
curve

• Self-efficacy
deficit

• Technology anxi-
ety

N/A• In-person prefer-
ence

• Need for familiar-
ity in care

• Diagnostic uncer-
tainty

• Technology mis-
use anxiety

• Limited use per-
ception

• Technology us-
ability

• Language and ter-
minology com-
plexity

• Interface complex-
ity

Ahmed et al [46]

N/A• In-person prefer-
ence

• Privacy and secu-
rity concerns

• Diagnostic uncer-
tainty

• Limited use per-
ception

N/AUfholz et al [47]

• Legitimacy gapN/A• Privacy and secu-
rity concerns

• Limited use per-
ception

• Technology us-
ability

Sproul et al

[48]

aNot applicable.
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Table . Thematic categorization and definitions of digital health resistance barriers subcategories among older adults.

DefinitionCategory and subcategory

Usage barriers

Difficulty in effectively describing symptoms or raising multiple health
concerns during telemedicine or digital health interactions, often due to

    Symptom articulation [32,34-36,42,44,45]

sensory limitations, cognitive strain, or unfamiliarity with web-based
communication formats

Difficulties interacting with digital health tools due to poor interface design,
complex navigation, multi-step login processes, or lack of age-appropriate
accessibility features

    Technology usability [32-35,37,39,41,44-46,48]

Challenges individuals face in acquiring, applying, and retaining the skills
required to use digital health technologies, often due to limited prior expo-
sure or memory-related difficulties

    Digital learning curve [33-38,40,42,43,45]

Obstacles users encounter when engaging with digital platforms due to
poor design elements, confusing navigation, and unclear layouts

    Interface complexity [33,34,39,41,42,45,46]

Fear or discomfort experienced when using digital health technologies,
often stemming from low confidence, mistrust in one’s digital abilities,

    Technology anxiety [37,38,42,43,45]

or intimidation by unfamiliar systems. This anxiety may lead to hesitation
or complete avoidance, driven by concerns about making mistakes that
could negatively impact one’s health or care

Difficulties in using digital health technologies due to age-related sensory
and motor impairments, such as reduced vision, hearing loss, or diminished
fine motor control

    Physical and sensory impairments [35,37,39,42]

A lack of confidence in one’s ability to successfully use digital health
tools or perform required technological tasks, often rooted in limited dig-
ital literacy, minimal prior experience, or insufficient training and support

    Self-efficacy deficit [38,40,43,45]

Difficulty using digital health tools due to complex medical, technical, or
bureaucratic language, often compounded by limited proficiency in the
language used by the platform

    Language and terminology complexity [39,42,44,46]

Value barriers

Reluctance to engage with digital health tools based on the perception that
they lack legitimacy or necessity in medical care, accompanied by a belief

    Informality bias [32,40,41,43,45]

that traditional health care methods are sufficient without digital augmen-
tation

The belief that digital health tools offer little to no added value compared
with traditional care methods, resulting in low motivation to adopt or en-
gage with them

    Limited use perception [32-34,37,39-43,45-48]

Risk barriers

Concerns about the accuracy and reliability of medical diagnosis due to
the absence of physical examination, direct visual assessment, and potential
miscommunication, which may increase the risk of medical errors

    Diagnostic uncertainty [32,41-43,45,46]

Fear that health care providers will miss critical patient information and
that essential health issues may be overlooked due to the absence of

    Missed diagnosis concern [32,35,41,43-45]

physical exams, technical distractions, or miscommunication in digital
health interactions

Uncertainty or fear about using digital health technologies incorrectly,
driven by concerns about user error, system malfunctions, or communica-
tion failures that could negatively impact care delivery

    Technology misuse anxiety [32-35,37,38,41,46]

Concerns about the confidentiality, security, and accuracy of personal
medical information in digital health care services, driven by fears of data
breaches, unauthorized access, and unreliable IT systems

    Privacy and security concerns [33,34,37-39,43,47,48]

Tradition barrier

A strong preference for face-to-face health care interactions, rooted in
trust in direct communication, perceived importance of physical examina-
tions, and the belief that in-person care offers superior quality

    In-person preference [32-37,39-47]
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DefinitionCategory and subcategory

Preference for established health care routines and trusted provider rela-
tionships over digital health solutions, due to a desire for personalized
care, continuity with known providers, and a reluctance to alter traditional
in-person interactions

    Need for familiarity in care [39-41,46]

Image barrier

Perception that digital health care is less effective and trustworthy than
traditional in-person care, driven by concerns about depersonalization,
bureaucratic complexity, and reduced reliability, leading to skepticism
about its value and quality

    Legitimacy gap [32-35,37,43,48]

Perception that digital health care services are insufficient for addressing
complex medical conditions or cases requiring physical examination, due
to concerns about thoroughness, accuracy, and the ability to provide a
comprehensive diagnosis and care

    Unsuitable for complex care [32,35,39,42,43,45]

Perception that digital health care is designed for younger users and is
difficult for older adults to adopt, due to differences in familiarity, confi-
dence, and digital literacy

    Generational digital divide [37,39,41,45]

Table 3 details the barriers identified by each study, presenting
a matrix that maps each study to the usage, value, risk, tradition,
and image barriers. Table 4 defines each barrier subcategory
and summarizes how these resistance themes were
operationalized across the studies.

Functional Barriers
In the context of IRT, functional barriers refer to resistance
stemming from the practical and objective attributes of the
innovation itself, including its required usage, perceived value,
and associated risks [19].

Usage Barriers
Usage Barriers were the most consistently reported resistance
factor, found in 16 studies. Older adults face significant usage
barriers to adopting digital health technologies, largely due to
technical challenges, usability difficulties, and concerns about
quality of care. A central theme across studies was interface
complexity. Many participants described digital health platforms
as confusing, unintuitive, and poorly designed. Common
challenges included unclear layouts, unintuitive menus, and
multi-step authentication processes requiring repetitive actions
such as logging in, remembering passwords, and uploading
medical documents [32-34,39,41,42,45,46]. These features
increased cognitive load and made even basic digital interactions
feel burdensome and prone to mistakes.

The difficulties were compounded by technology usability issues
linked to age-related cognitive and sensory impairments. Older
adults with a decline in vision, hearing loss, or memory
difficulties and reduced fine motor skills struggled with small
font sizes, poor audio quality, poorly structured information,
and touchscreen sensitivity, which makes many applications
inaccessible without assistance [35,37,42,44,48]. In addition,
language and terminology complexity emerged as a significant
obstacle. Technical jargon or unfamiliar medical terms often
made it difficult for users to interpret instructions or understand
the content presented on-screen, particularly among those with
limited formal education or health literacy [39,42,44,46].

Another recurring issue was the digital learning curve. Older
adults reported limited prior experience with digital health tools

or services and found it challenging to adapt to new systems
[32,34,39-43,45]. This often led to a self-efficacy deficit where
individuals doubted their ability to complete digital health tasks
independently. These doubts fueled hesitation and reinforced a
sense of digital exclusion, leading to frustrations, avoidance
behaviors, and a greater need for support before successfully
adopting telemedicine tools [38-40,43,45]. Closely related to
this was technology anxiety, the fear of making mistakes or
causing harm through improper use, which discouraged many
from engaging with telemedicine platforms.

Concerns about system reliability and uncertainty about using
digital health care tools make older adults feel less confident in
their technical abilities and unprepared
[32,33,36,39,40,42,43,45], leading to avoidance behaviors,
where they opt not to engage with digital health solutions to
minimize the risk of errors [37,38,42].

Beyond usability concerns, preadoption resistance arises from
changes in communication dynamics within digital health care.
In contrast to traditional face-to-face consultations, which allow
patients to express multiple health concerns in a single visit and
rely on nonverbal cues, digital health platforms, particularly
telemedicine services, alter this dynamic. Studies showed that
when older adults use digital health services, they struggle to
articulate their symptoms or find it difficult to understand
medical terminology or provider explanations [39,45]. As a
result, they hesitate to fully communicate medical concerns,
whether typing them into digital platforms or discussing multiple
health issues during digital visits. This contributes to a
perception that digital care is less effective than in-person care
[34-36], further discouraging older adults from fully embracing
digital health technologies.

Value Barriers
Value barriers to adopting digital health solutions among older
adults primarily stem from informality bias, the perceived lack
of necessity of digital tools, concerns about care quality, and
misalignment between the effectiveness of available digital
health care services and patient expectations [40,43,45]. While
many acknowledge that telemedicine may be appropriate for
minor health issues and routine follow-ups, they often do not
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view it as an adequate substitute for in-person consultations.
This limited use perception is particularly strong when it comes
to complex conditions that require physical examination or
long-term management [32,34,41-43,45,46,48].

Skepticism about the effectiveness of remote consultations is a
common concern. Many older adults feel that digital platforms
fail to capture nonverbal cues, which are essential for accurate
medical assessment and effective patient-provider
communication. This concern is particularly pronounced among
individuals managing chronic illnesses, who consider ongoing
physical evaluations and in-person interactions with health care
professionals to be vital components of proper care [33].
Moreover, older adults often emphasize the importance of
relational continuity with their health care providers, an aspect
they feel is disrupted and compromised in digital health
environments. Telemedicine is frequently perceived as
impersonal and transactional, lacking the trust and emotional
support that typically characterize in-person visits, qualities that
many older adults highly value in primary care settings
[33,34,37,39]. As a result, some individuals refuse to see their
providers outside of traditional clinical settings, which further
reinforces resistance to digital health solutions [37,42].

Beyond concerns about quality of care, many older adults also
question the necessity of digital health interventions, particularly
when the current health care system meets their needs effectively
[33,37]. Some dismissed telemedicine as a “solution for a
nonexisting problem,” believing that traditional in-person visits
provide sufficient care without the added complexity of digital
tools [33,37,40]. This skepticism is often exacerbated by low
digital literacy or past negative experiences with digital health
technology, leading many to view telemedicine and digital
health apps as unnecessary, ineffective, or not worth the effort
required to learn and adapt [37]. When the perceived benefits
of digital health do not outweigh the effort and risks associated
with adoption, resistance to these solutions remains strong.

Risk Barriers
Risk barriers to digital health adoption among older adults
primarily revolve around concerns about diagnostic uncertainty
and the potential of missed health issues due to the absence of
physical examinations, body language, and other visual cues
essential to accurate clinical assessment [32,41-46]. Many older
individuals worry that the lack of hands-on evaluation in
telemedicine could lead to overlooked symptoms or
misinterpretations by health care providers. A prominent concern
is technology misuse anxiety, which arises from fear of making
errors during digital interactions. Participants described anxiety
about technical distractions, errors in digital documentation,
incomplete data entry, and uncertainty about whether submitted
information, such as messages, forms, or test results, would be
properly received and understood by their health care team
[41,45,46]. These apprehensions are linked to fears of
miscommunication with health care providers, incorrect medical
decisions, or overlooked health conditions [32-35,37,40].

Beyond diagnostic concerns, older adults express privacy and
security concerns. There is a common distrust of the integrity
and security of digital health platforms [33,34,37-40,43,47,48],
particularly related to fear that personal health data could be

exposed to unauthorized access, fraud, or misuse. Some
participants described concerns about scams that mimic
legitimate digital services, increasing their reluctance to trust
or engage with digital health tools [39]. This skepticism is
further compounded by uncertainty around how health care
institutions collect, store, and share data through electronic
health records and patient portals [39].

Additionally, lack of confidence in digital skills was repeatedly
cited as a major factor behind misuse anxiety. Older adults often
lack confidence in their digital skills, particularly in navigating
complex interfaces or troubleshooting technical issues. Common
fears included accidentally deleting important information,
misunderstanding medical results, or failing to complete critical
health care tasks [34,40]. As a result, many preferred to avoid
digital health services entirely rather than risk making mistakes
that could negatively impact their care.

Another key source of resistance is the perceived loss of
autonomy in health care decision-making. Some older adults
expressed concerns that eHealth solutions shift decision-making
control from patients to automated systems, reducing their ability
to advocate for personalized care and communicate effectively
with health care providers about their health care [37,41]. This
fear is particularly prevalent among those unfamiliar with
electronic health records or unaware of how to use digital
clinical discussions.

Psychological Barriers
Psychological barriers refer to resistance stemming from
subjective, cognitive, and emotional conflicts between the
innovation and the individual’s established traditions and
self-image barriers [19].

Tradition Barriers
Traditional barriers to digital health adoption among older adults
arise from long-established care routines, personal preferences
for in-person interactions, and a strong need for familiarity in
health care interactions. Many older adults have their
health-seeking behaviors around face-to-face consultations,
expressing satisfaction with traditional care models and
questioning the necessity or value of digital alternatives
[37,40,41]. They often perceive little incentive to switch to
eHealth services when current systems already meet their
expectations [37,44,45]. A central theme is the belief that
in-person interactions offer superior quality of care, stronger
provider-patient relationships, and greater emotional warmth.
Digital platforms are often seen as impersonal, lacking the
human touch and nonverbal communication cues that older
adults consider essential for effective medical consultations
[32,34-36,39,41,43,45-47]. This is especially concerning for
individuals managing chronic conditions or complex health
issues, where verbal-only communication may be insufficient
for accurate symptom reporting and clinical assessment [32,33].

The need for familiarity in care also contributes to resistance
toward digital health adoption. Many older adults prefer
continuity with known health care professionals, such as
physicians, nurses, or other health care professionals, and value
personalized guidance and documentation, such as printed
instructions or handwritten over generic digital content. Some

J Med Internet Res 2026 | vol. 28 | e75591 | p.104https://www.jmir.org/2026/1/e75591
(page number not for citation purposes)

Birati & Tzemah-ShaharJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


do not want all services to be transferred through digital
platforms, especially when health care and social service issues
are too complex to be handled without face-to-face contact
[35,37,39,42,46].

Another common concern is the perceived legitimacy of
telemedicine. Some older adults do not view phone or video
consultations as valid medical encounters, describing them as
informal and lacking the authority of traditional office visits
[32]. This perception is heightened among individuals who had
not used digital health before the COVID-19 pandemic and who
experienced the rapid shift to telehealth as both disruptive and
disorienting, owing to complex interfaces and limited user
guidance [34]. For these individuals, digital health solutions
interfere with familiar health care routines and pose significant
adaptation challenges [39].

Image Barriers
Image barriers to digital health adoption among older adults
arise from negative perceptions of technology, distrust in digital
health solutions, and skepticism about their legitimacy and
effectiveness in clinical care. Many older adults associate digital
health technologies with lower quality of care and consider
them as an unacceptable alternative to traditional in-person
visits [35,42]. For some, these technologies are viewed as overly
complex, impersonal, and rigid, contributing to a Legitimacy
Gap, a perception that digital health care lacks the authenticity,
reliability, and interpersonal value of conventional medical
interactions [33,43,48]. This skepticism is reinforced by the
belief that health care should be hands-on, personalized, and
relational, the qualities they feel digital platforms fail to deliver.

Another central issue underlying this perception is the
Generational Digital Divide. Many older adults view digital
health tools as designed primarily for younger, digitally
proficient users, and they report feeling excluded or

disadvantaged by their limited experience with digital
technologies [37,39-41,45]. This belief is often coupled with
self-perceived technological inadequacy, where individuals feel
“too old” to learn or incapable of using new systems effectively
[39]. These psychological barriers are compounded by negative
past encounters with health care bureaucracy or poorly designed
interfaces, which foster the impression that digital health
prioritizes efficiency over patient-centered care [37].
Additionally, difficulties navigating eHealth platforms often
lead to a sense of powerlessness in managing their health, further
alienating them from digital solutions.

Older adults also view telemedicine and digital health as
unsuitable for both routine and complex care needs [32,42,43].
Many perceive these technologies as inferior to traditional,
in-person medical consultations, citing concerns about their
inability to provide thorough physical examinations,
comprehensive assessments, and hands-on diagnostics [39].
Digital health is also associated with social isolation and reduced
autonomy, as some fear that shifting toward digital health care
may limit direct patient-provider interactions and diminish their
role in medical decision-making [34]. This contributes to a
strong preference for traditional care models, where in-person
visits provide greater trust, familiarity, and perceived quality.

Evidence and Gap Map
Across the included studies, there was substantial variation in
both the types of digital health technologies examined and the
specific resistance factors reported. To strengthen the mapping
component of this scoping review, we developed an evidence
and gap map to summarize the distribution of evidence and
identify gaps across digital health modalities and resistance
constructs. Guided by IRT, we categorized studies by the type
of digital health modality and by IRT-informed barrier
subcategories derived from the extracted findings (Figure 2).

Figure 2. Evidence and gap map of digital health modalities by IRT-informed resistance subcategories in primary care among older adults. Bubble
size and color intensity represent the number of included studies contributing to each intersection (n=17). IRT: innovation resistance theory.

Specifically, the map highlights that evidence is concentrated
in studies of telemedicine and patient portals or eHealth services,
with fewer studies addressing mobile apps or tablets and
minimal evidence on wearables or remote monitoring. Across
modalities, frequently represented barriers included usability
and interface complexity, self-efficacy and technology anxiety,

and trust-related concerns such as privacy, data security, and
perceived legitimacy of digital encounters. In contrast, several
modalities-barrier intersections show limited or absent evidence,
indicating that resistance to certain technologies, particularly
wearables and app-based monitoring, remains underexplored
in primary care contexts.
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Conceptual Integration: Interconnected Barriers
Leading to Digital Health Avoidance
Across the 17 included studies, usage barriers were the most
consistently reported (16/17 studies). Risk barriers and tradition
barriers were also prevalent (15/17 studies). Value barriers were
common (13/17 studies), and image barriers were reported in
a smaller, but still substantial subset (11/17 studies).
Co-occurrence patterns were apparent across domains, and
worked examples illustrate how linkages were derived. For
example, one participant described limiting use to familiar
functions and avoiding other features, indicating a usage barrier,
accompanied by anxiety when stepping outside her comfort
zone, suggesting an affective risk component and fear of making
mistakes: “I never look over there, I just do everything I have
learned… Outside of that, I become nervous.” [38]. In another
study, a participant noted that he did not grow up with
technology, indicating a usage barrier related to limited digital
familiarity, and expressed a tradition barrier by preferring to
arrange appointments by phone and speak with the physician
face-to-face rather than use digital channels: “But we did not
grow up with the computer. I would rather make a phone call
to arrange an appointment and prefer to talk face-to-face to the
physician” [33]. Another participant questioned the adequacy
of digital encounters for a proper clinical assessment, reflecting
an image or quality concern that co-occurred with a

tradition-related preference for face-to-face care and an implied
need for greater diagnostic assurance (risk): “I would rather that
the doctor can actually touch me, examine me with a
stethoscope… I also think in-person communication is
sometimes better…” [42]. Together, these patterns suggest that
resistance is rarely attributable to a single factor; rather, studies
frequently report clusters of functional and psychological
barriers that co-occur. These recurring clusters informed the
relational integration step; linkages were coded as explicit when
directly stated in study results or participant quotes, inferential
when implied through within-study co-occurrence and narrative
context, and integrative when synthesized across multiple studies
showing consistent patterns.

As part of the relational integration step of our synthesis (Stage
5), we developed a conceptual model that integrates the
identified barriers into an interconnected structure (Figure 3).
This conceptual integration was undertaken to move beyond
listing individual barriers and to summarize recurring
co-occurrence patterns observed across the studies. The
interconnected nature of resistance barriers creates a
self-reinforcing reaction cycle that leads to avoidance behaviors
among older adults. Rather than operating in isolation, functional
and psychological barriers interact dynamically, compounding
resistance and entrenching disengagement from digital health
platforms.

Figure 3. Conceptual model of interconnected resistance barriers leading to digital health avoidance among older adults in primary care, interacting
co-occurrence patterns across included studies to illustrate directional relationships and feedback loops.

Technology usability challenges contribute to difficulties in the
digital learning curve, which, along with interface complexity,
results in a self-efficacy deficit and a lack of confidence in using
digital health technologies. This diminished self-efficacy further
fuels technology anxiety, increasing hesitation and discouraging
engagement. Importantly, these usability issues do not just
reduce confidence; they initiate a cascade of psychological
barriers that elevate emotional discomfort and cognitive
overload. Figure 3 illustrates this cascading effect: a feedback

system where usability problems initiate low self-efficacy, which
in turn escalates into technology anxiety. This psychological
discomfort amplifies risk perceptions, including fear of
misdiagnosis, privacy breaches, and technology misuse. These
concerns reduce trust in digital health care solutions and
reinforce avoidance behaviors. Privacy and security concerns
and technology anxiety reinforce each other, creating a cycle
of distrust. As the trust in the system diminishes, older adults
become less likely to interact with digital platforms, which
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limits exposure and impedes skill acquisition, further deepening
their self-efficacy deficit. This cycle in Figure 3 is illustrated
through closed feedback loops, where arrows between barriers
represent how one resistance factor amplifies another (eg,
Interface Complexity → Low Self-Efficacy → Technology
Anxiety → Avoidance).

Traditional barriers, such as a strong preference for in-person
care and the need for familiarity, also strengthen image barriers,
including the legitimacy gap and the generational digital divide,
further discouraging digital health adoption. As shown in Figure
3, these values-based preferences and generational perceptions
reinforce internal skepticism with digital tools, particularly
when technology is perceived as impersonal. The legitimacy
gap reflects older adults’ perception that digital tools lack the
authenticity and authority of face-to-face care, while the
generational divide reinforces feelings of exclusion from
technologies perceived as designed for younger users. Figure
3 also highlights this convergence between identity-based
resistance (eg, tradition/image) and capability-based resistance
(eg, usability, anxiety). Together, these interrelated barriers
form a self-reinforcing loop, where initial usability difficulties
and emotional skepticism amplify resistance, which leads to
withdrawal from digital health use entirely (Figure 3).

Discussion

Principal Findings
This scoping review applied the IRT to examine older adults’
resistance to digital health technologies within primary care
contexts. Across the included studies, we found consistent
functional barriers (such as usability difficulties, interface
complexity, and sensory or cognitive limitations) and recurrent
psychological barriers (such as a preference for in-person care
and concerns about the legitimacy of digital encounters), with
value-related concerns (limited perceived benefit) and
risk-related concerns (diagnostic uncertainty, privacy, and
security worries) also prominent.

The findings suggest that resistance is not a static failure to
adopt nor a passive disengagement, but rather a dynamic,
emotionally embedded process. This process is shaped by the
interaction of functional and psychological factors, including
identity and value-related concerns, which do not operate in
isolation but reinforce each other in feedback loops that entrench
avoidance behaviors over time. The interplay between usability
challenges, emotional discomfort, and value-based misalignment
reflects the multifaceted nature of resistance in this population.
Also, interrelationships indicated that capability-related barriers
erode confidence and increase anxiety, while identity-related
concerns reinforce distrust and preference for face-to-face care,
together discouraging engagement. Linkages were categorized
by evidentiary basis (explicit, inferential, integrative), supporting
IRT as a useful framework for organizing and interpreting
resistance patterns.

Functional barriers such as interface complexity, digital learning
curves, and age-related sensory or cognitive limitations were
among the most identified sources of resistance. However, their
significance lies not only in their prevalence but in their role as

catalysts: they often trigger negative psychological responses,
including diminished self-efficacy, anxiety, and fear of error.
These emotional reactions contributed to a broader sense of
technological vulnerability and led to sustained disengagement,
demonstrating how technical design and user experience are
deeply interconnected.

Beyond usability, resistance was often rooted in symbolic and
identity-related concerns. A preference for face-to-face
interactions, generational beliefs regarding technology, and the
desire for continuity with known providers were consistently
linked to what can be described as symbolic distancing, a form
of resistance grounded in perceived legitimacy and personal
norms. Even where functionality improved, older adults
continued to express skepticism, viewing digital tools as
impersonal, exclusionary, or inappropriate for managing
complex health needs. This suggests that emotional and
symbolic dimensions may play a stronger influence on resistance
than previously recognized.

These insights align with earlier theoretical work that repositions
resistance as a dynamic, emotionally driven response process.
The findings support an evolving theoretical perspective that
frames resistance as an active process. Rather than being the
inverse of adoption, resistance emerges from distinct cognitive
and emotional pathways and may dominate decision-making
even in the presence of positive attitudes [49]. Other research
has also shown that tradition and identity-based concerns
frequently outweigh usability considerations in shaping
innovation rejection, particularly in service-oriented settings
[20]. This review affirms that older adults’ resistance is rarely
due to a lack of awareness or rational evaluation alone, but
rather reflects deeply embedded emotional and symbolic stances.

Breaking these loops requires targeted interventions that not
only simplify interface design but also rebuild self-efficacy,
trust, and the perceived legitimacy of digital care. Accordingly,
programs should pair practical usability supports (eg, task
simplification, assisted-digital options, scaffolded practice) with
psychological strategies (eg, anxiety reduction, trust-building,
culturally and linguistically responsive framing).

Comparison to Prior Work
The findings of this review both align with and challenge
established models of technology acceptance. For instance, it
complements the critiques of the extended UTAUT, which has
been applied to prior studies involving older adults in health
care settings. One study has highlighted effort expectancy,
perceived usefulness, and trust in health care providers as
primary predictors of adoption. While these factors remain
relevant, this review suggests they are insufficient to fully
account for persistent resistance observed in older populations.
This resistance appears to stem not from a lack of understanding
but from deeper emotional and symbolic misalignments between
digital tools and the users’ personal values, care routines, or
generational identities [50]. In this context, resistance is not a
knowledge deficit but a deliberate, emotionally grounded
response to perceived risks, impersonality, or social exclusion.
Our synthesis clarifies how such misalignments link to concrete
pathways (eg, usability → low self-efficacy → anxiety →
avoidance), adding a mechanism to prior critiques.
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Reinhardt et al [51] claim in their study that resistance to
innovation is not merely the opposite of adoption but a distinct
phenomenon that operates through its own logic and dynamics,
and thus warrants a separate theoretical approach. They proposed
the concept of “adoption triggers,” external events or contextual
changes that interrupt entrenched resistance and enable eventual
uptake. This finding aligns with the results of this review, where
participants continued to resist engagement even after usability
improvements, suggesting that design enhancements alone are
insufficient [51]. Psychosocial catalysts such as trust in
providers, alignment with identity, or significant life transitions
may be necessary to shift deeply embedded resistance patterns.

Further support comes from the argument that TAM and
UTAUT, widely used models, were not originally developed
for health care but rather in organizational contexts. Like IRT,
they were formulated outside the health domain and may require
adaptation when applied in complex settings, such as digital
health for older adults. In their original formulations, these
models assume that perceived usefulness and ease of use directly
predict technology acceptance. However, in health care, these
assumptions are challenged, especially in the context of older
adult users [52]. Health care studies often have to add
context-specific variables such as computer anxiety, trust, or
physician endorsement to increase explanatory power. This
suggests that existing models may benefit from complementary
perspectives that foreground resistance shaped by emotional
discomfort and identity-related concerns, including symbolic
dissonance around how digital health fits with older adults’
roles and expectations. This review affirms the need to view
resistance among older adults as socially embedded and
identity-relevant, rather than reducible to issues of usability or
cognitive evaluation.

Resistance constructs are not intended to replace established
acceptance models such as TAM and UTAUT, but to extend
them and provide a more complete account of older adults’
technology use and nonuse patterns. Yu et al [53], in their
research, also extend UTAUT with aging-specific variables
such as perceived physical condition, self-actualization needs,
and technology anxiety. Their empirical study among Chinese
older adults found that while traditional UTAUT predictors (eg,
performance and effort expectancy) remain significant,
behavioral use was also shaped by perceived physical limitations
and psychological needs for self-fulfillment. Notably, the effect
of technology anxiety was nonsignificant, suggesting that
usability alone does not explain resistance; rather, broader
psychosocial and experiential factors must be considered [53].
These adaptations have introduced constructs such as perceived
physical condition, self-actualization needs, and psychosocial
well-being to better explain behavioral engagement with health
care conversational agents among older adults. Our mapping
complements these extensions by locating these constructs
within the IRT domains and by indicating which inter-barrier
links are explicitly supported by the literature.

Theoretical Implications
This review advances theory on digital health adoption and
resistance among older adults in 2 main ways. First, it refines
IRT for the context of aging and digital health by highlighting

aging-specific resistance themes such as legitimacy gaps,
generational digital divides, and anxiety about technology
misuse as candidates for further conceptualization and
measurement within the original IRT domains. Second, it points
to resistance as a dynamic process in which these barriers
interact in feedback patterns rather than operating as isolated
categories. This mechanism-oriented view complements existing
TAMs by underscoring that persistent nonuse reflects active,
emotionally and symbolically shaped resistance, rather than
merely weak adoption intentions.

Practical Implications
From a gerontechnology and age-inclusive design perspective,
the IRT-based model translates the identified barriers and
linkages into actionable design and implementation levers to
reduce resistance among older adults in primary care. This
review has important implications for digital health design,
practice, and policy.

First, the disproportionate concentration of extant research
within high-income Western countries necessitates a nuanced
approach to global implementation, as resistance profiles are
not homogenous but are contingent upon divergent
socioeconomic structures, varying levels of digital literacy, and
culture-specific perceptions of aging [54]. Addressing these
complexities requires a paradigm shift from a reactive model,
characterized by a narrow focus on technical troubleshooting
and interface simplification, toward a proactive design. While
mitigating interface complexity and accommodating sensory
impairments remain fundamental requirements, such technical
refinements in isolation are insufficient to resolve resistance
that is fundamentally anchored in emotional and psychological
factors. Consequently, proactive age-tech development should
prioritize the alignment of digital interventions with users’
long-standing traditions and the preservation of relational
continuity in care [55]. By acknowledging traditional barriers
and framing digital tools as seamless extensions of familiar,
trusted care routines rather than disruptive innovations,
developers can transition from delivering impersonal technical
products to co-creating solutions that resonate with the core
identities and values of older populations.

Building on the conceptual model in Figure 2, breaking the
self-reinforcing cycle of resistance requires targeted
interventions that address both practical usability barriers and
underlying psychological resistance; focusing on interface
design or digital literacy alone is unlikely to change deeply
rooted patterns of nonuse. Designers need to focus not only on
functionality but also on providing emotional reassurance and
strengthening the perceived legitimacy and social meaning of
digital care. Therefore, solutions should be co-designed with
older adults not only to ensure they fit with their routines,
communication styles, and cultural values, but also to directly
address the specific IRT barriers identified in this review by
incorporating strategies that reduce friction and promote
confidence. These strategies may include simplifying
high-friction tasks by using shorter flows, fewer required fields,
larger tap targets, and accessible defaults. Also, designers can
provide stepwise guidance and “practice mode,” and offer
assisted-digital options such as telephone call-back support,
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shared on-screen navigation with staff, and on-site digital
stations within clinics where staff can help patients complete
digital tasks.

Privacy, risk perceptions, and distrust emerged as central barriers
in our synthesis. Digital health platforms should incorporate
trust-enhancing features, including sustained relationships with
known providers, easy access to human support, and clear,
simple explanations of data practices. To strengthen perceived
legitimacy, systems should preserve care delivery choice
(seamless switch to phone or in-person visits), display continuity
cues (named clinician, photo, prior encounters), and surface
concrete benefits (time saved, refill accuracy, faster
appointments). Culturally and linguistically responsive content,
combined with feedback that reinforces mastery, can further
mitigate anxiety and improve self-efficacy, helping to disrupt
the self-reinforcing loops that lead to avoidance. Together, these
design-oriented recommendations translate our conceptual
findings into practical guidance for technology designers and
implementers seeking to reduce resistance among older adults.

Future Research Directions
Future research should investigate the temporal evolution of
resistance, including how initial avoidance may shift or diminish
over time, and under what conditions. There is a need to explore
resistance dynamics among underrepresented populations, such
as ethnic minorities, linguistically diverse groups, and
individuals living in lower-resource settings. In line with
Bevilacqua et al [56], emerging work on service-specific
acceptance measures for older adults who developed the
Robot-Era Inventory as a tailored acceptance scale for a social
robotics platform, and called for customizable, context-specific
tools tailored to specific technologies and services for older
adults, future studies should develop and validate IRT-informed
scales tailored to particular digital health modalities [56]. In
addition, longitudinal and mixed-methods designs could provide
deeper insight into how resistance is maintained or disrupted.
Finally, the development and empirical testing of interventions
grounded in IRT would help bridge the gap between theory and
design strategies.

Strengths and Limitations
A key strength of this review is its structured, theory-driven
synthesis across diverse empirical studies. By applying the IRT
to various study designs and health care contexts, this review
enhances the conceptual understanding of digital resistance
among older adults. It was conducted according to best-practice
guidelines for scoping reviews, which reflect established
methodological standards.

Several limitations should be noted. First, the search was
restricted to English-language publications, which might have

excluded relevant studies published in other languages. Second,
the review encompasses studies published between 2014 and
2025, a period characterized by rapid technological
advancement. Improvements in device usability during this time
may have influenced user experiences and patterns of resistance,
potentially affecting cross-study comparability. Third, most of
the included studies were conducted in high-income Western
countries, and the patterns of resistance identified here may not
fully capture experiences in lower-income or non-Western
contexts, where digital infrastructures, health systems, and
cultural norms around aging and technology may differ
substantially. This concentration substantially reduces
generalizability beyond high-income Western settings and limits
the applicability of our findings to global contexts where digital
literacy, socioeconomic factors, and cultural perceptions of
aging and health care may create distinct resistance profiles.
Fourth, none of the included studies reported participants’
cognitive status or used standardized cognitive screening
measures. As a result, we could not examine whether resistance
barriers vary by cognitive integrity or distinguish attitudinal
resistance from barriers related to cognitive impairment, which
may influence learnability, confidence, and sustained use of
digital health technologies. Finally, the proposed conceptual
model has not yet been validated in practice and should be
regarded as hypothesis-generating. Future research should
operationalize the IRT domains and evaluate their factor
structure, reliability, and predictive validity in empirical studies.

Conclusions
Applying IRT to older adults’ experiences with digital health
shifts the focus from “lack of readiness” or skills gaps to
resistance mechanisms and how technologies are designed and
integrated into primary care. Resistance emerges as an active,
emotionally rooted process involving functional, psychological,
and identity-based barriers to adoption, and this review
integrates recurring co-occurrence patterns into a conceptual
model, thereby moving beyond prior work that lists barriers in
isolation. The synthesis clarifies how usability problems can
undermine self-efficacy, increase technology anxiety, and
amplify trust and legitimacy concerns, creating feedback loops
that reinforce avoidance. Real-world implications:
implementation strategies should go beyond technical usability
by rebuilding emotional trust, supporting relational continuity,
and aligning digital solutions with older adults’ values and
routines through meaningful channel choice and transparent
communication about risks. In addition, IRT offers a structure
for developing domain-specific measures and interventions that
address usage, value, risk, tradition, and image barriers,
supporting a more realistic and equitable digital transformation
in primary care for aging populations.
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Abstract

Background: Cancer remains one of the foremost global causes of mortality, with nearly 10 million deaths recorded by 2020.
As incidence rates rise, there is a growing interest in leveraging machine learning (ML) to enhance prediction, diagnosis, and
treatment strategies. Despite these advancements, insufficient attention has been directed toward the integration of sociodemographic
variables, which are crucial determinants of health equity, into ML models in oncology.

Objective: This review aims to investigate how ML techniques have been used to identify patterns of predictive association
between sociodemographic factors and cancer-related outcomes. Specifically, it seeks to map current research endeavors by
detailing the types of algorithms used, the sociodemographic variables examined, and the validation methodologies used.

Methods: We conducted a systematic literature review in accordance with the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines. Searches were executed across 6 databases, focusing on the primary studies using ML
to investigate the association between sociodemographic characteristics and cancer-related outcomes. The search strategy was
informed by the PICO (population, intervention, comparison, and outcome) framework, and a set of predefined inclusion criteria
was used to screen the studies. The methodological quality of each included paper was assessed.

Results: Out of the 328 records examined, 19 satisfied the inclusion criteria. The majority of studies used supervised ML
techniques, with random forest and extreme gradient boosting being the most commonly used. Frequently analyzed variables
include age, male or female or intersex, education level, income, and geographic location. Cross-validation is the predominant
method for evaluating model performance. Nevertheless, the integration of clinical and sociodemographic data is limited, and
efforts toward external validation are infrequent.

Conclusions: ML holds significant potential for discerning patterns associated with the social determinants of cancer. Nevertheless,
research in this domain remains fragmented and inconsistent. Future investigations should prioritize the integration of contextual
factors, enhance model transparency, and bolster external validation. These measures are crucial for the development of more
equitable, generalizable, and actionable ML applications in cancer care.

(J Med Internet Res 2026;28:e79187)   doi:10.2196/79187

KEYWORDS

cancer; health disparities; machine learning; predictive models; social determinants of health; sociodemographic factors; systematic
review
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Introduction

The use of machine learning (ML) in oncology has advanced
significantly over the past decade, offering new opportunities
for early detection, survival prediction, and treatment
personalization. Models based on techniques such as random
forests (RFs), extreme gradient boosting (XGBoost), and deep
neural networks have demonstrated remarkable performance
across different types of cancer, fueling enthusiasm for what
has been termed digital precision oncology [1]. However, most
of these applications rely almost exclusively on clinical and
biomedical data, limiting their ability to capture the broader
social and structural factors that shape health outcomes [2]. This
gap raises important concerns, as it may compromise both the
external validity and the equity of ML models. In this review,
we consistently use the term sociodemographic factors to refer
to variables such as age, male or female or intersex, educational
attainment, income, ethnicity, rurality, and access to health care.
These factors conceptually overlap with the broader category
of social determinants of health (SDoH), but our focus is on
those variables that are typically available in clinical and
research datasets and are explicitly integrated into ML models.
By doing so, we ensure clarity and terminological consistency
throughout the paper.

Our review focuses on the most common sociodemographic
variables in clinical and research datasets, such as age, male or
female or intersex, education, income, and others, reflecting the
current landscape of published ML studies rather than a
deliberate theoretical choice. We recognize that these indicators
only capture part of the social gradient influencing cancer
outcomes. Therefore, we highlight the importance of future
research integrating contextual and multilevel determinants,
such as neighborhood characteristics, health care infrastructure,
environmental exposures, and political factors, to promote an
equity-centered approach to ML applications in oncology.

In parallel, the rise of explainable artificial intelligence (AI) has
highlighted the importance of transparency and interpretability
in clinical settings. Tools such as Shapley Additive Explanations
and local interpretable model-agnostic explanations allow health
care professionals to better understand ML models by
identifying which variables are most relevant in predictions and
how they interact with both clinical and sociodemographic
factors [3]. These advances not only strengthen trust in
ML-based systems but also enhance their potential for
integration into clinical practice and public health policy [4].
The convergence of explainable AI and SDoH emerges as a
promising pathway toward developing fairer and more
actionable models.

Nevertheless, our review of the literature reveals that although
research and reviews on ML in oncology are rapidly expanding,
most have concentrated on methodological, genomic, or clinical
aspects without adequately addressing sociodemographic factors.
This omission limits the ability of the scientific community to
develop robust guidelines for implementing models across
diverse contexts and health systems. Against this backdrop, this
study aimed to identify, characterize, and synthesize primary
research that applied ML methods to analyze sociodemographic
factors associated with cancer. The objective was to address
both methodological and conceptual gaps while contributing to
the development of fairer and more transparent models that can
inform data-driven public health strategies. We present the
results of a systematic literature review (SLR) examining how
ML techniques have been used to identify and interpret
sociodemographic factors in cancer-related studies. Of the 328
papers screened, 19 (5.8%) met the inclusion criteria. Rather
than being a limitation, this number reflects the emerging nature
of the field and highlights the value of conducting an early
review to consolidate initial progress, make methodological and
equity-related gaps more visible, and guide future research
toward a stronger integration of sociodemographic factors in
ML models applied to oncology.

Methods

Research Questions
Based on the main objective, we defined the following research
questions:

1. What ML techniques have been applied in studies that
analyze sociodemographic data of patients with cancer to
identify factors associated with the disease?

2. What sociodemographic factors have been consistently
identified as relevant to the diagnosis, progression, or
treatment of cancer?

Identification
The SLR was conducted in accordance with the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) guidelines (Checklist 1), which provide a
rigorous framework for ensuring transparency and
reproducibility in evidence synthesis [5]. To guide the
construction of the search strategy, we also adopted the PICO
(population, intervention, comparison, and outcome) model, as
recommended by Petersen et al [6]. This framework allowed
us to clearly define the target population, specify the type of
intervention (ie, application of ML techniques), and focus the
outcome on the identification of relevant sociodemographic
factors associated with cancer (Table 1).
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Table . Keywords used in the PICO (population, intervention, comparison, and outcome) structure.

KeywordsDescriptionComponent

“Sociodemographic factors,” “social determi-
nants,” “sociodemographic characteristics,” and
“socio-demographic variables”

Studies analyzing data from patients with cancer
that include sociodemographic variables. These
may encompass age, male or female or intersex,
socioeconomic status, education, and residence
among others.

Population

“Machine learning” and “artificial intelligence”Application of machine learning techniques to
identify and analyze sociodemographic factors
associated with cancer.

Intervention

Not applicableNo previous studies with similar scope and objec-
tives were identified as suitable comparators.
This review explores a novel approach.

Comparison

“Cancer,” “oncology,” variable importance,

model accuracy, and AUCa
Identification of the most relevant sociodemo-
graphic variables associated with cancer out-
comes, and assessment of the predictive perfor-
mance of the applied machine learning models.

Outcome

aAUC: area under the curve.

The search terms were combined using the Boolean operators
AND and OR to ensure comprehensive retrieval of relevant
literature. The final search string was as follows:

([“sociodemographic factors” OR “socio-demographic factors”
OR “sociodemographic characteristics” OR “socio-demographic
characteristics” OR “social determinants” OR
“sociodemographic variables” OR “socio-demographic
variables”) AND (“machine learning” OR “artificial
intelligence”) AND (“cancer” OR “oncology”])

Screening
We conducted a comprehensive literature search across 6 major
databases: PubMed (n=76), ACM Digital Library (n=85),
ScienceDirect (n=7), IEEE Xplore (n=1), Web of Science Core
Collection (n=80), and Scopus (n=79). Searches covered the
period from database inception to October 14, 2024. PubMed
was selected as the primary source for biomedical and oncology
research. ScienceDirect was included to capture papers

published in Elsevier journals not indexed elsewhere. ACM
Digital Library and IEEE Xplore were used to retrieve computer
science and engineering studies, where ML methods are often
first reported. Web of Science facilitated interdisciplinary
retrieval and citation tracking, while Scopus provided broad
multidisciplinary coverage.

All records were exported, merged, and deduplicated prior to
screening. To maximize comprehensiveness and minimize
selection bias, we also applied forward and backward citation
chasing on included studies. Full electronic search strategies
for each database are provided in Multimedia Appendix 1.

Paper Selection

Eligibility Criteria
Primary studies were screened and selected based on predefined
inclusion and exclusion criteria. The specific inclusion criteria
applied are summarized in Textbox 1.
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Textbox 1. Inclusion and exclusion criteria.

Inclusion criteria

• Type of study: primary studies presenting original data or analysis. Quantitative studies applying machine learning techniques to analyze
sociodemographic factors related to cancer, including experimental, observational (cohort, case-control, and cross-sectional), or methodological
designs.

• Study area: application of machine learning in health, focused on the analysis of sociodemographic factors (eg, age, male or female or intersex,
ethnicity, socioeconomic status, and health care access) and their association with any type of cancer (eg, breast, lung, prostate, and gastrointestinal).

• Machine learning techniques: use of supervised algorithms (eg, neural networks, decision trees, support vector machines, and logistic regression),
unsupervised (eg, clustering), or semisupervised algorithms. Reporting of performance metrics such as accuracy, sensitivity, specificity, and
receiver operating characteristic area under the curve.

• Sociodemographic factors: explicit analysis of sociodemographic variables related to cancer risk, prevalence, or progression, including age, male
or female or intersex, ethnicity, income, education, occupation, geographic location, health care access, and other socioeconomic determinants.

• Publication period: studies published from 2014 onward.

• Language: publications in English or Spanish.

• Accessibility: full-text access or access to essential data and results enabling methodological evaluation.

Exclusion criteria

• Type of study: systematic reviews, narrative reviews, meta-analyses, or secondary studies.

• Study area: studies not analyzing the association between sociodemographic factors and cancer. Studies focused on other diseases (eg, diabetes
and cardiovascular diseases).

• Machine learning techniques: studies relying solely on traditional statistical methods and not reporting model validation metrics.

• Sociodemographic factors: studies applying machine learning without including sociodemographic variables (eg, focused only on genetic,
molecular, or biological data).

• Publication period: Studies published before 2014.

• Language: publications in other languages without available translation.

• Accessibility: abstracts or conference proceedings without access to the full paper.

Quality Assessment
The purpose of the quality assessment was to evaluate the
relevance of each selected paper. Although quality assessment
did not influence the selection of primary studies [7], we
included it primarily to reflect the validity of the selected studies.
Based on the response to each research question, we scored
each paper with 2, 1, or 0 points. We then selected those papers
that exceeded the 50% threshold. The studies chosen through
this assessment ensure that our conclusions, drawn from the
extracted data, are supported by adequately resourced evidence
(Multimedia Appendix 1).

Study Selection and Resolution of Discrepancies
Each paper was independently screened by 2 reviewers
according to predefined inclusion and exclusion criteria. Any
disagreements regarding eligibility were addressed during
consensus meetings, where reviewers jointly discussed the
rationale for inclusion or exclusion. When consensus could not
be reached, a third author was consulted to make the final

decision. This procedure ensured transparency, reproducibility,
and rigor throughout the study selection process.

Results

Overview
The SLR was conducted in accordance with the PRISMA
guidelines, which provide a rigorous framework for ensuring
transparency and reproducibility in evidence synthesis (Figure
1). Following the PRISMA methodology, a total of 15 primary
studies published in peer-reviewed journals were identified. An
additional 4 papers were included through forward snowballing,
yielding a final sample of 19 studies. Among these, 58% (11/19)
were conducted in the United States. Iran contributed 21%
(4/19), followed by India with 11% (2/19), and South Korea
with 5% (1/19). One study (5%) represented a collaborative
effort between institutions in China and the United States (Table
2). The publication dates of the included studies ranged from
2018 to 2024. No eligible primary studies were found in
workshop proceedings or book chapters.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the selection of primary studies for the
systematic literature review. N/A: not applicable.
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Table . Distribution of primary studies by country.

Number of studiesCountry

11United States

4Iran

2India

1South Korea

1China-US collaboration

Machine Learning Algorithms and Validation
Strategies Reported
Across the studies analyzed, consistent patterns emerged in both
the selection of ML algorithms and the validation methods used
(Table 3).
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Table . Summary of the machine learning algorithms and validation strategies reported across the 19 primary studies. Most studies applied ensemble
methods such as random forest (RF) or gradient boosting, frequently combined with cross-validation schemes.

ReferenceValidation strategyAlgorithms usedStudy ID

[8]5-fold CVe, ROC-AUCf, accuracy,
sensitivity, specificity

Lassoa LRb, RF, gradient boosting,

DTc, SVMd

S1

[9]10-fold CVXGBoostg, LightGBMh, CatBoosti,
RF, AdaBoost, Lasso regression

S2

[10]10-fold CVDT, RFS3

[11]10-fold CVRF, artificial neural networks, boot-

strap aggregating CARTj, XGBoost

S4

[12]10-fold CVXGBoostS5

[13]10-fold CVLightGBM, XGBoostS6

[14]CV, AUC, grid searchRF, Neural networks, LR, XGBoostS7

[15]5-fold CV, ROCRF, gradient boosting machine,
SVM

S8

[16]No formal validation performedRadiomics-signature modelS9

[17]10-fold CVMultilayer perceptron, SVM, XG-
Boost

S10

[18]RF VIMPk rankingMax-p-regions, RF, Jenks natural
breaks

S11

[19]Bootstrap samplingCART, RFS12

[20]Confusion matrixDT, RF, Boruta feature selectionS13

[21]Partial dependence plots, variable
inclusion proportion

Bayesian additive, regression treesS14

[22]5-fold CV, LOOCVoLR, ridge classifier, SGDlclassifier,

KNNm, DT, linear support vector

S15

classifier, support vector classifier
with radial basis function kernel,
Gaussian Naïve Bayes, AdaBoost
classifier, RF, gradient boosting,

QDAn

[23]80/20 hold-out CV, ROC-AUC,
Youden Index

Semiautomated segmentation +
conditional LR

S16

[24]Grid search, C-indexpRandom survival forest, Cox propor-
tional hazards

S17

[25]10-fold CVRF, SVM, gradient boosting ma-
chine

S18

[26]10-fold CVSVM, DT, naive Bayesian model,
and KNN

S19

aLasso: least absolute shrinkage and selection operator.
bLR: logistic regression.
cDT: decision tree.
dSVM: support vector machine.
eCV: cross-validation.
fROC-AUC: receiver operating characteristic area under the curve.
gXGBoost: extreme gradient boosting.
hLightGBM: light gradient boosting machine.
iCatBoost: categorical boosting.
jCART: classification and regression tree.
kVIMP: variable importance.
lSGD: stochastic gradient descent.
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mKNN: K-nearest neighbors.
nQDA: quadratic discriminant analysis.
oLOOCV: leave-one-out cross-validation.
pC-index: concordance index.

This review identified a wide array of ML algorithms applied
to the analysis of sociodemographic and clinical data related to
cancer. Each method presents distinct advantages and
limitations, influencing its suitability depending on the specific
research context and analytical goals. The most relevant
algorithmic approaches are summarized below.

Tree-based methods, particularly RF, were the most frequently
used, appearing in 13 of the included studies. RF is widely
valued for its interpretability, robustness, and ability to process
both categorical and continuous variables, making it especially
well-suited to heterogeneous datasets.

Boosting techniques, such as XGBoost and light gradient
boosting machine (LightGBM), featured prominently in studies
aiming for high predictive accuracy. XGBoost, used in 7 studies,
is noted for its computational efficiency and its capacity to
manage imbalanced data, while LightGBM is often selected in
contexts where large-scale data processing is prioritized.

A smaller subset of studies used Bayesian additive regression
trees, which were particularly useful in modeling uncertainty
and capturing complex non-linear associations. These features
make Bayesian additive regression trees well-suited for
analyzing disparities across ethnic and clinical subgroups.

Support vector machines (SVM) appeared in 5 studies and are
recognized for their ability to handle high-dimensional data and
to separate complex classes using nonlinear decision boundaries
[27]. However, their performance is highly dependent on careful
hyperparameter tuning, which can be challenging in the presence
of large or noisy datasets [27]. Overall, SVM models remain a
valuable choice for complex biomedical data when appropriately
optimized and validated within diverse clinical contexts.

Artificial neural networks (ANNs) were applied in select studies
and demonstrated strong performance in modeling nonlinear
relationships and uncovering hidden patterns in complex datasets
[28]. Despite their flexibility, the limited interpretability of
ANNs often restricts their use in clinical contexts where
transparency and explainability are required [28]. Their use,
therefore, should be accompanied by complementary
interpretability frameworks to ensure clinical reliability and
trustworthiness.

Regression-based models, including the least absolute shrinkage
and selection operator and ridge regression, were commonly
used as baseline models or for feature selection. These methods
are appreciated for their simplicity and interpretability, although
they may underperform in settings involving nonlinear
relationships or intricate interactions between variables [29].
Nevertheless, their transparency and ease of implementation
make them a critical reference point for benchmarking more
advanced ML models in oncology research.

Some studies also implemented bagged classification and
regression tree models and ensemble methods such as stacking,
reflecting a methodological interest in combining simplicity

with predictive robustness. These strategies reduce model
variance and enhance accuracy by integrating multiple base
learners.

Overall, the analysis reveals a strong preference for tree-based
algorithms, which offer an optimal balance between accuracy,
interpretability, and adaptability to real-world clinical data.
However, the choice of algorithm varied according to the nature
of the dataset and the specific research objectives. More recent
studies have increasingly adopted advanced methods such as
boosting and neural networks, which provide enhanced
predictive power but require greater expertise for interpretation
and implementation.

Common Validation Methods
The reviewed studies showed a strong preference for
cross-validation (CV) as the primary strategy to evaluate ML
models applied to the identification of sociodemographic factors
related to cancer. This approach is widely recognized for its
ability to reduce overfitting and enhance the robustness of
predictive performance. Several configurations of CV were used
across studies, with 10-fold CV being the most commonly used.
This method appeared in studies such as Dianati-Nasab et al
[24], Stabellini et al [20], and Afrash et al [22], where it
facilitated efficient partitioning of data into training and testing
subsets, maximizing the use of available datasets.

In some cases, CV was complemented with repeated sampling
to mitigate random variation and reinforce consistency. For
instance, Wang et al [30] implemented repetitions alongside
10-fold CV to strengthen model reliability. A less frequently
used configuration, 5-fold CV, was applied in studies like
Kaushik et al [11], offering a computationally efficient
alternative without substantially compromising model
evaluation.

Several studies further enhanced reliability by incorporating
multiple repetitions. A notable example is the work of He et al
[9], who used 200 repetitions and evaluated model performance
using metrics such as the concordance index and variable
importance measures to ensure consistency and interpretability.

The choice of evaluation metrics reflected a balanced interest
in both model discrimination and interpretability. The area under
the receiver operating characteristic curve was one of the most
frequently reported metrics, particularly valued for its ability
to quantify discrimination capacity. It was prominently featured
in studies such as Dehdar et al [19] and Niell et al [12].
Additionally, accuracy, sensitivity, and specificity were widely
reported, especially in studies such as Galadima et al [25] and
Lilhore et al [14], as they provided a detailed picture of false
positive and false negative rates.

Some researchers adopted tailored interpretability metrics to
better understand model behavior. For example, Niu et al [15]
used variable inclusion proportions and partial dependence plots
to explore the relative importance and marginal effect of
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predictors, offering deeper insights into model mechanisms.
Model optimization also played a critical role in the validation
process. Techniques such as grid search were frequently used
to fine-tune hyperparameters, as observed in the work of Dehdar
et al [19]. In more specialized contexts, such as radiomics
applications, validation using pretrained models was
implemented, for example, in Dercle et al [21], focusing on
metastatic colorectal cancer and highlighting the relevance of
domain-specific strategies.

While most studies ensured strong internal validity, a common
limitation was the lack of external validation. Although a few
studies used unseen datasets or pretrained models to assess
generalizability, the overall scarcity of external validation in
heterogeneous populations restricts the broader applicability of
findings. This underscores the importance of expanding
validation practices to include more diverse datasets and
real-world scenarios.

Analysis of Sociodemographic Variables
The reviewed studies demonstrate considerable variability in
the types of sociodemographic variables incorporated into
oncology research using ML techniques. Individual-level factors,
such as age and male or female or intersex, were the most
frequently included, underscoring their foundational role in the
development and prognosis of various cancer types. For
example, in breast cancer research, variables such as age at
diagnosis and hormonal status appear consistently, as noted in
the studies by Dianati-Nasab et al [24] and Niell et al [12].
Similarly, race and ethnicity were widely explored in studies
addressing lung and colorectal cancer [9], highlighting
disparities in health outcomes associated with these variables.

In addition to individual characteristics, several studies
incorporated socioeconomic and access-related factors, which
reflect broader SDH. Educational attainment and household

income, often used as proxies for access to health resources and
health-seeking behavior, featured prominently in studies on
colorectal cancer [13] and advanced-stage breast cancer [13].
Other key access variables, such as transportation availability
and type of health insurance, were also frequently considered
to assess barriers to diagnosis and treatment, as shown in the
works of Wang et al [30] and Afrash et al [22].

Some studies expanded their scope to include community- and
environment-level variables, though these remain
underrepresented overall. Galadima et al [25], for instance,
investigated aspects of the built environment, such as crime
rates and housing values, and their association with late-stage
colorectal cancer diagnoses. Similarly, Dehdar et al [19]
examined the influence of residence location, urban versus rural,
on access to medical services, illustrating geographic disparities
in health care delivery.

Regarding cancer types, breast cancer was the most frequently
studied, followed by colorectal, lung, and gastric cancer.
Research on breast cancer often focuses on the impact of delayed
diagnosis and racial disparities, as seen in studies by Stabellini
et al [20]. In contrast, studies on colorectal cancer emphasized
socioeconomic factors and health care access, particularly in
relation to late-stage detection [13,25]. Lung cancer studies
primarily explored racial disparities and quality-of-life indicators
in survival prediction [9,10].

A few studies adopted a broader, multicancer approach,
examining sociodemographic patterns across different tumor
types. For example, Stabellini et al [17] analyzed unplanned
hospital readmissions in patients with solid tumors, integrating
sociodemographic variables that have a direct influence on
health outcomes. To provide a visual synthesis of these findings,
Figure 2 presents a summary linking the ML algorithms used
with the most frequently analyzed sociodemographic variables.
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Figure 2. Association between machine learning techniques and sociodemographic variables. ANN: artificial neural network; BT: Bayesian tree; DT:
decision tree; LASSO: least absolute shrinkage and selection operator; LightGBM: light gradient boosting machine; LR: logistic regression; RF: random
forest; SVM: support vector machine; XGBoost: extreme gradient boosting.

Discussion

Stratification of Findings
The reviewed studies confirm the potential of ML to identify
patterns of predictive relevance of sociodemographic variables
in relation to oncologic outcomes. However, the evidence
remains fragmented and heterogeneous, with limited integration
of contextual factors, reliance on predominantly internal
validation, and little standardization in the reporting of
performance and fairness. Overall, the findings suggest that ML
can enhance risk stratification and the detection of disparities,
but its real impact depends on methodological decisions that
currently remain inconsistent.

In breast cancer, models most often prioritize age, race or
ethnicity, and socioeconomic proxies to explain adverse events
and late diagnosis. In colorectal cancer, income, insurance
coverage, and geographic location are central for predicting
advanced stage and survival. In lung cancer, studies more
frequently explore ethnic disparities and quality-of-life measures
associated with prognosis. This diversity suggests that the
relevant set of SDoH is tumor-specific and linked to each care
pathway.

Retrospective studies dominate; while they provide volume and
feasibility, they limit causal inference and the ability to adapt
to temporal social changes (eg, economic shocks, migration, or
health system reforms). Prospective and longitudinal cohort
designs would better capture the temporal variability of SDoH.

Greater interpretative weight should be placed on studies with
stronger control of confounding, explicit handling of missing
data, subgroup analyses, and when available, external validation.
In contrast, studies with incomplete reporting of variables and
opaque pipelines should be viewed as exploratory signals rather
than evidence ready for implementation.

Linking Inequities and ML Limitations
When sociodemographic factors are omitted or inconsistently
defined, ML models often end up reflecting pre-existing
inequities in access to and quality of care instead of uncovering
or addressing them. This reflection of structural disparities
undermines both the external validity and the generalizability
of predictive models [31,32]. Evidence from recent reviews
indicates that algorithmic bias in health care typically emerges
from unbalanced data representation and the absence of
systematic fairness assessments, highlighting the importance
of transparency and interpretability in model design [33,34].
Although variable-importance analyses can reveal which
sociodemographic features most influence predictions, they fall
short of explaining underlying causal mechanisms. As Prosperi
et al [35] and McCradden et al [36] emphasize, achieving
fairness and accountability in ML-driven health applications
requires methodological and ethical frameworks that move
beyond conventional supervised learning. For this reason,
throughout this review, the term “associated factors” is used
exclusively in a predictive, not causal, sense.

To advance the field, it is essential to standardize the reporting
of sociodemographic variables including age, male or female
or intersex, race or ethnicity, education, income, rurality, and
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health insurance as a minimum dataset to reduce heterogeneity
and enable comparability across studies. Fairness metrics, such
as demographic parity, equal opportunity, and subgroup
calibration, should be applied alongside conventional measures
like area under the curve and accuracy to explicitly assess model
performance in vulnerable populations. Routine multicenter
external validation is needed, testing models across diverse
geographical and socioeconomic contexts. Incorporating
neighborhood-level data (eg, area-level socioeconomic indices,
transportation access, and housing conditions) can provide
valuable context for individual predictors. Interdisciplinary
collaboration between data scientists, oncologists, public health
practitioners, and experts in social science and policy should
be promoted to ensure that models achieve both technical
precision and equity. Finally, transparent dissemination,
including open-source code and model cards documenting
limitations, is crucial to strengthen reproducibility and
accountability.

Principal Findings
This systematic review synthesized evidence from 19 primary
studies published between 2018 and 2024 that applied ML
techniques to analyze sociodemographic factors associated with
cancer. The analysis revealed consistent methodological
patterns, frequently used variables, and prevalent validation
strategies, while also identifying key implications for both
academic research and professional practice.

From a methodological perspective, there was a strong
preference for tree-based algorithms, particularly RF, which
was the most frequently used due to its capacity to manage
heterogeneous datasets while preserving a degree of
interpretability. Boosting methods, notably XGBoost and
LightGBM, were also prominent, especially in studies aiming
for high predictive accuracy in high-dimensional or imbalanced
data contexts. Less frequently, SVMs and ANNs were used to
capture complex, nonlinear relationships, typically in specialized
modeling scenarios. Regression-based approaches such as the
least absolute shrinkage and selection operator and Ridge
regression were primarily used for feature selection or as
baseline models for comparative purposes.

Across the studies, a consistent set of core sociodemographic
variables was identified. The most commonly included were
age, male or female or intersex, educational level, income,
ethnicity, and geographic location. These factors were primarily
used to predict diagnostic timelines, disparities in access to
treatment, and survival outcomes. However, only a limited
number of studies incorporated broader structural or contextual
variables—such as neighborhood characteristics, transportation
access, or housing conditions—that could enrich model
performance by capturing deeper dimensions of health inequity.

In terms of validation strategies, 10-fold CV was the most
frequently implemented, followed by 5-fold validation in
settings with limited computational resources. Most studies
relied on standard evaluation metrics such as accuracy, area
under the receiver operating characteristic curve, and sensitivity
or specificity, reflecting a predominant focus on internal
performance. However, the use of external validation with
independent datasets was rare, limiting the generalizability of

findings to broader, more diverse populations and real-world
clinical environments.

From an applied perspective, the findings suggest that ML holds
significant promise for identifying and quantifying structural
health disparities in oncology. For the academic research
community, this review highlights the importance of developing
models that explicitly integrate SDoH, moving beyond
individual-level data to encompass contextual and systemic
influences. For clinicians and policymakers, predictive models
incorporating sociodemographic factors offer a valuable
complement to traditional clinical assessments, enabling the
early identification of at-risk populations who might otherwise
be overlooked.

Taken together, these findings underscore the transformative
potential of ML when applied with methodological rigor,
interpretability, and an explicit commitment to equity.
Advancing this field will require not only continued technical
innovation, but also interdisciplinary collaboration and a
deliberate focus on addressing the social and structural
dimensions of cancer prevention, diagnosis, and care.

Limitations
We critically assessed potential threats to the validity of our
SLR based on the Wohlin classification, which provides clear
guidelines for identifying and mitigating such threats [37].

Internal validity threats involve factors that could influence the
reliability and accuracy of our study outcomes. A primary
concern is selection bias, potentially stemming from limitations
inherent in our search strategy and inclusion criteria. To
minimize this risk, we carefully defined explicit and rigorous
inclusion and exclusion criteria, conducting systematic searches
across multiple reputable academic databases. Despite these
measures, the relatively small final sample size (N=19) remains
a limitation. To further reinforce internal validity, we conducted
independent cross-checking and reviews with three domain
experts, ensuring consistency and reliability in the selection and
evaluation of studies.

External validity threats refer to the generalizability of our
findings beyond the specific studies reviewed. A significant
concern here is the representativeness of the primary studies
regarding the broader application of ML to sociodemographic
determinants of cancer. To mitigate this threat, we engaged
external experts in data science and public health to provide
critical insights and feedback on our findings, enhancing the
relevance and applicability across different contexts [7].

Finally, construct validity threats pertain to the accurate
interpretation and generalization of results in alignment with
the study objectives. The primary concern here is potential
subjectivity or bias in interpreting the findings. To address this,
external collaborators participated in the analysis and
classification phases, providing independent perspectives that
strengthened the robustness and objectivity of our conclusions.

Comparison With Prior Work
Several systematic reviews have examined the application of
ML techniques in oncology, but their scope differs significantly
from this study. Adeoye et al [38] evaluated ML models in
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oncology settings with limited resources, identifying gaps in
external validation and clinical adoption, but without providing
a detailed analysis of sociodemographic variables. Hossain Raju
et al [26] reviewed the use of deep learning for breast cancer
risk prediction, focusing mainly on imaging and genomic data.
Kumar et al [39] offered a broad overview of AI in oncology,
emphasizing technical innovation rather than social
determinants. Zeinali et al [40] analyzed the application of ML
in predicting cancer-related symptoms, again with a focus on
clinical variables.

In addition, recent editorials and reviews have highlighted the
need to move toward more interpretable and explainable models.
For example, Hrinivich et al [4] warned about the risks
associated with the lack of interpretability in ML models in
oncology, noting that reliance on opaque systems may amplify
biases and weaken clinical trust. However, while these works
underscore the importance of technical transparency, they do
not systematically address the incorporation of
sociodemographic factors into predictive cancer models.

Our review differs from previous contributions in three main
ways. First, we provide a systematic synthesis of primary studies
in which sociodemographic factors are explicitly integrated into
ML models applied to oncological outcomes, thereby moving
beyond an exclusively clinical or technical lens. Second, we
critically assess methodological limitations—such as the lack
of external validation, limited interpretability, and absence of
fairness metrics—specifically in relation to the inclusion of
sociodemographic data. Third, we connect these findings to
broader discussions of equity and public health, emphasizing
that neglecting social determinants may inadvertently reinforce
inequalities in cancer care. By placing sociodemographic factors
at the center rather than at the periphery, this review addresses
an underexplored yet essential dimension of the field.

Ultimately, our findings contribute meaningfully to the growing
body of literature by illustrating how ML can be leveraged to
deepen our understanding of social inequalities in cancer
outcomes. Rather than treating sociodemographic variables as
peripheral, this study brings them to the forefront of analysis,
offering a more nuanced view of how structural and contextual
factors shape cancer risk, access to care, and treatment
outcomes. These insights can help guide the development of
more inclusive health policies and inform interventions that are
responsive to the realities of diverse and historically underserved
populations.

Conclusions
This review indicates that the integration of sociodemographic
factors into ML models for oncology is still an emerging field,
with a modest evidence base that appears to be steadily growing.
Only 19 primary studies met our inclusion criteria, yet their
collective findings point to the potential benefits of embedding
these variables within predictive frameworks. There is some
evidence to suggest that explicitly accounting for
sociodemographic factors could refine predictive accuracy and
fairness, although these associations remain noncausal. That
said, such conclusions remain tentative, as further research is
needed to substantiate these observations. Looking ahead,
researchers might prioritize enhancing the transparency of these
models, exploring fairness metrics, and considering how such
tools align with the broader goals of health policy. Advancing
these aspects could prove vital in ensuring that ML supports
both precision oncology and equitable public health outcomes.
It is worth noting that, although the variables examined in this
review are those most frequently reported in existing datasets,
future research could benefit from incorporating contextual and
structural determinants to strengthen both fairness and
interpretability in ML-based cancer studies (Multimedia
Appendices 2 and 3).
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ML: machine learning
PICO: population, intervention, comparison, and outcome
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
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SLR: systematic literature review
SVM: support vector machine
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Abstract

Background: Living evidence (LE) synthesis refers to the method of continuously updating systematic evidence reviews to
incorporate new evidence. It has emerged to address the limitations of the traditional systematic review process, particularly the
absence of or delays in publication updates. The emergence of COVID-19 accelerated the progress in the field of LE synthesis,
and currently, the applications of artificial intelligence (AI) in LE synthesis are expanding rapidly. However, in which phases of
LE synthesis should AI be used remains an unanswered question.

Objective: This study aims to (1) document the phases of LE synthesis where AI is used and (2) investigate whether AI improves
the efficiency, accuracy, or utility of LE synthesis.

Methods: We searched Web of Science, PubMed, the Cochrane Library, Epistemonikos, the Campbell Library, IEEE Xplore,
medRxiv, COVID-19 Evidence Network to support Decision-making, and McMaster Health Forum. We used Covidence to
facilitate the monthly screening and extraction processes to maintain the LE synthesis process. Studies that used or developed
AI or semiautomated tools in the phases of LE synthesis were included.

Results: A total of 24 studies were included, including 17 on LE syntheses, with 4 involving tool development, and 7 on living
meta-analyses, with 3 involving tool development. First, a total of 34 AI or semiautomated tools were involved, comprising 12
AI tools and 22 semiautomated tools. The most frequently used AI or semiautomated tools were machine learning classifiers
(n=5) and the Living Interactive Evidence synthesis platform (n=3). Second, 20 AI or semiautomated tools were used for the data
extraction or collection and risk of bias assessment phase, and only 1 AI tool was used for the publication update phase. Third,
3 studies demonstrated the improvement in efficiency achieved based on time, workload, and conflict rate metrics. Nine studies
applied AI or semiautomated tools in LE synthesis, obtaining a mean recall rate of 96.24%, and 6 studies achieved a mean F1-score
of 92.17%. Additionally, 8 studies reported precision values ranging from 0.2% to 100%.

Conclusions: AI and semiautomated tools primarily facilitate data extraction or collection and risk of bias assessment. The use
of AI or semiautomated tools in LE synthesis improves efficiency, leading to high accuracy, recall, and F1-scores, while precision
varies across tools.

Trial Registration: OSF Registries 87tp4; https://osf.io/4fvdq/overview

(J Med Internet Res 2026;28:e76130)   doi:10.2196/76130
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Introduction

Evidence synthesis refers to an approach where data across
studies are identified and combined to gain a clearer
understanding of a body of research [1]. There is typically a
significant gap between the time when a search is performed
and the time when the results are published, often exceeding a
year [2]. Furthermore, only a limited number of reviews are
updated once they have been published [3]. This process can
result in missing evidence, potentially affecting the accuracy
of the findings. The approach of living evidence (LE) synthesis
has been developed to address this challenge.

The method of constantly updating a systematic synthesis of
evidence to incorporate newly available evidence is known as
LE [4]. Elliott et al [5] developed the basis of the LE model in
2014, which effectively incorporates and summarizes new
evidence. The LE synthesis process includes 4 phases: database
searching and eligibility assessment, data extraction or collection
and risk of bias assessment, synthesis and analysis, and
publication update [6]. It has also been adapted in areas such
as network meta-analysis and guidelines. The onset of
COVID-19 increased the incentive to use LE [7]. Unlike
traditional evidence synthesis, which requires the redeployment
of significant resources for updates, the maintenance of an LE
synthesis can require more modest resources [8]. However, LE
synthesis that focuses on evolving topics may have a reduced
reliability compared to traditional evidence synthesis. The
incorporation of artificial intelligence (AI) techniques has the
potential to enhance the reliability of LE synthesis by, for
example, leveraging advanced algorithms to continuously assess
and filter the most relevant and high-quality evidence [9].

The field of AI, which encompasses machine learning, deep
learning, natural language processing, data mining, image
recognition, and computer vision, to name a few, has the
potential to enhance the efficiency of LE synthesis [10,11]. In
2013, Adams et al [11] indicated that leveraging AI to automate
the LE synthesis procedures could simplify the regular updating
and maintenance of evidence. The development of AI systems,
particularly AI based on large language models (LLMs), such
as the generative pretrained transformer, has significantly
advanced natural generative language systems [12]. Various
AI-driven tools have been developed for different phases of LE
synthesis, such as crowdsourcing and task-sharing platforms
like HDAS [13]. However, the performance of the AI techniques
and the phases of LE synthesis where AI is used remain unclear.

Overall, the objectives of this review are (1) to conduct a review
analyzing the phases of LE synthesis that use AI and (2) to

explore whether AI can improve the efficiency, accuracy, or
utility of LE synthesis.

Methods

This is the first version of an LE synthesis. The Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
2020 statement for living systematic reviews (PRISMA-LSR;
Checklist 1) was used as a guide for reporting this LE synthesis
[14]. The review has been registered in the Open Science Forum
[15].

Search Strategy
We systematically searched the Web of Science, PubMed, the
Cochrane Library, Epistemonikos, the Campbell Library, IEEE
Xplore, medRxiv, COVID-19 Evidence Network to support
Decision-making, and McMaster Health Forum for publications
up to April 2, 2025. The details of the search strategy used can
be found in Table S1 in Multimedia Appendix 1. We subscribed
to the Web of Science, PubMed, the Cochrane Library, the
Campbell Library, and IEEE Xplore for monthly dynamic
updates and used Covidence to facilitate the screening and
extraction processes for maintaining an LE synthesis. We plan
to conduct living updates for a 12-month period (from April
2025 to April 2026). The final update is scheduled for April 2,
2026, after which we will assess whether to retire the living
mode based on the following established triggers: (1) evidence
on “the AI application in LE synthesis” has reached
conclusiveness, (2) the topic no longer holds decision-making
value for the field, (3) no new eligible studies emerge during
the 12-month update period, or (4) subsequent resource or
funding support is unavailable [16,17].

Inclusion and Exclusion Criteria
First, the LE synthesis includes living systematic review, living
meta-analysis, living network meta-analysis, living guideline,
living scoping review, living overview, living umbrella review,
and living mapping. In this review, the types of included studies
were classified into 2 categories based primarily on whether a
meta-analysis had been performed. These categories include
the LE synthesis (without a meta-analysis) and living
meta-analysis (with a meta-analysis conducted).

Second, the criteria for inclusion in this review are studies that
use AI or semiautomated tools in the following phases of LE
synthesis: (1) database searching and eligibility assessment, (2)
data extraction or collection and risk of bias assessment, (3)
synthesis and analysis, or (4) publication update [6]. The LE
syntheses from any field were included. In addition, studies that
developed AI or semiautomated tools for LE synthesis were
also included. Textbox 1 provides further details.
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Textbox 1. Inclusion and exclusion criteria for the study.

Inclusion criteria

• The studies using artificial intelligence (AI) or semiautomated tools in the following phases of living evidence (LE) synthesis: (1) database
searching and eligibility assessment, (2) data extraction or collection and risk of bias assessment, (3) synthesis and analysis, or (4) publication
update. A study can be any type of LE synthesis in any field, including but not limited to all scientific journals in the social sciences.

• Studies that developed AI or semiautomated tools for LE synthesis.

Exclusion criteria

• Studies that did not document the use of AI or semiautomated tools in LE synthesis.

• Protocol, commentaries, editorials, letters to the editor, and updating studies.

We excluded studies that did not document the use of AI or
semiautomated tools in LE synthesis. In addition, protocols,
commentaries, editorials, letters to the editor, and updating
studies were also excluded, as shown in Textbox 1.

Third, AI tools are characterized by autonomous learning and
end-to-end decision-making. They enable the independent
execution of data collection, feature extraction, model training,
and inference and generate output results without any human
intervention. However, semiautomated tools incorporate human
review or decision support at critical stages, using a “machine

assistance and human oversight” collaborative paradigm [18,19].
Textbox 2 shows the types of AI or semiautomated tools, where
AI or semiautomated tools were categorized by the application
phases. First, the first segment of the AI or semiautomated tools
for each phase is sourced from Bendersky et al [13]. Second,
the subsequent segment is derived from the work of Khalil et
al [20]. Third, for the final segment, AI or semiautomated tools
were identified and summarized from relevant studies using a
manual search. The AI techniques based on LLMs, such as the
generative pretrained transformer, were also included.

Textbox 2. Artificial intelligence (AI) or semiautomated tools used in the 4 phases of living evidence (LE) synthesis.

Phase 1. Database searching and eligibility assessment

• Segment 1.1: Automatic, continuous database search with push notification, database aggregators (such as HDAS, Epistemonikos), notification
from clinical trial registries, randomized clinical trial classifier, text mining technologies, and automatic retrieval of full-text papers

• Segment 1.2: RCT tagger, LitSuggest, Evidence mapping tool, SRA-Polyglot Search Translator, QuickClinical, HDAS, ROBOTsearch, SRA-word,
frequency analyzer, The Search Refiner, Sherlock, SRA De-duplicate, Distiller, R package-rev tools, Rayyan, EPPI-reviewer, Abstrackr, SRA
helper, LibSVM classifier, Bibot, Active Screener, RobotAnalyst, Swift-Review, Evidence Pipeline, JBI Sumari, EndNote, SARA, eSuRFr,
ParsCit, and Citation searcher

• Segment 1.3: Natural language processing–assisted abstract screening tool, automatic text classifiers supported by deep learning–based language
models, machine learning classifiers, Cochrane Crowd, Living Interactive Evidence (LIvE) synthesis platform, Cochrane RCT classifier, OpenAlex,
Risklick AI, Bayesian classifier, Generative Pretrained Transformer models, and RobotReviewer LIVE

Phase 2. Data extraction or collection and risk of bias assessment

• Segment 2.1: Machine learning information-extraction systems, automated structured data extraction tools for PDFs, machine learning–assisted
RoB tool, data repositories, and linked data

• Segment 2.2: RobotReviewer, DistelleR, JBI Sumari, in-house data extraction tool written in R, statistical package R, ExaCT, Revman, Raptor,
ContentMine, Graph2Data, and Evidence mapping tool

• Segment 2.3: BioMart, MetaInsight COVID-19, LIvE synthesis platform, Open Science Framework (OSF), PsychOpen CAMA, and Generative
Pretrained Transformer models

Phase 3. Synthesis and analysis

• Segment 3.1: Structured data extraction tools, which automatically provide data in a suitable format for statistical analysis; continuous analysis
updating based on availability of structured extracted data; and statistical surveillance of key analysis results, with threshold set for potential
conclusion change

• Segment 3.2: MetaPreg, MetaXL, NetMetaXL, Meta-analyst, Webplotdigitizer, Evidence mapping tool, PRISMA flow diagram generator,
Evidence mapping tool, R package-rev tools

• Segment 3.3: Risklick AI, Web Source Processing Pipeline, LIvE synthesis platform, and generative pretrained transformer models

Phase 4. Publication update

• Segment 4.1: Templated reporting of some report items, automatic text generation tools for synthesis and writing, automatization in the identification
of changes between LSR versions for peer review, and editorial process (such as Archie)

• Segment 4.2: Trial2rev, RevManHAL, DistelleR, SRA replicant writer, SRA-RevMan Replicant, and JBI Sumari

• Segment 4.3: Generative pretrained transformer models
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Study Screening and Data Collection
Two reviewers independently screened the titles and abstracts
of all selected studies, followed by a full-text review. Any
disagreements regarding selection were resolved by a third
researcher. Data were extracted using a predesigned Microsoft
Excel sheet. Two reviewers independently extracted data from
all included studies, including information such as title, first
author, journal, year of publication, LE synthesis type, types of
tool or technology, types of AI or semiautomated tools, phases
of LE synthesis, outcomes, and so forth. Any disagreements
were resolved by a third researcher. During data extraction,
representative outcomes (such as means or ranges) were
prioritized for synthesis, with the range of values considered
subsequently when outcomes were similarly representative.

Methodological Quality Assessment
Given the lack of a standardized tool for assessing the
methodological quality of AI-related studies, the 24 studies
were categorized into 3 types by methodological characteristics
and primary objective (diagnostic test, tool development,
or—when neither applied—a general synthesis) and assessed
for methodological quality using the modified version of the
Quality Assessment of Diagnostic Accuracy Studies version 2
(QUADAS-2) tool, Joanna Briggs Institute (JBI) Critical
Appraisal Checklist for Textual Evidence: Narrative, and
AMSTAR 2 tool. First, 10 studies were assessed with the
modified version of the QUADAS-2 tool: these studies
specifically assessed the application of AI in the database
searching and eligibility assessment phase, which aligns with
a diagnostic test accuracy (DTA) framework. We adopted the
modified version of the QUADAS-2 proposed by Rashid et al
[21-23]. As QUADAS-2 is designed for DTA research contexts,
this framework was only applicable to those studies where one
of the objectives included the application of AI in the database

searching and eligibility assessment phase [21,24,25]. The core
elements of QUADAS-2 were revised to adapt it to AI-related
research scenarios, as follows: “patient” was replaced with
“study,” “index test” with “AI,” “reference standard” with
“comparator,” and “case-control design” with “DTA
framework.” We also constructed a 2×2 table, categorizing
studies into “included” or “excluded” based on both “AI
screening results” and “reference/original systematic review
(SR) screening results,” with counts denoted as a, b, c, and d,
respectively. The details of the modified QUADAS-2 are
provided in Table S2 in Multimedia Appendix 1. Second, 5
studies, which specifically developed AI or semiautomated tools
for LE synthesis without DTA-related accuracy evaluation and
were not designed as LE synthesis themselves, were assessed
using the JBI Critical Appraisal Checklist for Textual Evidence:
Narrative [26]. Third, 9 studies, which were designed as LE
syntheses without DTA-related accuracy evaluation and not
primarily focused on AI or semiautomated tool development
(or tool development was only an auxiliary means), were
assessed using the AMSTAR 2 tool [27,28]. The details are
shown in Tables S3 and S4 in Multimedia Appendix 1. All of
the included studies were evaluated independently by 2
reviewers (RL and ZY), and disagreement was resolved by a
third reviewer (ZL). The LE synthesis did not involve a
statistical combination of results (meta-analysis), as its aims
were to document the phases of LE synthesis where AI is used
and to investigate whether AI improves the efficiency, accuracy,
or utility of LE synthesis. Therefore, several systematic review
procedures—including sensitivity analyses, reporting bias
assessment, certainty assessment, and investigations of
heterogeneity—were not used.

Data Analysis
This review conducted 3 complementary analyses, as shown in
Figure 1.

Figure 1. Road map for the use of artificial intelligence (AI): applications and extractable clinical outcomes across 4 phases of living evidence synthesis.
LE: living evidence.

Analysis 1: Phases of LE Synthesis Utilizing AI or
Semiautomated Tools
We analyzed the prevalence and distribution of AI or
semiautomated tools across 4 phases of LE synthesis. Phase 1

is database searching and eligibility assessment. This process
includes going through the databases, retrieving the results,
importing them into the citation management software, removing
any duplicate results, and assessing their eligibility individually.
Phase 2 is data extraction or collection and risk of bias
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assessment; once the eligibility of studies has been verified and
they have been included in the review process, it becomes
crucial to systematically extract and collect information about
their main characteristics and results. Additionally, it is very
important to assess the risk of bias associated with the conduct
and methodology used in the studies. In phase 3—synthesis and
analysis—the data that have been assessed to conform to the
criteria are integrated, and the data are analyzed. In phase
4—publication update—after going through the aforementioned
phases 1-3, sections of a review are generated based on their
results, and conclusions are updated.

Analysis 2: AI or Semiautomated Tools Used in LE
Synthesis
First, the types of AI or semiautomated tools applied in each
LE synthesis phase were investigated. Second, the frequency
of AI or semiautomated tools applied in the LE synthesis was
analyzed.

Analysis 3: Primary Outcomes Investigating AI or
Semiautomated Tools in LE Synthesis
The impact of applied AI or semiautomated tools in LE synthesis
was analyzed across 3 outcomes [29]. First, efficiency, defined
as the relationship between the time required to complete a
workload and the workload itself, was evaluated to determine
whether either the duration or workload was reduced with the
use of AI or semiautomated tools. This outcome may be
described as time reduction, workload reduction, and conflict
rates with and without the tool.

Second, accuracy is used to assess performance with and without
AI or semiautomated tools. It may be described as accuracy,
recall, precision, F1-score, area under the receiver operating
characteristic curve, number needed to read, and study relevance.
In addition, we calculated the overall mean recall and mean
F1-score using the following formula:

Mˉ=1N ∑i=1NMi

where Mi is the representative value for study i, defined as the
reported single value, if provided, or the midpoint of the reported
range [L, U], calculated as (L+U)/2, if a range was provided.
N is the number of studies reporting that metric [30,31].

Third, utility is used to assess whether user decisions align with
those of AI or semiautomated tools, including user consistency,
user satisfaction, perceived ease of use, and study quality.

Results

Search Results
Out of 9180 studies, 24 studies applied AI or semiautomated
tools in LE synthesis, including 17 LE syntheses (4 developing
tools) and 7 living meta-analyses (3 developing tools), as shown
in Figure 2 [29,32-54]. In addition, 8 studies exclusively applied
AI tools in LE synthesis, 11 studies exclusively applied
semiautomated tools, and 5 studies utilized both AI and
semiautomated tools. The basic characteristics of the included
studies are shown in Table S5 in Multimedia Appendix 1. The
details of the studies excluded at the full-text eligibility stage
with reasons are shown in Table S6 in Multimedia Appendix 1
[5,9,55-75].

Figure 2. Database search flow diagram. LE: living evidence.

J Med Internet Res 2026 | vol. 28 | e76130 | p.132https://www.jmir.org/2026/1/e76130
(page number not for citation purposes)

Song et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Methodological Quality of Included Studies
We conducted a methodological quality assessment of 10 studies
using a revised QUADAS-2 tool within the DTA framework
[29,32,35,36,42-44,51,52,54]. All studies were assessed as
low-risk in the “Study selection,” “Index test (AI),” and
“Reference (comparator)” domains. While none of the studies
specified the time interval between the task execution of AI and
comparator-based analysis, all were determined as low-risk in
the “Flow and timing” domain. Additionally, we did not identify
any applicability concerns, as all studies were classified as
low-risk in the “Applicability” domain (Table 1). Five studies
were subjected to methodological quality assessment using the
JBI Critical Appraisal Checklist for Textual Evidence: Narrative

[41,46,48-50]. Four studies obtained a score of 5/6, with a
narrative appraisal of “Exclude” owing to failure to meet the
narrative classification criterion [41,46,48,49]. One study
achieved a full score of 6/6 and was thus appraised as “Include”
(Table S7 in Multimedia Appendix 1) [50]. In addition, we
conducted a methodological quality assessment of 9 studies
using AMSTAR 2 [33,34,37-40,45,47,53]. The methodological
quality scores of the included studies ranged from 11 to 15.
Overall, the methodological quality of eight studies
[34,37-40,45,47,53] was rated as moderate, while only 1 study
[33] was rated as low in methodological quality. The most
common limitation was that the authors failed to provide a list
of excluded studies (Table S8 in Multimedia Appendix 1).

Table . Summary of modified Quality Assessment of Diagnostic Accuracy Studies version 2 (QUADAS-2) assessments for studies using artificial
intelligence (AI) or semiautomated tools in the database searching and eligibility phase of the living evidence (LE) synthesis process.

Applicability concernRisk of biasAuthor, year

Reference (com-
parator)

Index test (AI)Study selectionFlow and timingReference (com-
parator)

Index test (AI)Study selection

LowLowLowLowLowLowLowKnafou et al [32]
(2023)

LowLowLowLowLowLowLowPerlman-Arrow
et al [29] (2023)

LowLowLowLowLowLowLowChou et al [35]
(2020)

LowLowLowLowLowLowLowKamso et al [36]
(2023)

LowLowLowLowLowLowLowMarshall et al
[42] (2023)

LowLowLowLowLowLowLowHaas et al [43]
(2021)

LowLowLowLowLowLowLowVaghela et al
[44] (2021)

LowLowLowLowLowLowLowShemilt et al
[51] (2024)

LowLowLowLowLowLowLowLe-Khac et al
[52] (2024)

LowLowLowLowLowLowLowHair et al [54]
(2024)

Types and Frequency of AI or Semiautomated Tools
in LE Synthesis
A total of 34 AI or semiautomated tools were involved,
including 12 (35.3%) AI tools and 22 (64.7%) semiautomated
tools, as shown in Multimedia Appendix 2. The most frequently
used AI or semiautomated tools were machine learning
classifiers (n=5), followed by the Living Interactive Evidence
(LIvE) synthesis platform (n=3), AD-SOLES (n=2), Covidence
(n=2), and MAGICapp (n=2).

Phases of AI or Semiautomated Tools Application in
LE Synthesis
There were 18 AI or semiautomated tools for database searching
and eligibility assessment, 20 for data extraction or collection
and risk of bias assessment, and 10 for synthesis and analysis.
However, only 1 AI tool was used for publication updates. Out
of all the tools, RobotReviewer LIVE can be used for all phases
of LE synthesis, as shown in Textbox 3.
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Textbox 3. Types of artificial intelligence (AI) or semiautomated tools applications in the 4 phases of living evidence (LE) synthesis.

Phase 1. Database searching and eligibility assessment

• LIvE platform, automatic text classifiers, machine learning ensemble classifier, Natural language processing–assisted abstract screening tool,
machine learning classifiers, machine learning, PICO annotators, STAR tool, AD-SOLES, Covidence, rcrossref, openalexR, RISmed, RobotReviewer
LIVE, Risklick AI, metaCOVID application, supervised text classification models, and text mining techniques

Phase 2. Data extraction or collection and risk of bias assessment

• LIvE platform, web-based interactive app, open-source living systematic review application, Covidence, AD-SOLES, Google Refine tool, script,
REDASA, RobotReviewer LIVE, Risklick AI, Metainsight COVID-19, metaCOVID application, information extraction techniques, EndNote,
semiautomated model, supervised text classification models, text mining techniques, GPT-4-turbo, Claude-3-Opus, and EPPI-Reviewer

Phase 3. Synthesis and analysis

• LIvE platform, MAGICapp, Trial sequential analysis (TSA) software, AD-SOLES, ODDPub, RobotReviewer LIVE, script, Metainsight COVID-19,
metaCOVID application, and Dynameta

Phase 4. Publication update

• RobotReviewer LIVE

Impact of AI or Semiautomated Tools on LE Synthesis

Overview
A total of 10 (41.7%) studies reported on the impact of AI or
semiautomated tools on LE synthesis in terms of efficiency,

accuracy, or utility in the database searching and eligibility
phase or the data extraction or collection and risk of bias
assessment phase. Table 2 provides a description of the outcome
metrics in the included studies.
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Table . Summary of the indicator terms for outcome metrics in the included studies.

ExplanationMetrics

Efficiency

AIa or semiautomated tools were used to save time. Only 2 (8.3%) studies
reported on time saving [29,35]. Specifically, Perlman-Arrow et al [29]

    Time

reported a 45.9% reduction in screening time per abstract in the database
searching and eligibility phase. Chou et al [35] estimated the time saving
ranged from 2.0 to 13.2 hours in the database searching and eligibility
phase.

Two (8.3%) studies reported on workload metrics related to the use of AI
or semiautomated tools [29,42]. Perlman-Arrow et al [29] reported that

    Workload

the semiautomated tool completed 68% of the workload in the database
searching and eligibility phase. Marshall et al [42] found that manual
screening had an efficiency rate of 23% in obtaining 31 abstracts, whereas
AI achieved a rate of 55%, demonstrating an efficiency improvement of
approximately 140% in the database searching and eligibility phase.

The efficiency of abstract screening decreases as the number of conflicting
votes increases [29]. Perlman-Arrow et al [29] reported a reduction in

    Conflict rates with and without the tool

conflict rates from 8.32% to 3.64% with the use of semiautomated tool in
the database searching and eligibility phase.

Accuracyb

Precision refers to the ratio of accurately categorized documents among
all the documents that the model assigns to a particular class [32]. Eight
(33.3%) studies reported on precision [29,32,35,42,43,51,53,54].

    Precision

1. Khan et al [53] reported a precision rate of even 100% using AI in
the data extraction or collection and risk of bias assessment phase.

2. Perlman-Arrow et al [29] and Haas et al [43] reported precision rates
of 92.10% and 96.07%, respectively, using AI or semiautomated
tools in the database searching and eligibility phase.

3. Hair et al [54] reported that the average precision rate using AI is
about 84.5% in the database searching and eligibility phase.

4. Shemilt et al [51] reported a precision rate of 50%‐86% using AI
in the database searching and eligibility phase.

5. Marshall et al [42] reported a precision rate of 55% using AI in the
database searching and eligibility phase.

6. Knafou et al [32] reported a precision rate of only 29.69% using AI
in the database searching and eligibility phase.

7. However, Chou et al [35] reported a precision rate of only 0.2%‐
8% using AI in the database searching and eligibility phase.

Recall (also known as sensitivity) refers to the fraction of positive docu-
ments that have been accurately identified among all documents for the

    Recallc

specified class [32]. Nine (37.5%) studies reported on recall
[29,32,35,36,42,43,51,53,54]. All studies reported recall rates in excess
of 87%. The average value was about 96.24%.
1. Perlman-Arrow et al [29], Chou et al [35], and Marshall et al [42]

found recall rates of even 100% using AI or semiautomated tools in
the database searching and eligibility phase.

2. Knafou et al [32], Haas et al [43], and Kamso et al [36] reported a
recall rate of 89%, 99.25% and 99.3%, respectively, using AI in the
database searching and eligibility phase.

3. Shemilt et al [51] reported a recall rate of 94%‐99% using AI in
the database searching and eligibility phase.

4. Khan et al [53] reported a recall rate of 92%‐96% using AI in the
data extraction or collection and risk of bias assessment phase.

5. Hair et al [54] reported that the average sensitivity rate using AI is
about 95.1% in the database searching and eligibility phase.
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ExplanationMetrics

F1-score refers to the balanced harmonic average between the model pre-
cision and recall [32]. Six (25%) studies reported on F1-score
[29,32,43,52-54]. All studies reported F1-score between 80.47% and 99%
after using AI. The average value was about 92.17%.
1. Knafou et al [32], Perlman-Arrow et al [29], and Haas et al [43] re-

ported an F1-score of 89.2%, 92.6%, and 97.59%, respectively, using
AI or semiautomated tools in the database searching and eligibility
phase.

2. Le-Khac et al [52] reported an F1-score of 87% using AI in the data
extraction or collection and risk of bias assessment phase.

3. Khan et al [53] reported F1-scores between 96% and 98% after using
AI in the data extraction or collection and risk of bias assessment
phase.

4. Hair et al [54] reported that the average F1-score using AI is about
89.6% in the database searching and eligibility phase.

    F1-scorec

AUC-ROC calculates the area under the curve between the true positive
rate and the false positive rate [32]. Knafou et al [32] reported higher
AUC-ROC performance using AI in the database searching and eligibility
phase and had an AUC-ROC performance of 94.25%‐94.77%.

    Area under the receiver operating characteristic curve (AUC-ROC)

NNR refers to the total number of literature considered within the search
divided by the number of literature included from the search [35]. Only 2
(8.3%) studies reported on NNR [29,35]. Perlman-Arrow et al [29] reported
an NNR between 1.086 and 1.125 after using a semiautomated tool in the
database searching and eligibility phase. Chou et al [35] reported an NNR
between 15 and 100 after using AI in the database searching and eligibility
phase.

    Number needed to read (NNR)

Vaghela et al [44] reported on studies included after searching using AI,
and 50.49% were considered relevant to the query in the database searching
and eligibility phase.

    Article relevance

Utility

Perlman-Arrow et al [29] reported that the average satisfaction of users
with the tool reached 4.2/5 in the database searching and eligibility phase.

    User satisfaction

Kamso et al [36] reported that consistency in the use of AI between 2 re-
viewers was assessed using percentage agreement and Kappa scores, re-
vealing a range of percentage agreement from 79.0% to 96.0%, and a
variation in Kappa scores from moderate (0.40) to substantial (0.63) in
the database searching and eligibility phase.

    Consistency

Vaghela et al [44] reported that 64.53% of the included studies possess
reliable quality in the database searching and eligibility phase.

    Article quality

aAI: artificial intelligence.
bKamso et al [36] achieved an accuracy ranging from 75.9% to 96.9% in research classification using AI in the database searching and eligibility phase.
Khan et al [53] reported that the collaborative large language models’ accuracy, based on concordant responses in the prompt set, reached 99% in the
data extraction or collection and risk of bias assessment phase.
cThe overall mean recall (96.24%) and F1-score (92.17%) are the simple averages of study-level values from Table S5 in Multimedia Appendix 1. For
studies reporting a range, the midpoint was used as the study-level value.

Efficiency Enhancements Through AI or Semiautomated
Tools in LE Synthesis
Three studies showed improved efficiency in the database
searching and eligibility phase in terms of 3 indicator terms. A
total of 2 (8.3%) studies [29,35] reported on time saving with
AI or semiautomated tools, 2 (8.3%) studies [29,42] reported
on workload metrics related to the use of AI or semiautomated
tools, and 1 study [29] reported a reduction in conflict rates with
the use of semiautomated tool, which consequently increases
the efficiency.

Accuracy Improvements With AI or Semiautomated
Tools in LE Synthesis
A total of 9 and 6 studies that applied AI or semiautomated
tools in LE synthesis reported a mean recall rate and a mean
F1-score of 96.24% and 92.17%, respectively. While Khan et
al [53] reported a precision rate of even 100% achieved using
AI in the data extraction or collection and risk of bias assessment
phase. However, in 7 studies, the reported precision rates varied
significantly, ranging from 0.2% to 96.07% in the database
searching and eligibility phase.
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Utility of AI or Semiautomated Tools in LE Synthesis
Three studies reported on the utility of AI or semiautomated
tools in the database searching and eligibility phase of LE
synthesis, including user satisfaction, consistency, and study
quality. Consistency in the use of AI between 2 reviewers was
assessed using percentage agreement and Kappa scores [36].

Discussion

Principal Findings
AI or semiautomated tools are actively used to facilitate the
process of LE synthesis. We conducted this review to identify
the phases of LE synthesis that use AI and explore whether AI
can improve the efficiency, accuracy, or utility of LE synthesis.

AI or semiautomated tools have been increasingly used in LE
synthesis, particularly in living systematic review. This review
discovered that AI or semiautomated tools are most commonly
used for data extraction or collection and risk of bias assessment.
However, only a few studies have addressed the use of AI or
semiautomated systems for publication updates, highlighting
the need for further development in this phase.

Diverse types of AI or semiautomated tools were identified in
this study. These include the LIvE synthesis platform,
AD-SOLES, metaCOVID application, and RobotReviewer
LIVE, which are utilized in multiple phases of LE synthesis,
indicating their versatility and potential for wider adoption
[37,39,40,42,47,54]. The most frequently used AI or
semiautomated tools were machine learning classifiers, the LIvE
synthesis platform, Covidence, AD-SOLES, and MAGICapp.
Furthermore, the rapid rise of AI tools involving LLM types,
such as GPT-4-turbo and Claude-3-Opus, has led to their use
in LE synthesis. These tools can be suitable for application in
multiple or even all phases of LE synthesis, especially in the
publication update phase. The application of LLMs to further
enhance the efficiency, accuracy, and utility of LE synthesis
remains a key focus for researchers and practitioners.

Governments worldwide, particularly those in leading AI nations
such as China, the United States, Germany, the United Kingdom,
France, and Canada, are especially emphasizing the
transformative impact of AI on research and decision-making
processes [76,77]. Funding from various sources, including the
Economic and Social Research Council, reflects a strong
financial commitment to advancing AI technologies in evidence
synthesis. Furthermore, a growing number of AI guidance and
organizations are emerging to embrace the opportunity that AI
has taken in producing LE synthesis. For example, Responsible
AI in Evidence SynthEsis has provided recommendations for
the main roles of responsible AI in the evidence synthesis
ecosystem that are involved in responsible AI use [78].
Furthermore, organizations such as ALIVE aim to improve
societal outcomes by producing and utilizing timely, trustworthy,
and affordable evidence.

Challenges remain in the application of AI in LE synthesis.
Machine learning classifiers suffer from low precision and
varying efficiency across different topics [35]. As an example,
RobotReviewer LIVE faces challenges in performance
variability for complex reviews, limited study types, and data

source constraints [42]. Therefore, further research aimed at
enhancing the adaptability and stability of AI across various
research areas is urgently needed. In addition, ethical issues,
data protection measures, and transparency in AI-driven LE
synthesis are also key challenges that need to be addressed [79].
At the ethical level, AI is prone to selection bias due to the
skewness of its training data, which impairs the inclusivity of
evidence, and the mechanism of responsibility attribution
remains unclear [80]. Data protection is another area that faces
challenges, as research data required for AI training often
contain sensitive information, and existing anonymization
technologies cannot fully avoid the risk of privacy breaches
[81]. Cost considerations in the implementation of AI tools,
including initial investment, ongoing operational costs, training
expenses, and requirements for hardware and software resources
also constitute a significant issue [82].

Policymaking involves judgment, making it more of an art than
a science, whereas science is primarily driven by evidence and
shapes evidence-informed policymaking [83]. Study has
indicated that relying solely on systematic reviews for
policymaking is far from sufficient; instead, policymakers need
to obtain a more diverse range of synthesized evidence to
underpin decision-making [84]. The LE synthesis, especially
by incorporating AI into evidence production, can deliver
updated evidence to facilitate evidence-informed policymaking.
AI could revolutionize policymaking by facilitating ongoing
assessments, ensuring that the policies remain aligned with the
latest evidence and evolve in response to new information as it
emerges [2,5,85]. Furthermore, AI enables policymakers to
continuously monitor and assess policies throughout their
lifecycle, which allows adaptation to shifting circumstances and
evolving societal needs in real time [86]. Furthermore, the
advancement of AI capabilities, particularly through LLMs,
adds a deeper analytical layer; LLMs can provide nuanced
insights and help predict future research directions relevant to
policymaking [87]. The application of AI in LE synthesis could
transform policy decision-making, advancing policy formulation
for policymakers.

Recent advances in AI provide researchers with new
transformative capabilities [79]. Van Dijk et al [88] indicated
that AI tools are a promising innovation in the current practice
of systematic evaluation, and researchers have reported positive
experiences with these tools. The use of AI enhances efficiency
by significantly reducing researchers’ time and workload [2,89].
Manion et al [90] indicated that natural language processing
could enhance accuracy and reduce errors through a
“human-in-the-loop” approach. The application of AI in LE
synthesis has considerably benefited researchers, significantly
enhancing their research capabilities.

This LE synthesis will retain its living mode beyond the present
publication, consistent with the methodology. This decision is
based on two key considerations: (1) the predefined retirement
triggers have not been triggered and (2) the Safe and
Responsible Use of AI Working Group (Working Group 3) and
the Methods & Process Innovation Working Group (Working
Group 4) of the Evidence Synthesis Infrastructure Collaborative
will benefit from the continuous updates from this LE synthesis
to support their future research initiatives [91-94].
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Future Research Directions
In the above discussion, we have suggested the advancement
of future work across multiple dimensions. From a technical
point of view, efforts are needed to address limitations of
existing AI tools, such as inadequate precision and poor
adaptability, while deepening research into the LLM applications
in the publication update phase of LE synthesis. In the realm
of ethics and data governance, it is essential to establish
responsibility attribution mechanisms and cross-regulatory data
governance frameworks, as well as enhance evidence inclusivity
and mitigate privacy risks through algorithmic optimization.
Methodologically, we recommend the establishment of a
standardized evaluation system for AI applications and refining
research design and quality assessment protocols to strengthen
the evidence base.

Strengths and Limitations
The strengths of this review include the following: (1) it
systematically analyzes the types of AI and semiautomated tools
used across the 4 phases of LE synthesis and (2) it provides
insights into the opportunities and challenges of using AI or
semiautomated tools in LE synthesis regarding efficiency,

accuracy, and utility. However, this review still has a few
limitations. First, study screening was based on whether the
studies reported on the tools used in LE synthesis. Second,
studies that did not document the use of AI or semiautomated
tools in LE synthesis were excluded from this review, which
may introduce bias. Third, the focus of our search strategy on
“living evidence” terminology may have excluded studies
describing AI tools for review updates that used different
terminology.

Conclusion
Researchers are actively utilizing various AI and semiautomated
tools in LE synthesis, primarily for data extraction or collection
and risk of bias assessment, while their application in updating
publications remains limited. The use of AI or semiautomated
tools in LE synthesis improves efficiency in the database
searching and eligibility phase and accuracy in the database
searching and eligibility phase, as well as in the data extraction
or collection and risk of bias assessment phase. The AI or
semiautomated tools demonstrate high accuracy, recall, and
F1-scores, while precision varies across tools. AI or
semiautomated tools also demonstrate good performance in
terms of utility in the database searching and eligibility phase.
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Abstract

Background: Global digitalization continues to advance, extending its influence into medicine and health care systems worldwide.
In recent years, substantial advancements have been made in the research and development of artificial intelligence (AI), raising
questions about its potential in medicine. The integration and application of AI in intensive care medicine, particularly in sepsis
treatment, presents significant potential for advancing patient outcomes and enhancing patient-relevant benefits. However, a
comprehensive and systematic overview of the full spectrum of patient-relevant benefits associated with AI-based clinical decision
support systems (CDSS) remains lacking.

Objective: This scoping review aimed to identify and categorize evidence on patient-relevant benefits of AI-based CDSS in
sepsis care.

Methods: Systematic research was conducted in 4 electronic databases: MEDLINE via PubMed, Embase, the ACM Digital
Library, and IEEE Xplore. In addition, a comprehensive search on the websites of relevant international organizations, along
with a citation search of the included articles, was conducted. Articles were included if they (1) focused on sepsis and (2) described
patient-relevant benefits of AI-based CDSS. Articles published between January 1, 2008, and March 2, 2023, were considered
for inclusion. Study selection was performed independently by 2 reviewers. The manuscript was drafted in accordance with the
PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist.
The analysis of the included articles was conducted using the program MAXQDA (VERBI Software GmbH), with systemization
finalized in a consensus workshop.

Results: A total of 3368 records were identified across the 4 databases, of which 24 met the inclusion criteria and were included
in the scoping review. The additional search on international websites and in reference lists identified 6 more relevant articles,
resulting in 30 included studies. Of these, 20 were quantitative, comprising 7 prospective and 13 retrospective designs. In addition,
1 qualitative study, 1 mixed methods study, 6 review articles, and 2 articles from institutional websites were included.
Patient-relevant benefits were systematized in six main categories: (1) prediction, (2) earlier treatment and prioritization of
high-risk patients, (3) individualized therapy, (4) improved patient outcomes (including improved Sequential Organ Failure
Assessment score, reduced length of stay, and reduced mortality), (5) general improvements in care, and (6) reduced readmission
rate.

Conclusions: This scoping review underscores the potential of AI-based CDSS to positively impact patient-relevant benefits,
particularly in sepsis care, where they demonstrate considerable promise for improving intensive care. However, the majority of
the identified studies rely on retrospective database analyses. Future research should focus on validating these findings through
prospective studies.

(J Med Internet Res 2026;28:e76772)   doi:10.2196/76772
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Introduction

The treatment of infectious diseases has historically resulted in
medical progress, exemplified by antibiotics and vaccines.
Despite all medical advances, infections remain a major global
cause of morbidity and mortality [1,2]. Sepsis, defined as
“life-threatening organ dysfunction caused by a dysregulated
host response to infection” [3], remains among the top
contributors to worldwide mortality. It accounts for 30%‐50%
of all hospital deaths in high-income countries, such as the
United States [1], and approximately 11 million annual deaths
worldwide [2]. Sepsis is a heterogeneous syndrome with variable
phenotypes and outcomes. Thus, the interpretation of initial
symptoms can be difficult for health care providers [3,4].

The effectiveness and accuracy of established rule-based scoring
systems used for the assessment of patients in the intensive care
unit (ICU), such as the systemic inflammatory response
syndrome (SIRS) criteria, which were historically of importance,
the sequential organ failure assessment (SOFA) score or the
quickSOFA (qSOFA) score, the acute physiology and chronic
health evaluation II (APACHE II) score, or the national early
warning score 2 (NEWS2), is limited. This is partly because
these scoring systems are not always specifically developed for
sepsis patients and are therefore of limited use to health care
providers in this context [5,6]. Nevertheless, timely
identification and treatment are crucial to enhance patient
outcomes [7-9], as untreated sepsis can progress to septic shock,
exacerbating the patient’s condition [10] and leading to multiple
organ failure, which carries an even higher mortality rate than
sepsis itself [11].

This is where recent developments in artificial intelligence (AI)
become particularly relevant, as they are considered to hold
substantial potential for improving sepsis diagnostics. Especially
machine learning (ML), a branch of AI, has the ability to rapidly
analyze vast amounts of data, exceeding human capacity to
process. By evaluating numerous data points, ML can derive
conclusions and recognize correlations that a human health care
provider would be incapable of identifying. This is why ML is
well-suited as a technological foundation for clinical decision
support systems (CDSS), particularly in the complex clinical
picture of sepsis [3]. The use of ML in the development of CDSS
can make the sepsis diagnosis more reliable, with the prospect
of long-term improvements in patient outcomes. Machine
learning algorithms (MLAs) demonstrated potential to enhance
patient-relevant benefits in distinct studies. Documented benefits
include, for example, reductions in sepsis-related mortality and
the average hospital length of stay (LOS). Additionally, MLAs
facilitate earlier interventions, such as the timely administration
of antibiotics [12-14].

Despite the high clinical relevance of sepsis and significant
advancements in both the availability of digital patient data and
in the field of ML, the real-world application of AI-based CDSS
remains negligible. The majority of these algorithms remain in

the prototype phase, with deployment limited to a single hospital
or a single hospital operator. This gap is highlighted by an
analysis of the Food and Drug Administration’s database of
medical devices using AI or ML. As of April 2025, none of the
over 1000 listed products are specifically dedicated to intensive
care [15], the medical field at the forefront of sepsis treatment.
This illustrates the discrepancy between technological progress
and its real-world implementation in the critical care
environment. For AI-based CDSS to be successfully
implemented in clinical practice, it is a necessary prerequisite
that they demonstrate tangible added value. Accordingly,
patient-relevant benefits should constitute a primary focus.

The research objective of the present study differs from those
of previous scoping reviews on AI-based CDSS in sepsis care.
Certain reviews focused specifically on neonatal [16] or
pediatric [17] sepsis, whereas others concentrated on tasks for
which MLAs were designed—such as risk assessment, treatment
planning, or process support—and thus focused on the process
of medical service delivery rather than on actual patient-relevant
benefits [18] or on the actual design of the CDSS and its
intended users [19]. Importantly, none of the aforementioned
reviews [16-19] focused exclusively on patient-relevant benefits.
Furthermore, several existing scoping reviews used narrow
methodological approaches, for example, being restricted to a
single ML method [17] or considering only antibiotic treatment
of sepsis [16]. To the authors’ knowledge, no other scoping
review has explicitly examined the patient-relevant benefits of
AI-based CDSS in the context of sepsis while applying a broad
and exploratory methodological approach, without restrictions
regarding the ML methods used or the types of patient-relevant
benefits assessed. Accordingly, the objective of the present
study is to identify patient-relevant benefits of AI-based CDSS
in sepsis care compared with the current standard of care,
thereby addressing this research gap, as patient-relevant benefits
constitute a meaningful benchmark for evaluating the value of
any medical innovation. In this context, a taxonomy of benefits
comprising 6 main categories has been developed.

This scoping review was conducted within the framework of
the KI@work (User-Oriented Requirements for AI-Based
Clinical Decision Support Systems) project, which is funded
by the German Federal Joint Committee (funding code:
01VSF22050). The research project is led by the Institute for
Health Care Management and Research at the University of
Duisburg-Essen. Consortium partners include the Department
of Anesthesiology, Intensive Care Medicine and Pain Therapy
at the University Hospital Knappschaftskrankenhaus Bochum,
the Knappschaft Kliniken GmbH, the Department of Medical
Informatics, Biometry and Epidemiology at the Ruhr University
Bochum and the German Sepsis Society. This scoping review
addressed 2 additional research questions. However, to ensure
a coherent presentation of the findings, this article focuses
exclusively on patient-relevant benefits.
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Methods

Overview
This scoping review is based on the methodology framework
of the Joanna Briggs Manual for evidence synthesis [20], a
further development of the work of Arksey and O’Malley [21]
and Levac et al [22]. The review process followed the five stages
originally described by Arksey and O’Malley: (1) identifying
the research question, (2) identifying relevant studies, (3) study
selection, (4) charting the data, and (5) collating, summarizing,
and reporting the results [21]. The manuscript was prepared
according to the PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses extension for Scoping
Reviews) checklist by Tricco et al [23] (Checklist 1). As scoping
reviews encompass a broad range of study types in order to
present a comprehensive overview of the research field [20-22],
comparability between studies is limited. Consequently, no
formal quality appraisal was conducted. Although no distinct
protocol for the scoping review was published, the methodology
was described in detail in a protocol for the overarching
multimethod research project [24].

Search Strategy
The development of the search strategy commenced with an
initial limited search in MEDLINE via PubMed and Embase to
identify relevant search terms. Subsequently, the identified
terms were discussed in recurring team discussions within the
consortium. In a third step, the consented search terms were
combined into search queries.

The electronic databases MEDLINE via PubMed, Embase, as
well as the ACM Digital Library and IEEE Xplore, were
searched for relevant literature on March 2, 2023. The databases
were selected to ensure that the interdisciplinary research
question could be adequately addressed from both a medical
and a computer science perspective. The search string was
developed using the PCC (population=persons with or at risk
of sepsis, concept=CDSS, and context=AI) framework. The
MEDLINE via PubMed search string was quality-assured by
the chief librarian at the library of the University Medical Centre
Essen before the database search was conducted. The other 3
search strings were developed based on the same quality
assurance principles as the MEDLINE via PubMed search query.
The individual search terms were limited to occurrences in title,
abstract, and keyword searches but were supplemented by
indexing terms (MeSH and Emtree) and truncations. The final
search strategies for each database can be found in Multimedia
Appendices 1-4.

In agreement with ML experts (NT, HN), the search was limited
to articles published in the last 15 years. Further explanation
for the time restriction is provided in the discussion of this
article. The search was restricted to English and German. In
cases of missing full texts, the interlibrary loan service of the
University of Duisburg-Essen was used. If that approach was
not successful, the reviewers contacted the respective authors
of the papers of interest. The identified citations were imported
into the reference management program Endnote 20 (Clarivate
Analytics).

In addition to the systematic search of electronic databases, a
structured search for gray literature (eg, working papers and
guidelines) from various governmental and nongovernmental
stakeholders was conducted via their websites. The selection
of countries included in the search was based on the results of
the Bertelsmann #SmartHealthSystem study, which examined
the degree of digitalization of various health care systems in
2018. It was assumed that the prospect of identifying
information on AI-based CDSS would be particularly high in
countries with highly digitalized health care systems. According
to the Bertelsmann study, this applies to the health care systems
of Canada, Denmark, Estonia, Israel, and Spain. In addition, 3
large economies—Germany, the United Kingdom, and the
United States—were included in the structured research.
Alongside institutional websites from these countries, websites
of relevant international stakeholders were also examined. These
included the World Health Organization (WHO) and the
Organisation for Economic Co-operation and Development
(OECD), as well as websites of international sepsis, intensive
care, and medical informatics associations. Further information
about included websites can be found in Multimedia Appendix
5. To supplement further evidence, reference lists of articles
identified through the systematic and structured search were
screened, and the cited articles were subsequently assessed for
eligibility. If eligible, the referenced articles were included in
the scoping review.

Eligibility Criteria
Exploratory research and internal discussions contributed to the
development of inclusion and exclusion criteria, which were
refined iteratively during the initial stages of the research
process. The search strategy was designed to address 3 different
research questions. Studies were considered for inclusion if they
described (1) patient-relevant benefits of AI-based CDSS in the
context of sepsis as well as (2) problems in their development,
implementation, or application, or (3) suggestions for improving
these processes. Patient-relevant benefits were identified entirely
exploratively and categorized independently of existing
frameworks, allowing AI-based CDSS benefits to be classified
without reliance on established definitions or patient-relevant
endpoints. This approach provides a comprehensive and
complete overview of the potential benefits of this emerging
technology, without constraining the findings of this paper to
predefined frameworks and definitions. Patient-relevant benefits
were defined as the positive impact of an intervention on
patients, irrespective of whether these comprise general
qualitative observations or specific, measurable quantitative
endpoints. Specific inclusion and exclusion criteria were
developed for each research question to ensure a tailored
approach to the unique scope of each question. AI was defined
as ML-based algorithms that operate as a “black box” for the
user (physician or caregiver), meaning their output is not directly
interpretable for health care providers. Consequently, all
ML-based technologies developed through data-driven training
and sufficiently complex to preclude full comprehension by the
user were eligible for inclusion. In contrast, rule-based
algorithms, such as those relying on SIRS or SOFA criteria, did
not meet this definition and were therefore excluded in this
review. Moreover, earlier diagnosis facilitated by AI-based
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CDSS was not considered a patient-relevant benefit, as earlier
diagnosis itself has no impact on patient outcomes. It is the
interventions that follow an earlier diagnosis—such as increased
attention by health care providers to patients developing sepsis
or earlier initiation of treatment—that positively influence
patient-relevant benefits. Accordingly, these parameters are
pertinent to the scope of this review. Articles were selected
regardless of the research method used. The inclusion criteria
are presented in Textbox 1.

Exclusion criteria for this review were not answering the
research question, an exclusively technical description of the
algorithms developed, or exclusively mathematical approaches
not providing evidence for patient-relevant benefit. In addition,
articles were excluded if they focused only on the evaluation

of binary classifiers such as sensitivity, specificity, positive
predictive value, or negative predictive value, as the superiority
of AI-based algorithms over rule-based scores was considered
a prerequisite for such systems. AI-based CDSS developed
exclusively for neonates and/or children or for animals were
also not included, because (1) the treatment of neonatal or
pediatric sepsis patients differs significantly from the treatment
of adult patients [25-27] and (2) the focus of the study is on
human sepsis. Articles published before 2008 were also
excluded, as were those written in languages other than English
or German. Research protocols, conference abstracts, letters to
the editor, and articles that were only expressions of opinions
were also excluded. The exclusion criteria are listed in Textbox
1.

Textbox 1. Inclusion and exclusion criteria.

Inclusion criteria

• Articles focusing on sepsis and

• Involving AI-based CDSS, that

• Describe patient-relevant benefits, or

• Describe problems with development, implementation, or application, or

• Describe strategies for success

Exclusion criteria

• Exclusively technical description of systems, or

• Focus on description of the evaluation of binary classifiers, or

• Articles describing AI-based CDSS for neonates and children or animals, or

• Not addressing any of the research questions in more detail, or

• Research protocols, conference abstracts, theses, letters to the editor, or expression of opinions, or

• Article published before 2008, or

• Language other than English or German

Evidence Screening, Selection, and Data Extraction
After identification and deletion of duplicates, title and abstract
screening was conducted independently by 2 reviewers (PR and
GDG) to decide whether an article was eligible for full-text
screening. In a second step, the same 2 reviewers conducted a
full-text screening of the included articles against the inclusion
and exclusion criteria. In case of disagreement between the 2
reviewers during step 2 of the screening process, other members
of the study team (NB, HN, and NT) were involved to decide
whether an article was eligible for inclusion.

MAXQDA (VERBI Software GmbH) software was used to
identify and tag relevant content in the included articles and to
precategorize the patient-relevant benefit categories (PR) using
an inductive coding approach. The preliminary categories were
discussed and further refined in an in-person workshop based
on the affinity mapping technique (PR, NB, and GDG). For this
purpose, all relevant text passages were printed as snippets and
physically assigned to the respective preliminary categories
before being refined and finalized during the workshop. Each
assignment was discussed in detail until full consensus among

all 3 team members was reached. The results of the workshop
were subsequently digitalized in Microsoft Excel. In addition
to the patient-relevant benefits of AI-based CDSS, metadata,
such as participating authors, year of publication, country of
study, database for MLA, or study type, were extracted and
summarized (see Multimedia Appendix 6).

Analysis and Presentation of Results
The results of the included studies were summarized
descriptively, and analysis was conducted to derive implications
for policy, practice, and research. The patient-relevant benefits
were grouped into 6 main categories. The main categories were
presented in tabular form in an Excel file and diagrammatically.
The patient-relevant benefit categories are presented
chronologically in Multimedia Appendix 7.
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Results

Selection of Sources of Evidence

Selection Process
In the systematic search, a total of 3368 titles and abstracts were
retrieved. After removing 850 duplicates, 2518 articles remained
for screening (Figure 1). Of these, 141 articles were screened
for full text, and 39 met the inclusion criteria. Among these, 24
provided statements on patient-relevant benefits [28-51]. In

addition, reference lists of the articles identified through the
systematic search were analyzed, resulting in the identification
of 5 additional articles, 2 of which reported information on
patient-relevant benefits [52,53]. A complementary search of
institutional websites led to the inclusion of 5 additional articles,
4 of which contained relevant information on patient-relevant
benefits [54-57]. In total, 30 articles were included in the
scoping review about patient-relevant benefits. The full-text
screening process, including a detailed account of the reasons
for exclusion, is presented in Multimedia Appendix 8.

Figure 1. Flow diagram illustrating the selection process of evidence. CDSS: clinical decision support system.

Included Studies
Of the 30 articles included, 16 originated from North America,
all of which are from the United States (53.3%)
[28,30-32,34,36-38,42,43,45,49,52,53,56,57]. Seven articles
stem from Europe (23.3%); 3 from the Netherlands (10%)
[46,48,50], 2 from Spain (6.6%) [33,44], 1 from Austria (3.3%)
[29], and 1 from the United Kingdom (3.3%) [39]. Five articles
are from Asia (16.7%), including 2 each from China [41,51]
and Taiwan [40,54] (6.6% each), and 1 from Singapore (3.3%)

[35]. There is 1 article from Australia (3.3%) [55] and 1 article
from South America (Brazil) (3.3%) [47].

The study designs used in the included articles cover a wide
range. Overall, 20 quantitative articles were identified. Of these,
7 used a prospective study design, of which 2 are multicenter
studies [28,31] and 5 are single-center studies [34,43,49,52,54].
Thirteen of the quantitative studies used a retrospective
approach, comprising 6 research database studies
[29,30,39,40,46,53] and 7 electronic health record database
studies [33,35,41,42,45,47,50]. In addition to the quantitative
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articles, 1 article used a qualitative approach [37] and another
applied a mixed methods approach [36]. Additionally, 6 review
articles [32,38,44,48,51,55] and 2 articles from news sections
of institutional websites were identified [56,57]. All articles are
listed in Multimedia Appendix 6.

Synthesis of Results
In total, 6 main categories of patient-relevant benefit were
identified. The 6 main categories identified reflect the patient

pathway from pretreatment to posttreatment period. They
include (1) prediction, (2) earlier treatment and prioritization
of high-risk patients, (3) individualized therapy (which
encompasses patient-centered care), (4) improved patient
outcomes (which includes improved SOFA score, reduced length
of stay, and reduced mortality), (5) general improvements in
care, and (6) reduced readmission rate (see Figure 2).
Multimedia Appendix 7 gives a detailed overview of the benefit
categories addressed in each study.

Figure 2. Patient benefit categories related to artificial intelligence-based clinical decision support systems.

Pretreatment Period (Prediction)
Prediction of sepsis, septic shock, or sepsis-related organ
dysfunction was addressed in 12 articles
[31,33,35,37,38,40,42,45,48,51,53,56], comprising 7 quantitative
studies (1 prospective [31] and 6 retrospective
[33,35,40,42,45,53]), 1 qualitative study [37], 3 reviews
[38,48,51], and 1 institutional news report [56]. The MLAs
identified in this review indicate predictive capacity [48], which
may be further optimized through algorithm fine-tuning [45].
Findings suggest that these models may predict sepsis between
4 and 48 hours prior to its onset [35,38,40,51,56], even before
significant changes in vital or laboratory parameters become
apparent [40]. MLAs were reported to support the identification
of appropriate preventive measures [33]. Such predictions may
have the potential to improve patient outcomes by providing
timely warning of sepsis onset [31,37]. Beyond sepsis, the
studies also reported the prediction of septic shock, with MLA
predictions occurring between 4 and 7 hours before the onset
of septic shock [42,51]. Compared with traditional rule-based
routine screening protocols, predictive MLAs demonstrated
superior early warning performance, identifying 58.6% more
patients before organ dysfunction [53] and potentially
contributing to a reduction in septic shock incidence [38].
Moreover, MLAs were shown to predict sepsis-related organ
dysfunction approximately 7.5 hours earlier than rule-based
routine screening protocols [53].

Treatment Period

Earlier Treatment and Prioritization of High-Risk
Patients
Earlier treatment facilitated by MLAs was reported in 10 articles
[28,31,33,36,37,40,49,52,53,57], including 7 quantitative studies

(4 prospective [28,31,49,52] and 3 retrospective [33,40,53]), 1
mixed methods study [36], 1 qualitative study [37], and 1
institutional news report [57]. One retrospective study reported
that the used MLA enabled earlier treatment up to 40 hours
before the onset of sepsis [40], while another indicated that the
use of ML may reduce the time to treatment, not providing a
specific time reduction [33]. Earlier treatment was reported to
enable intervention before or during clinical deterioration [53]
and potentially prevent sepsis progression [52]. It may allow
for early identification and intervention of patients at high risk
for severe sepsis prior to clinical onset [31]. Additionally, the
literature highlighted early identification and control of the
pathogen causing sepsis [52]. Detecting patients before the onset
of septic shock may facilitate earlier clinical assessment,
diagnostic testing, therapeutic interventions, and transfer to
appropriate levels of care [53]. Ultimately, earlier treatment
may improve patient outcomes [37] and lead to an alteration in
the prevalence of septic shock through timely intervention by
health care providers from 5.3% in the control group to 1.5%
in the experimental group (–71.7%) of the corresponding study
[49]. MLAs were also associated with shorter times to obtain
blood cultures (0.98‐2.79 hours) [49,57], fluid administration
(1.05 hours) [57] and earlier administration or adjustment of
antibiotics (0.55‐2.76) [28,36,49,57]. A positive correlation
between timely evaluation of MLA alerts and quicker
administration of antibiotics was reported, as earlier evaluation
of alerts leads to faster use of antibiotics [36]. Finally, a
quantitative prospective study reported that MLAs allow
prioritization of high-risk patients, with the targeted real-time
early warning system (TREWS) identifying who is most likely
to benefit from timely treatment [28].
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Individualized Therapy
MLAs were reported to support individualized, patient-centered
therapy in 11 articles [29,30,33,39,41,44-47,50,54], comprising
10 quantitative studies (1 prospective [54] and 9 retrospective
[29,30,33,39,41,45-47,50]) and 1 review [44]. Four main
approaches for individualization were identified: (1) subgroup
analyses and clustering, (2) optimized substance administration,
(3) personalized nursing care, and (4) general statements. Three
articles reported subgroup analyses and clustering of patients
[41,45,46], which may enable hospitals to provide targeted
treatments tailored to the specific needs of defined subgroups
[45] and classify patients according to their diverging mortality
risk due to factors such as fluid overload or norepinephrine
overdose. Such classification might support the development
of tailored resuscitation strategies for patients with septic shock
[41]. Furthermore, subgroup analyses applied to populations
with differing disease severity and progression allow MLAs to
adjust the intensity of therapy [46]. The use of MLAs for optimal
substance administration was reported in 6 articles
[29,33,39,41,50,54]. Applications include personalized antibiotic
dosing [33], faster adjustment to the most effective antibiotics,
and drug resistance prediction. The comprehensive Intelligent
Antimicrobial System demonstrated potentially faster drug
resistance prediction times compared with conventional
methods, requiring 39.8 hours for carbapenem-resistant
Klebsiella pneumonia and 40.9 hours for methicillin-resistant
Staphylococcus aureus, compared with 99.5 and 106.4 hours,
respectively, using traditional methods [54]. MLA use was also
associated with an 8% reduction in antibiotic resistance [50],
may shorten the time to antimicrobial resistance detection by
37 hours [54], and was reported to reduce the duration of
antibiotic treatment [50]. Furthermore, MLAs may support
physicians in selecting appropriate antibiotic therapy [54], with
AI-based antibiotic stewardship linked to decreased Clostridium
difficile infections [50]. Beyond antibiotics, MLAs have
demonstrated utility in optimizing dosing strategies for
norepinephrine [41], vasopressors [39], corticosteroids [29],
and fluid volume management [41]. MLAs also reported to
enhance nursing competence and support more evidence-based,
personalized nursing care [47]. General statements on
individualized therapy were identified in 4 articles [30,33,44,54],
including personalized treatment to support physicians in
diagnosing and managing bacteremia [33], facilitation of shared
decision-making through preoperative discussions [30],
improved physician adherence [44], and more precise treatment
tailored to individual patients [54].

Improved Patient Outcomes

Improved SOFA Score

Improved SOFA scores associated with the application of and
timely response to MLAs were reported in 1 quantitative
prospective study [28]. The SOFA score, the predominant
measure for assessing the severity of organ dysfunction, is
closely linked to the probability of mortality, with a higher score
indicating an increased probability of death [3,58]. Using the
TREWS algorithm, Adams et al [28] reported a SOFA score
progression of –0.8 in their intervention group, compared to
–0.4 in the control group. The article highlights a

disproportionate reduction in the SOFA score for high-risk
patients compared to nonhigh-risk patients. Additionally, timely
evaluation and confirmation of the TREWS alerts is associated
with improvements in SOFA score progression.

Reduced Length of Stay

Seven quantitative articles reported reductions in LOS
[28,31,43,49,50,52,54], including 6 prospective
[28,31,43,49,52,54] and 1 retrospective study [50]. Based on
the identified literature, a distinction can be drawn between (1)
specific reductions, reported in absolute or relative terms
[28,31,43,49,52,54], and (2) general statements without precise
quantification [28,49,50]. Reported specific reductions in
hospital LOS ranged from 0.43 to 8.1 days [28,31,43,49,52],
corresponding to decreases of 12.84%-45.25% [31,43,49,52].
Reported reductions in ICU LOS varied between 2.09 and 10.5
days [49,50]. One study also highlighted that shorter ICU stays
may contribute to an overall reduction in hospital LOS, although
LOS on the general ward increased by 2.4 days [50]. Another
article reported a potential annual reduction of 1100 days in
emergency department stays and the prevention of 34 ICU stays
associated with MLA usage in the examined hospital [54].
General statements indicated a disproportionate, though not
statistically significant, reduction in LOS among high-risk
patients as well as reduced LOS when MLA-generated alarms
were evaluated and confirmed timely [28]. AI-based antibiotic
stewardship was also associated with shorter LOS [50] and
MLAs were reported to significantly shorten hospital LOS
compared to rule-based systems [49]. Furthermore, 1 study
suggested that timely physician responses to MLA-generated
alerts may contribute to reduced LOS [28].

Reduced Mortality

A reduction in mortality was reported in 14 articles
[28,29,31-33,39,43,48,49,52,54-57], including 9 quantitative
studies (6 prospective [28,31,43,49,52,54] and 3 retrospective
[29,33,39]) as well as 3 reviews [32,48,55] and 2 institutional
news reports [56,57]. Reported mortality reductions varied in
type and presentation, encompassing (1) specific quantitative
statements, expressed in relative or absolute terms
[28,29,31,32,43,49,52,54,56,57], and (2) general statements
without numerical specifications [28,29,33,39,48,49,54,55].
Relative reductions of mortality ranged from 13.19% to 74.94%
[28,31,43,49,52,56,57], whereas absolute reductions ranged
from 1.33% points to 26.4% points [28,29,31,43,49,52,54]. One
study reported an increase in absolute survival rate of 11.7%
and 23.7%, depending on the type of bacteria responsible for
the sepsis [54]. Two articles provided reductions in natural
numbers; one projected 22 potentially preventable annual deaths
in the emergency department of the China Medical University
Hospital [54], while another estimated several thousand
preventable deaths in the United States alone [32]. General
statements suggested that MLAs may disproportionately reduce
mortality among high-risk patient cohorts, particularly when
outputs are promptly evaluated and confirmed by physicians
[28]. Improved survival rates may also be linked to the use of
MLA-guided antibiotic recommendations [54] and the
application of the 3PM (predictive, preventive, and personalized
medicine) principles [33]. MLAs are associated with lower
mortality compared to traditional physician assessments [29,39]
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and predictions generated by rule-based tools [49]. Additionally,
literature provided general statements, offering limited
informational depth and indicating that the use of ML may
contribute to reduced mortality [29,39,48,49,55].

General Improvements in Care
Eight articles reported improvements in care associated with
MLAs [31,34,38,43,47-49,54], including 6 quantitative studies
(5 prospective [31,34,43,49,54] and 1 retrospective [47]) as well
as 2 reviews [38,48]. Reported benefits can be divided into 2
domains: (1) statements related to time and (2) statements on
patient care enhancements. One study reported a reduced
duration of septic shock [48]. Within the patient care
enhancement category, MLAs were described as posing no risk
to patients and offering potential benefits to patients and health
care providers [31], reducing events of clinical deterioration
[38], improving care accuracy [47,54], and increasing sepsis
awareness among physicians [43,49]. Physicians and nurses
also reported perceived improvements in care [34].

Posttreatment Period (Reduced Readmission Rate)
Predictive AI-based CDSS were associated with reduced 30-day
readmission rates, as reported in 2 quantitative prospective
studies [31,43]. In Burdick et al [31], implementation of an
MLA reduced the 30-day readmissions from 36.4% to 28.12%,
representing a 22.74% reduction compared to the baseline
period. McCoy and Das [43] reported a decline from 46.19%
(188/407) during the preimplementation baseline period to
29.8% (100/336) in a first postimplementation period and further
to 25.2% (96/381) in a second postimplementation period. In a
subsequent steady-state period, the 30-day readmission rate was
further reduced to 7.84% (16/204). Across all surveyed months
after implementation, the 30-day readmission rate was 23.03%,
representing a 50.14% reduction in the sepsis-related 30-day
readmission rate.

Discussion

Principal Findings
This scoping review presents the evidence on the
patient-relevant benefits of AI-based CDSS in sepsis care. All
articles focusing on sepsis and presenting the influence of
AI-based CDSS on patient-relevant benefits, identified through
the comprehensive search strategy, were included. In total, 30
articles were identified and integrated into the review.
Investigating the literature, there is a number of AI-based CDSS
for sepsis treatment developed in the past or currently under
development. However, research typically has no or only limited
reference to patient-relevant benefits and (1) mostly focuses on
problems and/or success strategies [32,55,59-61] and/or (2) is
indication-independent [59]. To the best of the authors’
knowledge, this represents the first scoping review on this
specific topic.

The findings of this scoping review, systematized into the 6
main categories, (1) prediction, (2) earlier treatment and
prioritization of high-risk patients, (3) individualized therapy
(which encompasses patient-centered care), (4) improved patient
outcomes (which includes improved SOFA score, reduced length
of stay, and reduced mortality), (5) general improvements in

care, and (6) reduced readmission rate, underscore the potential
patient-relevant benefits of AI-based CDSS in sepsis care across
the entire inpatient pathway. The literature indicates that MLAs
can potentially predict sepsis before its clinical onset
[35,38,40,51,56]. Additionally, septic shock [42,51] and
sepsis-related organ dysfunction [53] may be predicted in
advance. These predictive capabilities can contribute to reducing
the incidence of septic shock [38] and supporting decreased
mortality rates among sepsis patients [12]. Sepsis prediction
may facilitate timely treatment initiation through the use of
MLAs [40]. This was associated with improved patient outcomes
and a decreased prevalence of septic shock [49]. Furthermore,
individualized therapy can potentially have a positive impact
on patient-relevant benefits by reducing the time to treatment
or LOS for each individual patient [33]. Moreover, the
disproportionate reduction in the SOFA score through the use
of ML compared to a control group whose treatment was not
supported by MLAs should be mentioned. According to the
Sepsis-3 definition, the level of the SOFA score positively
correlates with the probability of death [3], and a SOFA score
of ≥2 points corresponds to a mortality risk of over 10% in
hospitalized patients outside the ICU [25]. The TREWS
algorithm presented by Adams et al was able to reduce the
SOFA score by 0.8 points, while a reduction of only 0.4 points
was observed in the control group. Accordingly, the use of this
MLA may contribute to the reduction in mortality. In general,
the usage of MLAs was associated with a mortality reduction
of up to 74.94% [28,31,43,49,52,56,57], with faster response
times being associated with greater reductions in mortality [28].
This demonstrates the medical potential of ML in the treatment
of sepsis, particularly when clinical recommendations are
accepted and promptly implemented by physicians. With
approximately 11 million deaths annually from sepsis according
to the WHO [2], a corresponding reduction in mortality could
translate into a substantial global health impact. Additionally,
MLAs were linked to reduced hospital LOS [31,43,49,52] and
ICU LOS [49,50]. Beyond their predictive capabilities,
facilitation of timely treatment, mortality, and LOS reductions,
AI-based CDSS in sepsis care provide further patient benefits,
including shortened duration of septic shock [48], reduced
antibiotic resistance, and reduced duration of antibiotic treatment
[50]. MLAs may also contribute to a reduction of events of
clinical deterioration [38] and increased physician awareness
of sepsis [43,49]. Finally, the literature indicates that AI-based
CDSS in sepsis care can contribute to reducing hospital
readmission rates [43], further demonstrating their potential to
improve patient-relevant benefits.

Comparison With Prior Work
While 6 reviews were included in this work, they primarily
focused on other topics and predominantly used less systematic
approaches [32,38,44,48,51,55]. Among the included reviews,
4 adopted a narrative review methodology [32,44,48,51]. By
design, this approach is inherently less systematic than
systematic reviews or scoping reviews, and this was evident in
the search and selection process of the included narrative
reviews. Two relied exclusively on limited, nonsystematic
keyword searches, one using 8 keywords across 4 search engines
[44] and another restricted to 3 keywords in a single database
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[32]. Moreover, the review conducted by Ferreira et al [32]
focused primarily on problems and success strategies related to
AI-based CDSS, thereby addressing a different thematic focus
than the present scoping review. Another narrative review
applied a brief and partial search string without predefined
inclusion and exclusion criteria and was limited to a single
database [51], representing considerable methodological
limitations relative to the present comprehensive scoping review.
The narrative review conducted by Schinkel et al [48] adopted
a more systematic approach, using a predefined search string
and assessing the clinical value of AI-based systems by
evaluating the AUROC as a criterion for article selection. While
methodologically more robust, this review nonetheless differed
from the present article, as it primarily evaluated the advantage
of MLAs over rule-based scores, reflecting the status quo using
a binary classifier. The advantage of MLAs over rule-based
scores was considered a prerequisite for AI-based CDSS in the
present study. With the exception of 1 review, where a manual
search of reference lists was conducted [32], none of the
narrative reviews [44,48,51] undertook a comprehensive search
for gray literature or an analysis of the reference lists.
Furthermore, only 1 narrative review reported a screening
process conducted by 2 independent reviewers [48], whereas
the other 3 reviews did not provide methodological detail
[32,44,51]. By contrast, the present scoping review implemented
a rigorous screening process with 2 independent reviewers to
enhance objectivity, reliability, and reproducibility. Beyond
these narrative reviews, 1 study followed an integrative review
approach, explicitly focusing on predictive algorithms and
embedding this narrow focus within a brief predefined search
string [38]. In contrast, the present exploratory scoping review
aimed to inductively derive patient benefit categories associated
with AI-based CDSS in sepsis care. This integrative review
relied on a single reviewer for screening [38], representing a
methodological limitation in comparison with the dual-reviewer
approach of the present scoping review. Finally, 1 systematic
review included in this study used a largely rigorous and
systematic methodology, with the notable exception of a gray
literature search, which was not reported. In addition, this
systematic review focused primarily on problems and success
strategies [55], thereby diverging from the present scoping
reviews’ explicit focus on patient-relevant benefits. In sum, the
present scoping review can be clearly distinguished from the
included reviews both methodologically and thematically. By
applying a comprehensive, exploratory design, centered on
patient-relevant benefits, it makes a substantive and valuable
contribution to closing the research gap regarding
patient-relevant benefits of AI-based CDSS in sepsis care.

Implications and Recommendations
Patient-relevant benefits identified in the literature are not
sufficient to ensure successful implementation of AI-based
CDSS. Equally critical is the acceptance of the underlying
technology by health care providers and their belief that its use
possesses tangible benefits. The unified theory of acceptance
and use of technology (UTAUT) provides a framework to
understand factors influencing behavioral intention and use
behavior using four constructs: (1) performance expectancy,
(2) effort expectancy, (3) social influence, and (4) facilitating

conditions. In this context, effective design of AI-based CDSS
should ensure that providers perceive the system as both
beneficial and easy to use, corresponding to the first 2 constructs
of the UTAUT. Specifically, (1) users should believe that using
AI-based CDSS enhances gains in job performance, and (2) the
system is intuitive and easy to operate. Equally important are
contextual factors: health care providers should perceive that
(3) important others endorse system use, and (4) organizational
and technical infrastructure is in place to support usage [61]. A
meta-analysis by Dingel et al [62] applying the UTAUT to
health care practitioners’ intention to use AI-enabled CDSS
confirms that implementation must address not only technical
and organizational aspects but also psychological and social
factors, particularly fostering user trust. Successful
implementation of AI-based CDSS therefore depends only partly
on system performance; it is largely contingent on user attitudes
and framework conditions.

Beyond the 4 UTAUT constructs, specific barriers [63] and
facilitators [64] must be considered when evaluating AI-based
CDSS. A nuanced understanding of these factors is essential to
accurately evaluate the potential impact of AI-based CDSS on
sepsis care. The current evidence demonstrates a pronounced
lack of prospective studies investigating the optimal integration
of such systems [29]. This paucity of implementation-oriented
research, coupled with limited clinician acceptance [37] and
insufficient knowledge of AI among health care providers [65],
constitutes a substantial barrier to clinical adoption.
Concurrently, extant literature highlights pivotal facilitators,
emphasizing the importance of prioritizing research on effective
integration strategies [38]. For instance, low acceptance may
be mitigated by involving health care providers directly in the
design and development of CDSS [66-68], while targeted
training and educational programs could address knowledge
gaps among service providers and enhance trust in this
technology [37,67]. These factors must therefore be carefully
considered by all stakeholders involved in implementation (eg,
caregivers, physicians, and researchers) before real-world
adoption can occur. For clinicians, the findings provide insights
into realistic benefits, current limitations, and evidence gaps
that may guide expectations in clinical decision-making. For
researchers, this review underscores the importance of
conducting prospective studies and fostering user-centered
development to ensure that CDSS effectively translate into
clinical practice. In addition, although patient-relevant
benefits—and not only measurable patient-relevant
outcomes—have been investigated, the findings may contribute
to the development of a consistent set of generic patient-relevant
outcomes, as proposed by Kersting et al [69]. This could, in
turn, facilitate a shared understanding and enhance comparability
across studies targeting patient-relevant outcomes, particularly
given the absence of a clear, widely accepted definition and
standardized criteria for selecting such outcomes.

Strengths and Limitations
This scoping review was conducted by an interdisciplinary team
comprising computer scientists, physicians, statisticians, and
(health) economists. This diverse expertise facilitated a
comprehensive examination of all relevant aspects across these
fields, ensuring a thorough evaluation of the reviewed literature.
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To address the interdisciplinary research question
comprehensively, 4 databases focusing on medicine and
informatics were included in the review. In addition, the
structured search for gray literature targeted various institutions
in 8 countries, including each country’s Ministry of Health,
diverse sepsis and intensive care associations for each country,
and diverse health informatics associations for each country.
The 8 countries were selected based on two criteria: (1) having
highly digitalized health care systems and/or (2) holding the
status of industrialized nations. These countries were presumed
to have a higher likelihood of using AI-based systems.
Furthermore, the search encompassed internationally active
stakeholders, such as the WHO and OECD, alongside globally
active health informatics organizations and sepsis and critical
care associations.

Despite all efforts, this scoping review is not free of limitations.
Given the exploratory nature of the methodology, publication
bias must be considered a potential limitation [70]. Studies in
which AI-based CDSS do not demonstrate improvements in
patient-relevant benefits compared with conventional scores
may not be submitted in peer-reviewed journals, potentially
leading to an overestimation of their true patient benefit.
Although no formal risk of bias assessment was conducted, the
included studies demonstrated considerable heterogeneity in
design. Moreover, 65% (13/20) of the quantitative studies relied
solely on retrospective methodologies, in which evidence of
patient benefits was demonstrated only theoretically.
Consequently, the findings of this scoping review should be
interpreted with caution, as the reported effects may be
overestimated in the context of real-world care. The overall
strength of evidence was limited by the predominance of
retrospective study designs and the theoretical nature of reported
benefits. In contrast, the included prospective studies provided
more robust support for the identified benefit categories.
Importantly, each benefit category has been substantiated in
prospective studies, thereby affirming its validity in real-world
clinical contexts rather than solely theoretically in retrospective
or descriptive studies (Multimedia Appendix 9). Detailed
information on the study designs of all included articles is
provided in Multimedia Appendix 6. Multimedia Appendix 9
summarizes benefit categories identified across the respective
study designs. Furthermore, the comparability of the reported
MLA performance across articles is limited due to varying
definitions of sepsis (eg, different causative pathogens, divergent
sepsis definitions, and variations in the examined indications
such as sepsis, septic shock, or sepsis-related organ dysfunction).
The same limitation applies to the databases used for training
and validation, which differed substantially in size. In addition,
no assessment of the applied MLA methods was conducted, nor
was the level of maturity of the individual MLAs explicitly
considered. Furthermore, due to the heterogeneity of the
included studies, no formal quality assessment was conducted.

Rather, the present review was designed to exploratively map
and comparatively present the entirety of available evidence in
order to identify research gaps, without imposing
methodological restrictions on the literature to be included
[20-22]. Finally, a methodological limitation should be noted:
Research conducted on institutional websites could only be
partially conducted for Estonia, Denmark, and Spain due to
language restrictions (English and German), as some stakeholder
websites were available exclusively in the respective national
languages. The utilization of translation tools was deliberately
avoided, as the inclusion of material that none of the authors
could fully comprehend and critically appraise in the original
language was considered methodologically inappropriate.

The search restriction of 15 years should not be considered a
limitation. The inclusion period was defined in consultation
with ML experts (NT, HN), and algorithms developed prior to
the review period (January 1, 2008-March 2, 2023) were
predominantly anticipated to be (1) rule-based systems and/or
nonblack-box systems for the users. Both types of algorithms
are outside the scope of this review. Moreover, an initial limited
search in the databases MEDLINE via PubMed and Embase,
which accounted for approximately 75% of the screened
literature (Figure 1), indicated that only a marginal proportion
of articles relevant to the research question were published
before 2008. Consequently, the time restriction is unlikely to
have affected the identification of relevant literature.

Conclusion
The findings of this scoping review highlight the considerable
medical relevance of AI-based CDSS in sepsis care. These
systems offer benefits across the entire patient care pathway,
from early detection and risk stratification to individualized
therapy and various improved outcomes. AI-based CDSS has
shown the ability to predict sepsis, septic shock, and
sepsis-related organ dysfunction, enabling earlier initiation of
treatment, prioritization of high-risk patients, and tailored
therapeutic strategies. In addition to supporting earlier and more
targeted interventions, AI-based CDSS contribute to better
clinical outcomes, including improved SOFA scores, reduced
LOS both in general wards and ICUs, and lower mortality rates.
They may also help reduce readmission rates among sepsis
patients, further enhancing long-term care quality. With their
transformative potential, AI-based CDSS could fundamentally
improve the global management of sepsis. However, further
research is needed to optimize the development, implementation,
and clinical application of these systems to maximize patient
benefits and further improve outcomes for sepsis patients in the
future. This is particularly important given the highly
heterogeneous evidence base, with a substantial proportion of
studies relying on retrospective data, as the results of the
included studies cannot be directly generalized or applied
without caution.
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Abstract

Background: Artificial intelligence–enhanced imaging techniques have demonstrated promising diagnostic potential for carotid
plaques, a key cardiovascular and cerebrovascular risk factor. However, previous studies did not systematically synthesize their
diagnostic accuracy.

Objective: This study aimed to quantitatively explore the diagnostic efficacy of deep learning (DL) and radiomics for extracranial
carotid plaques and establish a standardized framework for improving plaque detection.

Methods: We searched the PubMed, Embase, Cochrane, Web of Science, and Institute of Electrical and Electronics Engineers
databases to identify studies involving the use of radiomics or DL models to diagnose extracranial carotid artery plaques from
inception up to September 24, 2025. The quality of the studies was determined using Quality Assessment of Diagnostic Accuracy
Studies for Artificial Intelligence (QUADAS-AI). A meta-analysis was conducted using StataMP (version 17.0; StataCorp) with
a bivariate mixed-effects model to calculate pooled sensitivity and specificity, generate summary receiver operating characteristic
(SROC) curves, assess Cochran Q statistic and I²-based heterogeneity, and conduct subgroup analyses and regression analysis.

Results: Among 40 studies comprising 17,246 patients, 34 integrated independent test sets or validation sets in the quantitative
statistical analysis. Among them, 24 focused on DL models, 10 on machine learning models based on radiomics. The combined

sensitivity, specificity, and area under the SROC curve were 0.88 (95% CI 0.85‐0.91; P<.001; I2=93.58%), 0.89 (95% CI

0.85‐0.92; P<.001; I2=91.38%), and 0.95 (95% CI 0.92‐0.96), respectively. Compared with the machine learning models
based on radiomics algorithms, DL models achieved comparable improvements in specificity and area under the SROC curve.
It was observed that transfer learning and a large sample size enhanced the diagnostic performance of models. Models used to
identify plaque stability and presence had similar diagnostic performances, both of which were more effective in identifying
symptomatic plaque models. A total of 7 studies demonstrated that the models that combined clinical features exhibited comparable
diagnostic capability to pure DL and radiomics models. Additionally, 7 studies performed external validation, obtaining lower
diagnostic performance than in testing groups. Limited regression analysis failed to identify significant sources of heterogeneity,
and the limited number of eligible studies restricted more comprehensive subgroup analyses. The high heterogeneity in the study
results may be due to different scanning parameters, model architecture, image segmentation, and algorithms.

Conclusions: Radiomics algorithms and DL models can effectively diagnose extracranial carotid plaque. However, there are
concerns regarding irregularities in research design and the absence of multicenter studies and external validation. Future research
should aim to reduce bias risk and enhance the generalizability and clinical orientation of the models.

(J Med Internet Res 2026;28:e77092)   doi:10.2196/77092
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Introduction

Extracranial carotid plaques are biomarkers of coronary artery
disease and cerebral ischemic events, including ischemic heart
disease and stroke. The global prevalence of carotid plaques
among individuals aged 30‐79 years is estimated at 21.1%
(n=815.76 million) in 2020. This high prevalence reflects a
growing global burden of cardiovascular and cerebrovascular
diseases, posing a significant challenge to public health systems
[1]. Therefore, early detection and management of carotid plaque
can potentially reduce the risk of stroke and cardiovascular
events [2-4], and thus, effective detection and classification
technologies need to be prioritized.

Imaging methods for carotid plaque imaging, such as ultrasound,
computed tomography angiography (CTA), magnetic resonance
imaging (MRI), and digital subtraction angiography, facilitate
detection, stenosis assessment, and plaque composition analysis
[5]. Conventional ultrasound is the first-line screening method
[6]. Studies show that periapical radiographs (PRs) can serve
as a supplementary screening tool, demonstrating a 50%
concordance with ultrasound or CTA [7-9]. Current imaging
primarily identifies high-risk features, such as plaque
neovascularity, lipid-rich necrotic cores, thin fibrous caps, and
intraplaque hemorrhage plaque ulceration [4,10]. Among them,
the contrast-enhanced ultrasound or superb microvascular
imaging can accurately quantify neovascularization and
correlates well with histopathology [11-14], offering rapid,
noninvasive, and reliable quantification [15]. It is proficient in
vascular imaging and ulcer detection [16], as well as stenosis
assessment [17], but it faces challenges with small lipid cores
and thin fibrous caps [18]. MRI remains the gold standard for
assessing plaque composition, particularly for identifying lipid
cores and intraplaque hemorrhage [19]. While digital subtraction
angiography is the reference standard, its invasive nature limits
its application. Notably, the accuracy of these diagnostic
techniques largely relies on the expertise of imaging or clinical
physicians, which causes inconsistencies in the assessment
results of carotid atherosclerotic plaques—particularly in
measuring carotid intima-media thickness, characterizing
intraplaque components, and evaluating fibrous cap integrity.

The radiomics algorithms and deep learning (DL) models have
demonstrated significant potential in medical image analysis
[20]. Radiomics is a quantitative medical imaging analysis
approach that aims to transform high-dimensional image features
(such as texture heterogeneity, spatial topological relationships,
and intensity distribution) into quantifiable digital biomarkers,
thereby providing objective evidence to guide clinical
decision-making. However, the characteristic dimensionality
of radiomics data often far exceeds sample sizes, which renders
the traditional statistical methods inadequate [21]. Machine
learning (ML), with the potential to process large-scale,
high-dimensional data and uncover deep correlations among
these complex features [22]. Combining radiomics with ML to
develop an ML model using radiomics can enhance the
diagnostic performance of AI in large and complex datasets,
exceeding the performance of models constructed through
traditional statistical methods.

DL is also one of the important subbranches of artificial
intelligence, which can automatically learn and layer from raw
data without manual design of features, ultimately generating
predictions via an output layer [23]. DL-driven image generation
techniques have demonstrated remarkable effectiveness in
cross-modality imaging and synthesis tasks across various
sequences within the same modality. With the rapid development
of computer technology, ML models based on radiomics and
DL models based on radiomics have become important tools
for cardiovascular disease research. Current evidence suggests
that these methods can significantly improve the quantitative
assessment accuracy of atherosclerotic plaque progression and
enhance the diagnostic and predictive power of major adverse
cardiovascular events [24-26]. In recent years, research on the
application of these methods in the fields of plaque diagnosis,
stability assessment, and symptomatic plaque identification has
increased significantly. Although these advancements have
significantly improved the diagnosis of carotid plaques,
variations in data dependency and imaging configurations among
different models create inconsistencies in diagnostic accuracy.
Moreover, these models may become overly specialized in
common imaging configurations, even when using radiomics
data from identical sources. Currently, systematic evaluations
of its clinical validity remain limited.

Therefore, this systematic review comprehensively assesses the
applications of ML models based on radiomics algorithms and
DL models in carotid plaques, while highlighting gray areas in
the available literature.

Methods

Study Registration
The study was performed in line with the PRISMA-DTA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses of Diagnostic Test Accuracy Studies) guidelines
[27] and PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) standards [28,29] and was
registered on the International Prospective Register of
Systematic Reviews (PROSPERO CRD42025638492).

Data Sources and Search Strategy
Relevant articles were searched on PubMed, Embase, Web of
Science, Cochrane Library, and Institute of Electrical and
Electronics Engineers (IEEE) databases, focusing on
English-language articles published up to September 24, 2025.
The literature search was based on the PIO (population,
intervention, and outcomes) principles: “P” represents carotid
artery disease, carotid plaques, or atherosclerosis populations;
“I” represents radiomics or DL as interventions; and “O”
represents the outcomes of diagnosis and their subordinates and
other keywords. Furthermore, we manually analyzed the
reference lists of all included articles to identify additional
relevant publications. The complete search strategy is outlined
in Table S1 in Multimedia Appendix 1. The EndNote 20
software (Clarivate Analytics) was used to manage the included
studies.
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Eligibility Criteria

Inclusion Criteria
The inclusion criteria included:

1. Studies on patients with extracranial carotid plaques that
aimed to detect or distinguish between unstable and
symptomatic plaques, among other factors.

2. Studies using radiomics algorithms or DL models based on
medical imaging techniques, such as ultrasound, CTA, or
MRI, to diagnose carotid plaques.

3. Studies reported the diagnostic performance metrics,
including confusion matrix, 2×2 diagnostic tables, accuracy,
sensitivity, specificity, receiver operating characteristic
(ROC) curves, F1-score, precision, recall, etc.

4. Those that adopted the following designs: prospective or
retrospective cohorts, diagnostic accuracy trials, model
development or validation studies, and comparative studies
(eg, AI models vs AI models combined with clinical
features).

5. Only studies published in English and with extractable
quantitative data were deemed eligible.

Exclusion Criteria
The exclusion criteria excluded:

1. Studies involving nonhuman subjects (animal experiments
or in vitro models), those that explored intracranial or
coronary plaques, enrolled pediatric populations (<18
years), or reported only generalized atherosclerosis without
plaque-specific criteria (focal intima-media thickness ≥1.5
mm) or specific diagnostic metrics;

2. Those that did not adopt well-defined deep learning models
or radiomics algorithms, focused only on image
segmentation or texture analysis without diagnostic
validation, or reported predictive models without providing
a clear diagnostic relevance.

3. Studies that lacked a validated reference standard.
4. Studies that did not report diagnostic performance.
5. Informal publication types (eg, reviews, letters to the editor,

editorials, and conference abstracts).
6. Studies that did not report validation or test sets.

Screening of Articles and Data Extraction
In the initial screening, duplicates were excluded followed by
reading of full texts, and data were entered into a predefined
extraction table, which included surnames of authors, source of
data, publication year, algorithm architecture, type of internal
validation, availability of open access data, external verification
status, reference standard, transfer learning application, number
of cases for training, test, internal, or external validation, study
design, sample size, mean or median age, inclusion criteria, and
model evaluation metrics. The contingency tables are derived
from the models explicitly identified by the original authors as
the best-performing ones. Data from external validation sets
were prioritized. If there were no external validation set in the
original studies, data from internal validation sets were used.
If neither was available, the contingency tables corresponding
to the test sets were selected. This process was performed by
two researchers (LJ and YG), working independently, and any

differences were resolved through discussion with a third
researcher (HG).

Quality Assessment
Two blinded investigators (LJ and YG) systematically assessed
the quality of studies using the Quality Assessment of Diagnostic
Accuracy Studies for Artificial Intelligence (QUADAS-AI)
tool. Specifically, they evaluated the risk of bias and
applicability concerns across 4 domains: flow and timing,
reference standard, index test, and participant selection.
Although the Quality Assessment of Diagnostic Accuracy
Studies-2 (QUADAS-2) is extensively applied to assess the
quality of diagnostic accuracy studies [30], it does not address
the specific methodological choices, result analyses, and
measurements related to diagnostic studies using AI. To address
this gap, QUADAS-AI was developed as a consensus-based
tool to aid readers in systematically examining the risk of bias
and the usability of AI-related diagnostic accuracy studies (Table
S6 in Multimedia Appendix 1) [31], thereby improving the
quality assessment process [32,33]. Any evaluation
discrepancies were resolved by a third investigator (HG).

Statistical Analysis
A meta-analysis was performed using STATA/MP software
(version 17.0; Stata Corporation) with a bivariate random-effects
model. For meta-analyses of the diagnostic accuracy of AI-based
models, bivariate mixed-effects models can account for both
within-study variability (random effects) and between-study
heterogeneity (fixed effects), ensuring the robustness of the
pooled estimates [34]. A contingency table was generated using
data from the included literature, and then we calculated metrics
such as the number of cases, the Youden index, sensitivity,
specificity, and recall. The diagnostic efficacy of radiomics
algorithms and DL models in evaluating carotid plaque was
determined using a summary receiver operating characteristic
(SROC) curve and area under the curve (AUC; 0.7≤AUC<0.8
fair; 0.8≤AUC<0.9 good; and AUC≥0.9 excellent). Publication
bias was explored using Deeks funnel plot asymmetry test. The
Fagan nomogram was developed to determine clinically
pertinent posttest probabilities (P-post) and likelihood ratios
(LRs). LRs were determined by comparing the probability of
test results between diseased and nondiseased groups. The
pretest probability was subsequently adjusted based on test
results and LRs to obtain P-post [35]. The Cochran Q (P≤.05)

and I2 statistic were used to explore heterogeneity among the
included studies, and regression analysis was conducted to

assess sources of heterogeneity. I2≤50% indicated mild

heterogeneity, 50%<I2<75% reflected moderate heterogeneity,

and I2≥75% indicated high heterogeneity.

The subgroup analysis encompassed the following factors: (1)
model type (DL or ML model), (2) medical imaging modalities
(PRs, ultrasound, MRI, or CTA), (3) application of transfer
learning, (4) characteristics of carotid plaques (presence vs
absence, stable vs vulnerable, and symptomatic vs
asymptomatic), (5) comparison of the most effective ML model
based on radiomics algorithm and DL models using the same
dataset and clinicians’ diagnoses, (6) different types of datasets
(testing and validation), (7) low and high or unclear risk of bias
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studies, (8) different sample sizes of model, and (9) models with
different research designs (multicenter studies and single-center
studies). To identify the sources of heterogeneity associated
with nonthreshold effects, meta-regression was performed using
the above-mentioned covariates.

Sensitivity analysis was performed to assess the stability of the
results by several steps: (1) excluding specific articles one by
one to determine the stability of the results, (2) excluding studies
with extremely large sample sizes (N≥500; n=7 studies), (3)
excluding studies with extremely small sample sizes (N≤50;

n=4 studies), and (4) excluding studies with extreme effect sizes
(sensitivity or specificity>0.95 or <0.7; n=11 studies).

Results

Study Selection
We obtained 5834 studies in the initial analysis, of which 1233
were excluded for duplication or redundancy. After screening
titles and abstracts, 4507 publications were eliminated. After
the full texts of the 94 articles were read, 40 studies were eligible
for meta-analysis. The PRISMA flow diagram of the study
showing the selection process is presented in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of study selection. IEEE: Institute of Electrical
and Electronics Engineers.

Study Characteristics
Among the 40 studies that fulfilled the systematic review’s
inclusion criteria, 34 provided sufficient quantitative data

(contingency tables from validation or test sets) eligible for
incorporation into the meta-analysis. The detailed characteristics
of all 40 eligible studies are summarized in Tables S3 and S4
in Multimedia Appendix 1, while all subsequent quantitative
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analyses were conducted based on the 34 studies with available
quantitative data. Overall, 34 studies were included [36-69],
among which 9 were multicenter studies
[41,43,45,49,57,63-65,69], 3 used public databases [37,40,53],
1 3  p r ov i d e d  o p e n  a c c e s s  t o  t h e  d a t a
[37,40,45,48-50,53,57,59,63-66]. A total of 12 studies conducted
internal validation [38,39,41,42,44,47,48,57,61,64,69,70] to
confirm the reproducibility of the model development process
and prevent overfitting. In addition, 7 studies conducted external

validation [41,50,57,60,63,64,69] to assess the model’s
transportability and generalizability using unused datasets. Only
1 study conducted a comparative analysis of the diagnostic
performance of DL models with that of clinicians [57]. The
medical imaging modalities included PRs (n=5), ultrasound
(n=16), MRI (n=5), and CTA (n=8). The core features of the
34 studies are presented in Tables 1 and 2, with further details
provided in Tables S2 and S3 in Multimedia Appendix 1.
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Table . Data sources, indicators, and algorithms of included studies.

Validation typeData sourceStudy, year

LabelsData rangeNumber of cases for
training, test, internal,
or external

Source of data

NoStable or vulnerable
plaque

NR322; 138; NRa; NRChinaSu et al [51], 2023

Internal validationStable or vulnerable
plaque

NR4064; NR; 1016; NRChinaZhang et al [70], 2024

Internal validationStable or vulnerable
plaque

NR751; 261; 258; NRChinaZhou et al [44], 2024

NoSymptomatic or
asymptomatic

NR121; 41; NR; NRChinaZhang et al [58], 2021

External validationNormal or abnormalJanuary 2017-January
2022

240; NR; 60; 100NRZhai et al [41], 2024

Internal validationNormal or abnormal2009‐2022388; 130; 130; NRSouth KoreaYoo et al [39], 2024

NoStable or vulnerable
plaque

NRNRNRXu et al [56], 2022

Internal validationStable or vulnerable
plaque

2020‐2021264; 75; 38; NRChinaXie et al [47], 2023

NoNormal or abnormalNR2725; 554; NR; NRChinaWei et al [62], 2024

Internal validationSymptomatic or
asymptomatic

NR46; 10; 18; NRGreeceGanitidis et al [60],
2021

NoSymptomatic or
asymptomatic

October 2019-July
2022

134; 33; NR; NRChinaShi et al [50], 2023

NoSymptomatic or
asymptomatic

NR84; 20; NR; NRChinaGui et al [49], 2023

NoSymptomatic or
asymptomatic

NR336; 84; NR; NRItalyAli et al [71], 2024

Internal validationNormal or abnormal2016‐2021371; 144; 144; NRIsraelAmitay et al [48], 2023

Internal validationStable or vulnerable
plaque

NR136; 150; 69; NRChinaAyoub et al [72], 2023

NoStable or vulnerable
plaque

October 2015-October
2019

NRItalyCilla et al [55], 2022

Internal validationStable or vulnerable
plaque

September 2017-
September 2018

136; NR; 69; NRChinaGuang et al [57], 2021

Internal and external
validation

Normal or abnormal;
stable or vulnerable
plaque

January 2021-March
2023

3088; NR; 772; 1564ChinaHe et al [69], 2024

NoNormal or abnormalNRNRIndiaLatha et al [73], 2021

NoA total of 3 types
(echo-rich, intermedi-
ate, and echolucent)

NR1169; 294; NR; NRChinaMa et al [59], 2021

NoSymptomatic or
asymptomatic

March 2013-October
2019

163; 106; NR; NRItalyPisu et al [43], 2024

NoSymptomatic or
asymptomatic

January 1, 2018-De-
cember 31, 2021

154; 39; NR; NRChinaWang et al [74], 2024

NoNormal or abnormal2007‐2010NRSpainGago et al [53], 2022

NoNormal or abnormalNR577; 103; NR; NRThe United KingdomOmarov et al [40],
2024

NoStable or vulnerable
plaque

NR2619; 1122; NR; NRChinaWang et al [45], 2023
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Validation typeData sourceStudy, year

LabelsData rangeNumber of cases for
training, test, internal,
or external

Source of data

NoNormal or abnormalNR280; 37; 37; NRGermanyVinayahalingam et al
[42], 2024

NoStable or vulnerable
plaque

NR3088; 772; NR; NRCyprus; The United
Kingdom; NR

Singh et al [37], 2024

NoStable or vulnerable
plaque

January 2018-Decem-
ber 2021

52; 22; NR; NRChinaShan et al [46], 2023

Internal validationNormal or abnormalNR4546; 1471; 1019; NRNRLi et al [38], 2024

NoStable or vulnerable
plaque

July 2009-September
2010

682; 76; NR; NRNRJain et al [54], 2021

NoSymptomatic or
asymptomatic

2004‐2010NRItalyMolinari et al [36],
2018

Internal validationNormal or abnormalNR1946; 7; 12; NRIsraelKats et al [61], 2019

NoSymptomatic or
asymptomatic

July 2015-May 202181; 34; NR; NRChinaChen et al [52], 2022

External validationSymptomatic or
asymptomatic

January 2018-Decem-
ber 2023 (Center 1);
Jan 2022-December
2023 (Center 2,3)

317; NR; NR; 328ChinaZhao et al [63], 2025

Internal and external
validation

Symptomatic or
asymptomatic

January 2018-May
2023 (Center 1); Jan-
uary 2020-May 2023
(Center 2)

213; NR; 93; 110ChinaHu et al [64], 2025

Nonormal or abnormalOctober 2021-January
2022

2069; 887; NR; NRChinaLi et al [75], 2025

NoHIPsb or NHIPscApril 2022-August
2023

146; 63; NR; NRChinaYu et al [66], 2025

Internal validationSymptomatic or
asymptomatic

NR168; 46; 22; NRCyprus, The United
Kingdom, and Greece

Liapi et al [65], 2025

NoNormal or abnormal2008‐2023Training and validation
data: 500; Test data: 80

JapanKuwada et al [67],
2025

NoStable or vulnerable
plaque

January 2017-October
2022

76; 31; NR; NRChinaLao et al [68], 2025

aNR: not reported.
bHIP: highly inflammatory plaque.
cNHIP: non–highly inflammatory plaque.
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Table . Data sources, indicators, and algorithms of all studies.

AlgorithmIndicator definitionStudy, year

Transfer learning ap-
plied

MLa or DLbAlgorithm architectureExclusion of poor
quality cases

Device

NoDLInception V3; VGG-

16d
NRcUltrasoundSu et al [51], 2023

NoDLFusion-SSLNRUltrasoundZhang et al [70], 2024

NoDLTri-CorrectingNRUltrasoundZhou et al [44], 2024

NoML models based on

radiomics algorithmsh

(LASSO algorithm)

LASSOf MRI-based

model (HRPMMg)

YesMRIeZhang et al [58], 2021

NoDL3D-UNet; ResUNetYesCTZhai et al [41], 2024

YesDLCACSNetYesPRsYoo et al [39], 2024

NoDLMulti-feature fusion
method

NRUltrasoundXu et al [56], 2022

NoDLCPTViNRUltrasoundXie et al [47], 2023

YesDLBETUjYesUltrasoundWei et al [62], 2024

NoDLCNNskNRUltrasoundGanitidis et al [60],
2021

NoML models based on
radiomics algorithms
(LASSO algorithm)

LASSO regressionYesCTl and MRIShi et al [50], 2023

NoML models based on
radiomics algorithms

3D-SE-DenseNet121m;
ANOVA_spear-

YesMRIGui et al [49], 2023

(LASSO, ANO-man_LASSO and

MLPn VA_LASSO and
ANOVA_spear-
man_LASSO) and DL

NoDLCAROTIDNetoNoUltrasoundAli et al [71], 2024

YesDLInceptionResNetV2
(minimum-maximum)

YesPRsAmitay et al [48], 2023

NoDLHViTpNRMRIAyoub et al [72], 2023

NoML models based ra-
diomics algorithms (lo-

SVM RBFq kernelYesCTCilla et al [55], 2022

gistic regression [LR]),
support vector machine

(SVM), and CARTr

YesDLDL-DCCPsYesUltrasoundGuang et al [57], 2021

NoDLBCNNt-ResNetuYesUltrasoundHe et al [69], 2024

YesML models based ra-
diomics algorithms

CART; logistic regres-
sion; random forest;

NRUltrasoundLatha et al [73], 2021

(CART, logistic regres-CNN; Mobilenet; Cap-
sulenet sion, and random forest

algorithm) and DL

YesDLMSPv-VGGNRUltrasoundMa et al [59], 2021

NoML models based ra-
diomics algorithms
(NR)

GB-GAMwYesCTPisu et al [43], 2024

YesDLSRxYesCTWang et al [74], 2024

NoDLEnd-to-end frameworkNRUltrasoundGago et al [53], 2022
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AlgorithmIndicator definitionStudy, year

Transfer learning ap-
plied

MLa or DLbAlgorithm architectureExclusion of poor
quality cases

Device

YesDLYOLOv8yYesUltrasoundOmarov et al [40],
2024

YesDLResNet-50YesMRIWang et al [45], 2023

YesDLFaster R-CNNaa with
Swin Transformer
(Swin-T)

YesPRszVinayahalingam et al
[42], 2024

YesML models based on
radiomics algorithms
(SVM algorithms) and
DL

GoogLeNetabYesUltrasoundSingh et al [37], 2024

YesML models based on
radiomics algorithms
(Pyradiomics package
in Python software)

LRac; SVMad; RFae;

LGBMaf; daBoost;

XGBoostag; MLP

YesCT and ultrasoundShan et al [46], 2023

NoDLU-Net; CNNNRUltrasoundLi et al [38], 2024

NoDLSegNet-UNetahNRUltrasoundJain et al [54], 2022

NoML models based on
radiomics algorithms

(BEMDai)

SVMNRUltrasoundMolinari et al [36],
2018

NoDLFaster R-CNNNRPRsKats et al [61], 2019

NoML models based on
radiomics algorithms

(mRMRaj algorithm
and LASSO algorithm)

LASSOYesMRIChen et al [52], 2022

NoML models based on
radiomics algorithms
(XGBoost)

XGBoostYesCTAakZhao et al [63], 2025

NoML models based on
radiomics algorithms
(LASSO algorithm)
and classifier (SVM)

LASSO regression;
SVM; logistic regres-
sion

YesCTAHu et al [64], 2025

NoML models based on
radiomics algorithms
(XGBoost, RF, LASSO
regression)

XGBoost; RF; LASSO
regression

NRUltrasoundLi et al [75], 2025

NoML models based on
radiomics algorithms
(LASSO algorithm)
and ensemble learning

Plaque-R model;

PVAT-Ral model; en-
semble model

YesMRIYu et al [66], 2025

YesDLXceptionNRUltrasoundLiapi et al [65], 2025

NoDLGoogLeNet; YOLOv7NRUltrasoundKuwada et al [67],
2025
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AlgorithmIndicator definitionStudy, year

Transfer learning ap-
plied

MLa or DLbAlgorithm architectureExclusion of poor
quality cases

Device

NoML models based on
radiomics algorithms
(mRMR algorithm;
LASSO algorithm)

mRMR algorithm;
LASSO regression

YesCTALao et al [68], 2025

aML: machine learning.
bDL: deep learning.
cNR: not reported.
dVCG: VGG visual geometry group network.
eMRI: magnetic resonance imaging.
fLASSO: least absolute shrinkage and selection operator.
gHRPMM: high-risk plaque MRI-based model.
hDefinition of ML models based on radiomics algorithms and deep learning (DL): ML models based on radiomics algorithms are models that rely on
artificially designed features (such as texture and shape features) and use traditional algorithms (such as random forest, support vector machine, logistic
regression, etc) to complete classification, without the need for DL algorithms to be in the core task. The DL model was defined as a model that
automatically extracts features and completes classification through neural networks (such as convolutional neural network, ResNet, etc), regardless of
whether the input contains a small number of artificial features, as long as the core task relies on the DL algorithm.
iCPTV: classification of plaque by tracking videos.
jBETU: be easy to use.
kCNN: convolutional neural network.
lCT: computed tomography.
m3D-SE-DenseNet121: 3D squeeze-and-excitation DenseNet with 121 layers.
nMLP: multilayer perceptron.
oCAROTIDNet: carotid symptomatic/asymptomatic plaque detection network.
pHViT: hybrid vision transformer.
qSVM RBF: kernel support vector machine with radial basis function kernel.
rCART: classification and regression tree.
sDL-DCCP: deep learning-based detection and classification of carotid plaque.
tBCNN: bilinear convolutional neural network.
uResNet: deep residual network.
vMSP: multilevel strip pooling.
wGB-GAM: gradient-boosting generalized additive model.
xSR: super resolution.
yYOLOv8: you only look once version 8.
zPR: panoramic radiograph.
aaFaster R-CNN: faster region-based convolutional network.
abGoogLeNet: Google network.
acLR: logistic regression.
adSVM: support vector machine.
aeRF: random forest.
afLGBM: light gradient boosting machine.
agXGBoost: extreme gradient boosting.
ahSegNet-UNet: segmentation network-UNet.
aiBEMD: bidimensional empirical mode decomposition.
ajmRMR: minimum redundancy maximum relevance.
akCTA: computed tomography angiography.
alPVAT: perivascular adipose tissue.

Meta-Analysis of Diagnostic Performance

Synthesized Results
The meta-analysis revealed pooled sensitivity, specificity, and
an area under the SROC curve (SROC AUC) of 0.88 (95% CI

0.85‐0.91; I2=93.58%; P<.001; in Multimedia Appendix 2

[36-69]), 0.89 (95% CI 0.85‐0.92; I2=91.38%; P<.001; in
Multimedia Appendix 2 [36-69]), and 0.95 (95% CI 0.92‐0.96)
for all 34 studies (Figure 2A); 0.88 (95% CI 0.84‐0.92;

I2=93.70%; P<.001; Multimedia Appendix 3 [36-69]), 0.91
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(95% CI 0.86‐0.94; I2=95.55%; P<.001; Multimedia Appendix
3 [36-69]), and 0.95 (95% CI 0.93‐0.97) for all DL models

(Figure 2B); 0.89 (95% CI 0.82‐0.93; I2=90.20%; P<.001;
Multimedia Appendix 3 [36-69]), 0.83 (95% CI 0.76‐0.88;

I2=78.92%; P<.001; Multimedia Appendix 3 [36-69]), and 0.92
(95% CI 0.89‐0.94) for all ML models based on radiomics
algorithms (Figure 2C), respectively. Notably, some studies
used multiple diagnostic models; however, the diagnostic
accuracy of certain models was not thoroughly assessed.

Figure 2. Receiver operating characteristic curves based on the overall performance of different algorithms. (A) All studies included in the meta-analysis
(34 studies with 34 tables). (B) Deep learning (DL) models (24 studies with 24 tables). (C) Machine learning (ML) models based on radiomics algorithms
(10 studies with 10 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating characteristic.

Subgroup Analysis

Medical Imaging Modalities

The pooled sensitivity, specificity, and SROC AUC were 0.91
(95% CI 0.80‐0.96), 0.93 (95% CI 0.84‐0.97), and 0.97 (95%
CI 0.95‐0.98) for the 5 studies using PRs (P<.001; with 5
contingency tables; Figure 3A); 0.89 (95% CI 0.84‐0.93), 0.90
(95% CI 0.84‐0.94), and 0.95 (95% CI 0.93‐0.97) for the 16
studies using ultrasound images (P<.001with 16 contingency
tables; Figure 3B); 0.87 (95% CI 0.87‐0.92), 0.87 (95% CI
0.76‐0.93), and 0.93 (95% CI 0.91‐0.95) for the 5 studies
using MRI images (P<.001; with 5 contingency tables; Figure
3C); 0.83 (95% CI 0.76‐0.88), 0.83 (95% CI 0.75‐0.89), and
0.90 (95% CI 0.87‐0.92) for the 8 studies using CTA images

(P<.001; with 8 contingency tables; Figure 3D), respectively.
In addition, we conducted subgroup analyses using the same
imaging modality based on differentiation. However, only
subgroups of identifying the presence and stability of plaque
had sufficient data for the ultrasound modality to perform
statistical analyses and obtain pooled diagnostic performance
metrics (Table S5 in Multimedia Appendix 1). The pooled
sensitivity, specificity, and SROC AUC were 0.88 (95% CI
0.72‐0.96), 0.91 (95% CI 0.80‐0.96), and 0.95 (95% CI
0.93‐0.97) for determining the presence of plaques (P<.001;
with 5 contingency tables; Figure 3E), 0.90 (95% CI
0.84‐0.94), 0.92 (95% CI 0.83‐0.96), and 0.96 (95% CI
0.94‐0.97) for distinguishing the stability of plaques (P<.001;
with 8 contingency tables; Figure 3F).
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Figure 3. Receiver operating characteristic curves for different medical imaging modalities. (A) Periapical radiographs (PRs) imaging models (5 studies
with 5 tables). (B) Ultrasound imaging models (16 studies with 22 tables). (C) Magnetic resonance imaging (MRI) models (5 studies with 7 tables). (D)
Computed tomography angiography (CTA) models (8 studies with 10 tables). (E) Models based on ultrasound modality for detecting the presence of
carotid plaque (5 studies with 5 tables). (F) Models based on ultrasound modality for distinguishing the stability of carotid plaques (8 studies with 8
tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating characteristic.
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Use of Transfer Learning

The pooled sensitivity, specificity, and SROC AUC were 0.92
(95% CI 0.87‐0.95), 0.93 (95% CI 0.88‐0.96), and 0.97 (95%
CI 0.95‐0.96) for the 10 studies using transfer learning

(P<.001; with 10 contingency tables; Figure 4A) and 0.86 (95%
CI 0.82‐0.90), 0.86 (95% CI 0.81‐0.90), and 0.93 (95% CI
0.90‐0.95) for the 24 studies without transfer learning (P<.001;
with 24 contingency tables; Figure 4B), respectively.

Figure 4. Receiver operating characteristic curves demonstrating transfer learning application. (A) Models using transfer learning (10 studies with 10
tables). (B) Models without transfer learning (24 studies with 24 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC:
summary receiver operating characteristic.

Carotid Plaque Type

The pooled sensitivity, specificity, and AUC were 0.89 (95%
CI 0.81‐0.94), 0.91 (95% CI 0.86‐0.95), and 0.96 (95% CI
0.94‐0.97) for the 11 studies identifying the presence or
absence of carotid plaques (P<.001; with 11 contingency tables;
Figure 5A); 0.90 (95% CI 0.85‐0.94), 0.91 (95% CI

0.85‐0.95), and 0.96 (95% CI 0.94‐0.97) for the 12 studies
identifying stable or vulnerable carotid plaques (P<.001; with
12 contingency tables), respectively (Figure 5B); and 0.86 (95%
CI 0.78‐0.91), 0.81 (95% CI 0.74‐0.87), and 0.90 (95% CI
0.87‐0.92) for the 10 studies identifying symptomatic or
asymptomatic plaques (P<.001; with 10 contingency tables;
Figure 5C), respectively.

Figure 5. Receiver operating characteristic curves for different carotid plaque types. (A) Presence versus absence of carotid plaques (11 studies with
11 tables). (B) Stable versus vulnerable carotid plaques (12 studies with 12 tables). (C) Symptomatic versus asymptomatic carotid plaques (10 studies
with 10 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating characteristic.

Pure Artificial Intelligence Models Versus Models
Constructed by Combining Clinical Features

The pooled sensitivity, specificity, and SROC AUC were 0.82
(95% CI 0.74‐0.88), 0.74 (95% CI 0.69‐0.79), and 0.77 (95%
CI 0.73‐0.80) for the 7 studies involving pure artificial

intelligence models meeting the inclusion criteria (P<.001; with
7 contingency tables; Figure 6A) and 0.85 (95% CI 0.76‐0.92),
0.75 (95% CI 0.70‐0.80), and 0.77 (95% CI 0.73‐0.81) for
models constructed by combining clinical features (P<.001;
with 7 contingency tables; Figure 6B), respectively.
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Figure 6. Receiver operating characteristic curves showing the diagnostic performance of pure artificial intelligence models or models constructed by
combining clinical features. (A) Artificial intelligence models (7 studies with 7 tables). (B) Combined models (7 studies with 7 tables). AUC: area under
the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating characteristic.

Different Sets of Datasets

The pooled sensitivity, specificity, and AUC were 0.90 (95%
CI 0.87‐0.93), 0.91 (95% CI 0.87‐0.93), and 0.96 (95% CI
0.94‐0.97) for testing sets (P<.001; with 27 contingency tables;

Figure 7A); 0.78 (95% CI 0.71‐0.83), 0.80 (95% CI
0.73‐0.86), and 0.86 (95% CI 0.82‐0.88) for external
validation sets (P<.001; with 7 contingency tables; Figure 7B),
respectively.

Figure 7. Receiver operating characteristic curves showing different sets of datasets. (A) Testing (27 studies with 27 tables). (B) External validation
(7 studies with 7 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating characteristic.

Low and High or Unclear Risk of Bias Studies

The pooled sensitivity, specificity, and AUC were 0.80 (95%
CI 0.73‐0.85), 0.80 (95% CI 0.71‐0.87), and 0.86 (95% CI
0.83‐0.89) for studies with a low risk of bias (P<.001; with 5

contingency tables; Figure 8A), and 0.89 (95% CI 0.86‐0.92),
0.90 (95% CI 0.86‐0.93), and 0.95 (95% CI 0.93‐0.97) for
studies with a high or unclear risk of bias (P<.001; with 29
contingency tables; Figure 8B), respectively.
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Figure 8. Receiver operating characteristic curves showing studies with different risk of bias. (A) Studies with a low risk of bias (5 studies with 5
tables). (B) Studies with a high/unclear risk of bias (29 studies with 29 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC:
summary receiver operating characteristic.

Different Sample Sizes of Model

The pooled sensitivity, specificity, and AUC were 0.91 (95%
CI 0.86‐0.94), 0.92 (95% CI 0.87‐0.95), and 0.97 (95% CI
0.95‐0.98) for sample size≥200 (P<.001; with 14 contingency

tables) (Figure 9A), and 0.85 (95% CI 0.80‐0.88), 0.86 (95%
CI 0.80‐0.90), and 0.91 (95% CI 0.89‐0.94) for sample
size<200 (P<.001; with 20 contingency tables; Figure 9B),
respectively.

Figure 9. Receiver operating characteristic curves showing different sample sizes of model. (A) Sample size ≥200 (14 studies with 14 tables). (B)
Sample size <200 (20 studies with 20 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver operating
characteristic.

Models With Different Research Designs (Multicenter
Studies and Single-Center Studies)

The pooled sensitivity, specificity, and AUC were 0.84 (95%
CI 0.77‐0.89), 0.87 (95% CI 0.81‐0.91), and 0.92 (95% CI

0.90‐0.94) for multicenter studies (P<.001; with 9 contingency
tables; Figure 10A), and 0.89 (95% CI 0.84‐0.92), 0.89 (95%
CI 0.84‐0.93), and 0.95 (95% CI 0.93‐0.97) for single-center
studies (P<.001; with 22 contingency tables; Figure 10B),
respectively.
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Figure 10. Receiver operating characteristic curves showing models with different research designs. (A) Multicenter studies (9 studies with 9 tables).
(B) Single-center studies (22 studies with 22 tables). AUC: area under the curve; SENS: sensitivity; SPEC: specificity; SROC: summary receiver
operating characteristic.

Heterogeneity Analysis and Meta-Regression Analysis
The Cochran Q test was used to indicate the presence of
heterogeneity among subgroups (significance level P≤.05) [15].
The I² index was used to assess the extent of heterogeneity
among studies [15], revealing high sensitivity (I²=93.58%) and
specificity (I²=91.38%; Multimedia Appendix 2). The Deek
funnel plot asymmetry test, with P=.21, indicated no apparent
publication bias (Multimedia Appendix 4). Subgroup analyses
were performed using the random-effects models to identify
the potential sources of heterogeneity, particularly when I²
exceeded 50% [16]. Results were as follows:

1. AI model for carotid plaques: Both ML models based on
radiomics algorithms and DL models exhibited high

sensitivity, with an I2 of 90.20% and 93.70%, and high

specificity, with an I2 of 78.92% and 95.55%, suggesting
high performance and significant heterogeneity (Multimedia
Appendix 3 [36-69]).

2. Medical imaging modalities: the sensitivity and specificity

for PRs (sensitivity I2=82.28%; specificity I2=79.16%;
Multimedia Appendix 5 [36-69]) and ultrasound (sensitivity

I2=96.92%; specificity I2=94.98%; Multimedia Appendix
5 [36-69]). The sensitivity and specificity for MRI

(sensitivity I2=71.57%; specificity I2=73.21%; Multimedia
Appendix 5 [36-69]) and the sensitivity for CTA

(I2=56.80%) displayed moderate heterogeneity (Multimedia

Appendix 5 [36-69]). The specificity of CTA (I2=83.79%)
was high (Multimedia Appendix 5 [36-69]). In the
ultrasound modality, the sensitivity and specificity for

determining the presence of plaques (sensitivity I2=96.78%;

specificity I2=97.97%; Multimedia Appendix 5 [36-69])
and distinguishing the stability of plaques (sensitivity

I2=97.01%; sensitivity I2=94.43%; Multimedia Appendix
5 [36-69]) were high.

3. Use of transfer learning: the specificity for models using

transfer learning (specificity I2=74.85%; Multimedia
Appendix 6 [36-69]) displayed moderate heterogeneity.
The sensitivity for models using transfer learning

(sensitivity I2=79.84%; Multimedia Appendix 6 [36-69])
and the sensitivity and specificity for the models without

transfer learning (sensitivity I2=94.12%; specificity

I2=87.35%; Multimedia Appendix 6 [36-69]) were high.
4. Carotid plaque type: all plaque types showed higher

sensitivity and specificity; presence or absence of plaques

(sensitivity I2=94.08%; specificity I2=97.60%; part A in
Multimedia Appendix 7 [36-69]), stable or vulnerable

plaques with (sensitivity I2=95.19%; specificity I2=91.29%;
part B in Multimedia Appendix 7 [36-69]), and symptomatic

or asymptomatic plaques (sensitivity I2=93.28%; specificity

I2=84.67%; part C in Multimedia Appendix 7 [36-69]).
5. Both pure AI models and combined clinical features models

did not exhibit high heterogeneity for AI models (sensitivity

I2=62.97%; specificity I2=2.41%; part B in Multimedia
Appendix 8 [ 50,52,58,63,64,66,68]) and combined models

(sensitivity I2=69.77%; specificity I2=40.08%) for combined
models (part A in Multimedia Appendix 8 [
50,52,58,63,64,66,68]).

6. Different sets of datasets: both testing (sensitivity

I2=94.23%; specificity I2=93.45%; part A in Multimedia
Appendix 9 [36-69]) and external validation (specificity

I2=84.42%; part B in Multimedia Appendix 9 [36-69]) were
high heterogeneity, except the sensitivity for external

validation (I2=66.67%; part B in Multimedia Appendix 9
[36-69]).
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7. Different risk of bias studies: the sensitivity and specificity
for high or unclear risk of bias studies (sensitivity

I2=94.61%; specificity I2=92.59%; part B in Multimedia
Appendix 10 [36-69]) and the specificity for low risk of

bias studies (I2=87.10%) were high (part A in Multimedia
Appendix 10 [36-69]). The sensitivity for low risk of bias

studies (I2=62.20%) was moderate (part A in Multimedia
Appendix 10 [36-69]).

8. Different sample sizes of model: The sensitivity and

specificity for sample size ≥200 (sensitivity I2=97.91%;

specificity I2=97.40%; part A in Multimedia Appendix 11
[36-69]) and the specificity for sample size <200

(I2=78.02%; part B in Multimedia Appendix 11 [36-69])

were high. The sensitivity for sample size <200 (I2=60.64%)
was moderate (part B in Multimedia Appendix 11 [36-69]).

9. Models with different research designs: The sensitivity and

specificity for multicenter studies (sensitivity I2=81.36%;

specificity I2=80.24%; part A in Multimedia Appendix 12
[36,38,39,41-52,54-69]) and single-center studies

(sensitivity I2=95.07 %; specificity I2=90.63%) were high
(part B in Multimedia Appendix 12 [36,38,39,41-52,54-69]).

The meta-regression did not explore the factors contributing to
heterogeneity (parts A-I in Multimedia Appendix 13 [36-69]).
The results of all subgroups are depicted in Table S4 in
Multimedia Appendix 1. The Fagan nomogram was used to
evaluate the diagnostic performance of ML models based on
radiomics algorithms and DL models for carotid plaques. The
results showed a P-post of 89% and 12% for the positive and
negative tests, respectively (Multimedia Appendix 14).

Sensitivity Analysis
Excluding the specific studies did not significantly change our
research results (Table S7-S8 in Multimedia Appendix 1).

Quality Assessment
The quality of the 34 studies was evaluated using the
QUADAS-AI tool (Multimedia Appendix 15). The
QUADAS-AI specifically evaluates bias risk and applicability
concerns in AI studies. Here, we observed that most studies had
significant bias or applicability concerns, particularly regarding
the selection of patients and index test. In the “patient selection”
domain, 20 studies were classified as either high-risk or
indeterminate due to reliance on closed-access data or failure
to present the rationale and breakdown of its training, validation,
and test sets. Only 7 externally validated studies were classified
as low-risk in the “index test” category, while others showed
elevated risks due to a lack of validation. In the “reference
standard” assessment, the reference standard of all studies could
be used to classify the target condition correctly. For the “flow
and timing” assessment, 10 studies showed indeterminate risks
due to insufficient justification for the timing between index
and reference tests. Additionally, 20 studies presented significant
concerns regarding applicability in the “patient selection”
domain, receiving unclear ratings. In the “index test” domain,
7 studies were rated as having low applicability, while all studies
received low applicability ratings in the “Reference Standard”
domain.

Discussion

Principal Findings
This study represents the first systematic evaluation of ML
models based on radiomics and DL models for the
characterization of extracranial carotid plaques. Both approaches
demonstrated robust diagnostic performance, with high SROC
values of 0.95 and 0.92, respectively, highlighting their
promising potential for clinical application in plaque detection
and risk stratification.

Initially, the SP and SROC AUC of DL models were improved
compared to ML models based on radiomics (0.91 vs 0.83; 0.95
vs 0.92), while their sensitivity was similar to that of ML (0.88).
Moreover, we observed that radiomics and DL models used to
identify the presence of plaques and stable plaques had similar
diagnostic capabilities (SROC 0.96, 95% CI 0.94‐0.97), and
both were effective in identifying symptomatic plaques (SROC
0.90, 95% CI 0.87‐0.92). Notably, these differences may not
be simply due to model performance, but could result from a
combination of different clinical objectives (simple exclusion
diagnosis or differentiation of specific cases), imaging
variations, and model techniques. By using knowledge gained
from previous tasks, transfer learning enhances model
performance on new datasets and minimizes data requirements.
It has been successfully applied in various areas of
cardiovascular disease to boost the performance of models
[2,76,77]. In subgroup analyses, transfer learning significantly
enhances model performance in data-limited scenarios and
prevents overfitting. Large sample sizes can minimize sampling
bias, decrease overfitting, and enhance the stability and
reproducibility of the models. Moreover, we performed more
detailed subgroup analyses based on the same imaging modality.
Only the type of plaques in the ultrasound modality had
sufficient data to perform statistical analysis and obtain summary
diagnostic efficacy indicators. Results showed that
ultrasound-based models have demonstrated excellent and
similar performance in detecting the presence of plaques and
assessing their stability. Considering the differences in
equipment characteristics, patient demographics, and study
design, these findings should be interpreted with caution.
Nevertheless, these results provide valuable insights into the
efficacy of radiomics algorithms and DL models in the diagnosis
of carotid plaque.

Analysis of the Main Aspects
This meta-analysis demonstrates that radiomics-based models
and DL models can diagnose extracranial carotid plaque, but
the advantages of DL models in specificity and SROC should
be interpreted with caution. A review of the included studies
revealed that, among the 24 investigations using DL models,
20 primarily focused on plaque characterization (11 on the
detection of plaques and 9 on plaque stability). Of these, 13
studies used ultrasound imaging to identify plaque-specific
features such as echogenicity, morphology, and composition.
In contrast, among the 10 studies using radiomics-based ML
models, 6 were dedicated to identifying symptomatic plaques,
predominantly using MRI (n=2) and CTA (n=3). The accuracy
of symptomatic plaque identification was influenced not only
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by intrinsic imaging characteristics but also by clinical
indicators, including plaque rupture, thrombus formation, and
the occurrence of cerebral hypoperfusion. The tasks were more
complex, and model training seemed to focus on reducing false
negatives to lower the risk of adverse outcomes such as stroke.
In addition, traditional ML algorithms may rely on manual
preprocessing and struggle to capture other subtle differences
(such as the presence of tiny thrombi or fibrous cap thickness),
which may introduce variability and additional costs. In contrast,
the DL models (particularly convolutional neural networks) do
not rely on artificially designed features; instead, they can
directly process raw medical images, automatically filter noise,
and automatically extract more meaningful image features (eg,
slight echo attenuation behind plaques, differences in vascular
wall elasticity, etc) [78]. It can also analyze the preset artificial
extraction features, conduct independent learning, and uncover
potential rules, thereby addressing the aforementioned
challenges [23,79]. It is worth noting that a mismatch in the
number of studies may also affect the interpretation of the
results. Therefore, these differences may not be simply due to
model performance, but could also be caused by multiple factors,
which need to be further investigated.

Besides, the “black box” nature of AI algorithms, particularly
DL models, raises concerns about the transparency and
reliability of decision-making. Of the 34 studies reviewed, only
2 used explainable DL models, achieving an accuracy of 98.2%
[37,65]. The explainable AI (XAI) approach leverages
visualization techniques, feature attribution analysis, and both
global and local explanations to clarify how models derive
predictions from input data. By enhancing transparency, XAI
fosters greater trust among medical professionals, strengthens
model reliability and accountability, and helps mitigate concerns
related to opaque decision-making [80]. The integration of XAI
in medicine not only represents a technological advancement
but also ensures safe, efficient, and robust medical
decision-making, which needs to be further investigated. To
realize this potential, a clinically oriented XAI implementation
framework needs to be developed. First, the reporting criteria
for interpretable techniques (including clinical applicability
evaluation and operational guidelines) should be standardized
to lower the threshold for physician use. Second, the design of
algorithms should be optimized through collaborative efforts
of medical professionals and engineers to improve the specificity
of feature attribution methods based on real clinical needs.
Further clinical validation studies are needed to evaluate the
practical utility of XAI across diverse diagnostic settings—such
as varying regions, hospital levels, and clinician
experience—and to determine its true value in supporting
clinical decision-making beyond algorithmic performance [28].
Furthermore, incomplete disclosure of model development
processes in reports, selective presentation of results by
investigators, and heterogeneity in diagnostic standard
implementation across practitioners with different levels of
experience may decrease the reliability and generalizability of
findings. Therefore, we recommend the formulation of
standardized imaging protocols, reporting procedures, and
quality control measures for carotid plaque assessment and
advocate for the establishment of specialized AI reporting
guidelines for cardiovascular diseases.

Advances in imaging technology have now largely met the
diagnostic requirements of current clinical practice, and current
guidelines place heavy reliance on imaging tests for carotid
plaque assessment. Among the 34 included studies, 27
constructed diagnostic models based only on imaging data.
However, this should not be interpreted as rendering other
clinical parameters irrelevant. Multidimensional diagnostic
models combined with clinical features have been shown to
achieve good diagnostic performance in identifying various
diseases, such as pancreatic ductal adenocarcinoma [81], HCC
recurrence after liver transplantation [82], hemorrhagic brain
metastases [83], malignant BI-RADS 4 breast masses [84], and
others. In our study, the diagnostic performance of combined
models did not slightly improve, which may be due to the small
sample size or some features could not provide more diagnostic
information (for example, Hu et al [2] constructed a model
relying only on indirect perivascular adipose tissue radiomic
features and clinical features to identify symptomatic plaques,
lacking direct imaging features). Considering this evidence, we
strongly recommend that future research should aim to not only
systematically incorporate laboratory tests, medical history, and
other clinical parameters to develop multidimensional diagnostic
models, but also to summarize the most meaningful features
for specific types of plaques. This could address the limitations
in current studies regarding single imaging modalities. This will
also improve the precise classification of carotid plaques and
personalized risk assessment.

This meta-analysis identified significant heterogeneity, while
meta-regression and subgroup regression analysis did not
identify the source, primarily attributable to the intrinsic
challenges in regulating all potential confounding factors.
Different imaging techniques can affect model performance
based on the type of images used (static images vs dynamic
videos), the equipment, and the operators. Guang et al [57] used
a contrast-enhanced ultrasound video-based DL model to
evaluate the diagnostic efficacy of a new carotid network
structure for assessing carotid plaques, whereas other ultrasound
studies consistently used static images. The sequence of MRI
scans also influences diagnostic outcomes. Zhang et al [58]
reported that a model incorporating a combination of
T1-weighted, T2-weighted, dynamic contrast-enhanced, and
postcontrast (POST) MRI sequences achieved a higher AUC
for identifying high-risk carotid plaques compared to models
using individual sequences or partial combinations. This
enhanced performance is attributed to the complementary nature
of these imaging sequences, each capturing distinct
pathophysiological characteristics of the plaque, thereby
improving diagnostic accuracy when used in combination. PRs
have limited resolution, only detecting calcified components of
carotid plaques and missing features such as lipid-rich necrotic
cores or thin or ruptured fibrous caps. There are also notable
differences in model architecture. Yoo et al [39] found
performance variations among different convolutional neural
network architectures within the CACSNet framework on the
same dataset. Gui et al [49] compared multiple DL models (eg,
3D-DenseNet, 3D-SE-DenseNet) with 9 ML algorithms
(including Decision Tree, Random Forest, SVM, etc) using
identical datasets. They found that DL models generally
performed better across key metrics like AUC and accuracy,
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with significant performance differences between and within
the two model types. These suggest that scanning parameters,
model architectures, image segmentation, and algorithms may
explain the heterogeneity in the research results. However, the
small number of studies limits our ability to perform
comprehensive subgroup analyses, which need to be further
investigated.

The use of AI has significantly promoted the diagnosis of carotid
plaque; however, its application requires cautious evaluation.
Only 9 studies were multicenter (most used external validation),
with diagnostic performance lower than single-center studies.
Most studies (n=29) had a high risk of bias due to a lack of
open-source data and external validation and failure to present
the rationale and breakdown of its sets, which led to
overestimation of the research results and affected the
reproducibility and generalizability of the findings. Similar
issues have been noted in previous reports, highlighting a
broader deficiency in rigorous research standards within the
field [85-87]. Furthermore, the contingency tables mostly come
from the testing sets. Although the testing set achieved the best
diagnostic performance, it had higher data quality or similar
data distribution to the training, or overfitting noise, resulting
in inaccurate performance estimation, and strong regularization
may also decrease its performance, ultimately undermining
clinical confidence in these models.

This study has certain clinical significance. We conducted an
in-depth literature review and methodological quality evaluation,
presenting the most current and comprehensive systematic
review of AI-based diagnostic approaches for assessing carotid
plaque. The findings reveal that AI technology shows
considerable potential for diagnosing carotid plaque, but the
findings need to be further validated by conducting more
rigorous external validation using large-scale, high-quality
independent datasets.

Limitations
This study has several limitations. First, the heterogeneity in
model architectures and validation methods across studies
prevents definitive conclusions regarding the most effective AI

approaches. Second, many studies lack multicenter external
validation, leading to a high risk of bias. The model overfitting
and clinical applicability need to be carefully evaluated. Third,
meta-regression and subgroup analysis did not identify the
sources of high heterogeneity that existed in most of the included
studies. We hypothesize that this heterogeneity may be caused
by scanning parameters, model architectures, image
segmentation, and algorithms. However, the overly scattered
distribution of subgroups due to the limited number of studies
restricts more in-depth subgroup analyses. Finally, although the
Deeks test did not show significant publication bias, the included
studies may have intentionally unreported negative results and
omitted potentially relevant non-English literature.

Future studies should use a more comprehensive analytical
methodology based on the current model. Researchers should
strictly follow regulatory norms and standardized operating
procedures. Prospective and multicenter studies and additional
external validation are warranted to enhance the robustness and
generalizability of the existing models. In the future, researchers
should perform independent systematic reviews on specific
subtopics—such as imaging modalities, lesion types, or model
architectures—to facilitate targeted evaluations of AI
performance across distinct clinical scenarios. In addition,
studies on imaging modalities such as CT and MRI are
advocated to generate more data, conduct subgroup analyses,
and clarify the optimal matching of modality, plaque type, and
algorithm. Future efforts should focus on identifying more
meaningful features and building and evaluating the diagnostic
performance of multidimensional diagnostic models. In parallel,
establishing clinically oriented, XAI frameworks will be
essential for enhancing transparency.

Conclusions
Current findings indicate that radiomics algorithms and DL
models can effectively diagnose extracranial carotid plaque.
However, the irregularities in research design and the lack of
multicenter studies and external validation limit the robustness
of the present findings. Future research should aim to reduce
bias risk and enhance the generalizability and clinical orientation
of the models.
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Abstract

Background: The digital health research field is growing rapidly, and a summary of the available digital tools for triaging
musculoskeletal conditions is needed. Effective and safe digital triage tools for musculoskeletal conditions could support patients
and clinicians in making informed care decisions and may contribute to reducing emergency department overcrowding and health
care costs.

Objective: The aim of the study is to identify and describe digital health tools for use by adults to triage musculoskeletal
conditions across primary, urgent, or emergency care settings.

Methods: Our scoping review was conducted following the Johanna Briggs Institute recommendations for scoping reviews and
Arksey and O’Malley’s framework. Systematic searches in MEDLINE (OVID), CINAHL (EBSCO), PsycINFO (EBSCO),
Embase (OVID), Cochrane Library, Web of Science, OpenGrey, Google Scholar, arXiv, medRxiv, and an extensive gray literature
search were conducted with a librarian scientist from inception to September 18, 2025. Studies had to recruit adults (aged 18
years and older) with musculoskeletal conditions that identified a digital health tool designed to triage or diagnose in primary,
urgent, or emergency care settings and report primary data to be included. In total, 2 reviewer pairs independently screened
abstracts and full-text papers. Relevant data were extracted in duplicate, and results were summarized descriptively.

Results: The search yielded 5695 records, and we screened 189 full-text papers. In total, 34 studies (n=37,509 patients) met the
inclusion criteria. The most common musculoskeletal conditions reported were rheumatoid or inflammatory arthritis (13/34,
38%). In total, 19 (19/34, 56%) studies reported on symptom checkers, 13 (13/34, 38%) studies on triage or diagnosis tools, and
2 (2/34, 6%) were studies of diagnostic predictor tools. There were 16 unique digital health tools. A total of 2 tools were built
for triaging musculoskeletal conditions and were not publicly available outside the UK National Health Service. Most tools were
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generic tools designed to screen for general health problems, including musculoskeletal conditions. The most common approach
to evaluating performance (eg, accuracy) of the tools was to compare the concordance of the tool to a clinician diagnosis or triage
recommendation. Sensitivity and specificity ranged from 39% to 91% and 23% to 80%, respectively. The reported accuracy of
the included tools ranged from 33% to 98%.

Conclusions: Musculoskeletal conditions remain a blind spot for people designing, implementing, and evaluating digital health
for triage: few tools were specifically designed for musculoskeletal conditions, and most existing tools performed poorly when
applied to musculoskeletal populations. We recommend health systems and clinicians use a multimodal approach, integrating
both digital health tools and clinical decision-making to safely triage and diagnose until a more robust tool for musculoskeletal
conditions is available. Future tool developers need to use transparent, standardized processes that prioritize tool safety, clinical
value, and trustworthiness when designing for clinicians and patients.

(J Med Internet Res 2026;28:e81578)   doi:10.2196/81578

KEYWORDS

musculoskeletal; digital health; emergency department; health system; triage; PRISMA; Preferred Reporting Items for Systematic
Reviews and Meta-Analyses

Introduction

Musculoskeletal conditions are one of the largest contributors
to the global burden of disease and the sixth largest contributor
to disability worldwide [1]. The global forecast predicts that
the burden of musculoskeletal conditions will more than double
in the decades between 2020 and 2050 [1]. Most musculoskeletal
conditions can be effectively managed proactively in a primary
care setting, not in the emergency department (ED) [2]. Our
recent analysis of epidemiological data revealed that
approximately 1 in 10 ED visits were related to musculoskeletal
issues, and 6 in 10 of these cases could have been appropriately
managed outside the ED [3]. This indicates a need to re-evaluate
how people with musculoskeletal conditions access health care.

Effective and efficient triage processes are needed to help
patients navigate health systems and find timely and high-quality
care, avoiding inappropriate use of the ED [4]. The idea of triage
was first applied in military settings to help allocate resources
and timely care for the wounded [4]. In today’s context, triage
is often considered in the ED or the first point of contact for
clinicians to help prioritize who needs attention first when
patients present to the ED [4]. In regard to triaging
musculoskeletal conditions, triage is often conducted by
tele-triage, paper-based triage, and face-to-face triage [5].
However, patients and musculoskeletal experts have reported
that these approaches are inefficient and ineffective in moving
patients through the health system [5].

There is an increasing trend toward the use of digital triage,
such as online symptom checkers by patients, to make an
informed decision on the next and best course of action for their
current problem [6-8]. More recently, the World Health
Organization has launched a global strategy on digital health
to help improve the health and well-being of all humans [9].
This includes defining digital health as “the use of information
and communications technology in support of health and
health-related fields,” which encompasses eHealth, mobile
health (mHealth), advanced computer sciences, such as big data
and artificial intelligence (AI) or machine learning, and the
broad scope of telehealth and telemedicine [10]. Digital health
tools have the potential to tackle overcrowding in the ED and

primary care settings by guiding patients to alternative services
for musculoskeletal care that may be just as effective as the ED.

In the last decade, there has been a shift toward integrating
digital health tools, such as symptom checkers, into the health
system, as reflected in the volume of reviews evaluating such
tools [6,8,11-14]. With the proliferation and widespread
adoption of generative AI (eg, large language models [LLMs]),
the public seems accepting of using digital health tools like AI
to provide guidance and diagnoses for health conditions. This
is despite generative AI not being specifically designed for
health care use [15]. These findings reflect the growing demand
for the integration of digital technology into health care.

Despite the advancement of digital health tools, there are no
reviews currently available that have studied digital health tools
for diagnosing and triaging musculoskeletal conditions
[8,11-14]. Understanding the available tools, including their
performance (eg, accuracy), will help researchers, policymakers,
and clinicians tailor future digital health technologies for
musculoskeletal conditions and make informed decisions about
how to implement technology in health systems. Helping
patients find the “right care at the right time” for musculoskeletal
conditions may help reduce burden on the health system and
allow the ED to do what it was created for: provide life-saving
care.

The primary objective of this review was to identify and describe
available digital health tools that can triage and diagnose
musculoskeletal conditions in primary, urgent, and emergency
settings. The secondary objective was to summarize the
performance and accuracy of digital health tools.

Methods

Overview
This scoping review was conducted in accordance with the
Johanna Briggs Institute methodology for scoping reviews
[16,17] and reported following the PRISMA-ScR (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
Extension for Scoping Reviews; Checklist 1) and PRISMA-S
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses Extension for Search) [18,19]. We were guided
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by Arksey and O’Malley’s [20] framework with the additions
of Levac et al [21]. A protocol was prospectively registered on
the Open Science Framework (OSF). Amendments to the
protocol were updated and uploaded to the OSF [22].

Search Strategy
An electronic search was conducted in 6 databases (MEDLINE
[OVID], CINAHL [EBSCO], PsycINFO [EBSCO], Embase
[OVID], the Cochrane Library, and Web of Science) and 4 gray
literature sites (OpenGrey, GoogleScholar, arXiv, and medRxiv)
with the aid of a biomedical librarian and information specialist.
Our search strategy was not peer-reviewed but was tested
through an iterative process by the biomedical librarian to ensure
that search strategies returned identified seed papers. Initial

search strategies were adapted from previously published work
[11,14]. We searched databases and gray literature from
inception to September 18, 2025. Table 1 provides the
population-concept-context framework for our search strategy
and illustrates how we operationalized our search. The full
MEDLINE search strategy is outlined in Multimedia Appendix
1, and all other search strategies are uploaded and available on
OSF [22]. To supplement the search, we screened the reference
lists of relevant reviews and included records. We also searched
the Cochrane Database of Systematic Reviews, PROSPERO,
OSF, and JBI Evidence Synthesis to identify any active
systematic or scoping reviews on the topic. The search approach
for identifying gray literature is detailed in Multimedia
Appendix 2.

Table . Population-concept-context (P-C-C) framework.

KeywordsDefinitionP-C-C

(Musculoskeletal or MSK) injur* or pain* or
tear* or ligament* or sprain* or strain* or gout
or arthritis or rheumatic arthritis

Acute (traumatic) or chronic injury related to
muscles, bones, joints, tendons, or ligaments
problems that cause regional or generalized
pain[23] and musculoskeletal disease or condi-
tions as defined by the Global Burden of Disease
(rheumatoid arthritis, osteoarthritis, low back
pain, neck pain, and gout) [1].

Population (people with musculoskeletal pain)

telemedic* or telehealth or teletriag* or telecon-
sult* or telecare or tele-care or virtual medicine
or virtual care or virtual triage or digital health
or digital tool or digital care or digital health
technology or AI or artificial intelligence or deep
learning or machine learning

“The use of information and communications
technology in support of health and health-related
fields” [10]. Digital health captures eHealth,
mobile health, advanced computer sciences, such

as big data and AIa, and the broad scope of tele-
health and telemedicine [10].

Concept (digital health)

self-refer* or self-assess* or self-access* or tele-
triage or triage or diagnosis or decision making
or symptom checker*

Triage guides the distribution of medical re-
sources to patients when there is a scarcity of
health care resources and often refers to a process
to allocate, ration, or prioritize patient treatment
and is considered first point-of-contact care [4].
Triage can be done by a clinician, patient, or
technology (eg, AI) and may involve patients’
self-assessment.

Context (triage)

aAI: artificial intelligence.

Inclusion Criteria
Studies of adults (aged 18 years and older) with musculoskeletal
conditions (≥25% of the sample had to be
musculoskeletal-related) that identified and reported a digital
health tool designed specifically to triage or diagnose in primary,
urgent, or emergency care settings were included. Textbox 1

describes the inclusion and exclusion criteria. We excluded
studies that evaluated the effectiveness of virtual assessments.
We also excluded studies that used digital health tools for
secondary diagnoses (ie, patient had already seen a practitioner
and given a diagnosis), as the tools were typically used to
manage symptoms and not for primary triage or diagnosis.
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Textbox 1. Overview of study selection criteria.

Inclusion criteria

• Adult participants (≥18 years) with a primary complaint of a musculoskeletal condition

• Sample has ≥25% musculoskeletal conditions

• Identifies and reports a digital health tool designed specifically for triage or diagnosis in primary care, urgent care, or emergency settings

Exclusion criteria

• Not English language

• Nonhuman data (eg, vignettes or simulated clinical cases)

• Study design (not original data, eg, review, opinion paper, commentaries, and guidelines)

• Not adult population (all participants aged at least 18 years)

• Not related to a digital health tool (instrument testing or replication or validation studies of clinician assessment to virtual assessment were
excluded, no wearable or technology testing was excluded)

Study Selection
Records were collated and uploaded into EndNote (version 20.3;
Clarivate Analytics), and duplicates were removed before
uploading to Covidence (Veritas Health Innovation) for
screening. Pairs of independent reviewers screened all records
by title and abstracts, and a third reviewer (CLA) resolved any
discrepancies if consensus could not be reached.

At the full-text stage, we first conducted pilot screening, where
all reviewers assessed the same 5 full texts. If major
discrepancies were identified, we met to review and discuss
how to apply the screening criteria in a standardized manner.
All full-text papers were reviewed by pairs of independent
reviewers. Reasons for exclusion during full-text screening were
recorded. Any disagreements between the reviewers at each
stage of the selection process were resolved through consensus
or by an additional reviewer (CLA) as required.

Data Extraction
Data were extracted from included records independently by
pairs of reviewers using a custom data extraction tool designed
in Microsoft Excel by the research team. Any disagreements
were resolved via consensus. We extracted the following details
where available: study characteristics (author, country, sample
size, and study aim), participants’ demographics (sex, age, and
musculoskeletal pain or diagnosis), type of digital tool (name,
purpose of tool, and target users), design and development
process, platform of tool, tool delivery (eg, clinician or patient
self-access), context or care setting in which the tool was used,
assessment of performance or accuracy results, and key findings
relevant to the review question. Where relevant, authors were
contacted once via email to request missing data and to clarify
details about the digital health tool.

Data Synthesis
Studies were summarized by study characteristics, digital health
tool details, and performance assessment. Descriptive data were
summarized as proportions when appropriate. Digital health
tools were classified according to the World Health Organization
digital health category [10] (eHealth, mHealth, and AI or
machine learning), function (ie, triage, diagnosis, or both), care

setting in which the tool was used (ie, ED, primary or urgent
care, or mixed), research setting (ie, urban, rural, or both), how
the tool was administered (eg, self-access or clinician-delivered),
technology interface (eg, web-based or app), and intended user
(patient-facing, clinician-facing, or both).

Digital tools were rated using the technology readiness level
(TRL) and associated technology stage by the first author (LKT)
and verified by a second rater [24]. The TRL ranges from 1 to
9, with 1 representing tool conception and 9 representing that
the tool is ready to be used in real-world settings [24]. We
classified TRL across technology stages (fundamental research,
research and development, pilot and demonstration, early
adoption, and commercially available) [24].

When available, the performance of the digital health tool was
reported by identifying appropriate triage referrals or
recommendations or diagnoses compared to a reference standard
(eg, physician diagnosis). Measures of performance included
diagnostic test accuracy (area under the receiver operator
characteristic curve, sensitivity, specificity, positive predictive
value, negative predictive value, and likelihood ratio) or
reliability measures (internal consistency, test-retest reliability,
and intra- or interrater reliability).

Deviations From Protocol
We sought to use the continuous active learning on Covidence
to support title and abstract screening [25]. During attempts to
calibrate the algorithm, the algorithm did not perform well in
identifying relevant papers for this review. We were not
confident in screening titles and abstracts with only 1 human
reviewer (LKT). Instead, all titles and abstracts and full text
records were screened in duplicate by 2 independent human
reviewers.

As scoping reviews are an iterative process and aim to assess
and evaluate the available evidence, a broad research question
often results in a highly sensitive search and less specific
records. We made pragmatic decisions and minor amendments
to the selection criteria as the review progressed. At the full-text
screening stage, studies including a general population had to
report ≥25% of the sample being musculoskeletal-related to be
included. This cutoff was determined based on studies that
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indicated the prevalence of musculoskeletal presentations in
ED was approximately 25% [26,27].

Results

Overview
The titles and abstracts of 5695 unique records were screened,
and 189 papers were reviewed in full (Figure 1). In total, 34

studies met the inclusion criteria (n=37,509 participants across
33 studies, 12,470/37,509, 33% female). The median age was
50 (range 18-91) years. One study did not report the sample
size. Sex and age data distribution were missing in 12 and 13
studies, respectively. A list of the studies that were excluded at
the full-text stage is presented in Multimedia Appendix 3. Figure
2 charts the data of all 34 studies included by condition,
publication year, and sample size of the study, if reported.

Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) flowchart.
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Figure 2. Sources of data charted by publication year and condition.

Study Characteristics
In total, 30 of 34 (88%) studies focused on primarily
musculoskeletal conditions, and 4 of 34 (12%) studies focused
on general populations with a subset of the sample being
musculoskeletal conditions. Full study details can be found in
Multimedia Appendix 4 [28-61].

In total, 25 of 34 (74%) studies were peer-reviewed, 7 of 34
(21%) records were conference abstracts, and 2 of 34 (6%) were
industry case reports. Studies were published between 2010 and
2025. Cross-sectional (10/34, 29%) studies were most common,
followed by nonrandomized or quasi-experimental studies (8/34,
24%), randomized controlled trials (5/34, 15%), retrospective
cohort (4/34, 12%), mixed or multimethods (3/34), prospective
observational cohort (2/34), and case report (2/34, 6%). All
studies were conducted in high-income countries (n=1 country
not reported), with the majority being from Europe (21/34, 62%)
or the United States (7/34, 21%).

Digital health tools were evaluated across various care settings,
including ED or urgent care (6/34, 18%), physician-led primary
care (6/34, 18%), physiotherapist-led primary care (1/34, 3%),
patient self-access (19/34, 56%), and mixed (eg, primary care
and ED) settings (2/34, 6%).

Tool Identification and Characteristics

Overview
Inflammatory arthritis (eg, rheumatoid arthritis, gout, and
spondyloarthropathy) and arthritis-related conditions were the

most common (13/34, 38%) musculoskeletal conditions studied,
followed by generic musculoskeletal conditions (11/34, 32%).
Others tested digital tools for low back pain (4/34, 12%), knee
(2/34, 6%), finger or hand (2/34, 6%), shoulder (1/34, 3%)
conditions, and nasal fractures (1/34, 3%).

We identified 16 unique digital health tools (Table 2). In total,
7 studies did not report the name of the digital health tool that
was studied or studied a bespoke tool designed for the study
where we could not extract the name of the tool. Of the 34 tools,
13 (38%) tools reported that they were designed to “diagnose
and triage,” 12 (35%) tools were designed to diagnose, and 9
(26%) tools were designed to triage (Table 2). Only 2 tools
(Phio [32,39] and Digital Assessment Routing Tool [DART]
[51,52]) were designed specifically to triage musculoskeletal
conditions. Overall, 3 tools (ADA [37,41,46-49], Buoy Health
[33], and WebMD Symptom Checker [40]) were generic health
tools that had integrated algorithms to screen musculoskeletal
conditions (among other conditions). One tool used OpenAI or
LLMs (ChatGPT [29,34,49]) and reported algorithms capable
of diagnosing musculoskeletal conditions. Five tools
(Rheumatic? [43,45,53,56], Rheport [46-48], RheumConnect
[60], ReumAI [38], and Bechterew-check [41]) were
condition-specific (ie, designed for rheumatological or
inflammatory conditions) with capabilities to differentiate these
conditions from other types of musculoskeletal conditions. Two
tools were joint-specific (Therapha for low back pain [28] and
Virtual Knee Doc for acute knee injuries [30,31]).

J Med Internet Res 2026 | vol. 28 | e81578 | p.190https://www.jmir.org/2026/1/e81578
(page number not for citation purposes)

Truong et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Characteristics of digital health tools, summarizing purpose, use, technology development, and availability.

Available to
public

Tool process-

ese
Technology
readiness as-

sessmentd

Technology
readiness lev-

elc

Digital health
category

Tool formatType of toolb,

intended user,
and access lev-
el

Purpose of

toola
Digital health
tool name

YesAICommercially
available

9mHealthf, AIg

or MLh

AppSymptom
checker (pa-
tient; self-ac-
cess)

Diagnosis and
triage

ADA
[37,41,46-49]

Yes (only in
German)

Clinical or de-
cision support
pathway

Pilot and
demonstration

7mHealthWeb-basedSymptom
checker (pa-
tient; self-ac-
cess)

DiagnosisBechterew-
check [41]

YesAICommercially
available

9eHealth,
mHealth, AI
or ML

Web-based or
app

Symptom
checker (pa-
tient; self-ac-
cess)

Diagnosis and
triage

Buoy Health
[33]

YesAICommercially
available

9eHealth, AI or
ML

Web-basedDiagnostic
predictor (pa-
tient; self-ac-
cess)

DiagnosisChatGPT
[29,34,49]

NoClinical or de-
cision support
pathway

Research and
development

8mHealthAppDigital triagei

(patient; self-
access)

TriageDigital Assess-
ment Routing
Tool [51,52]

No, Propri-
etary

AICommercially
available

9mHealth, AI
or ML

AppSymptom

checkeri (pa-

Diagnosis and
triage

Phio [32,39]

tient; self-ac-
cess)

YesClinical or de-
cision support
pathway

Pilot and
demonstration

6mHealthPhoneTele-triage
(clinician;
clinician-ad-
ministered)

TriagePhone camera
[42] (any
built-in cam-
era)

NoClinical or de-
cision support
pathway

Pilot and
demonstration

6eHealthPhoneTele-triage
(clinician;
clinician-ad-
ministered)

Diagnosis and
triage

PhysioDirect
[44]

YesClinical or de-
cision support
pathway

Pilot and
demonstration

8eHealthWeb-basedSymptom
checker (pa-
tient; self-ac-
cess)

Diagnosis and
triage

Rheumatic?
[43,45,53,56]

Yes (only in
German)

Clinical or de-
cision support
pathway

Early adoption9eHealthWeb-basedSymptom
checker (pa-
tient; self-ac-
cess)

DiagnosisRheport[
[37,46-48]

No (propriety)Clinical or de-
cision support
pathway

Commercially
available

9eHealth, AI or
ML

Web-basedDigital triage
(clinician;
clinician-ad-
ministered)

Diagnosis and
triage

Therapha [28]

NoClinical or de-
cision support
pathway

Commercially
available

7eHealthPhoneTele-triage
(clinician;
clinician-ad-
ministered)

TriageTriageXpert
Dual Purpose
[50]

NoAIPilot and
demonstration

6eHealth, AI or
ML

Web-based
chatbot

Symptom
checker (pa-
tient; self-ac-
cess)

TriageRheumCon-
nect [60]

NoAIPilot and
demonstration

6eHealth, AI or
ML

PhoneTele-triage
(clinician;
clinician-ad-
ministered)

TriageReumAI [38]
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Available to
public

Tool process-

ese
Technology
readiness as-

sessmentd

Technology
readiness lev-

elc

Digital health
category

Tool formatType of toolb,

intended user,
and access lev-
el

Purpose of

toola
Digital health
tool name

NoClinical or de-
cision support
pathway

Pilot and
demonstration

6eHealthWeb-basedSymptom
checker (pa-
tient; self-ac-
cess)

DiagnosisVirtual Knee
Doc [30,31]

YesAICommercially
available

9eHealth, AI or
ML

Web-basedSymptom
checker (pa-
tient; self-ac-
cess)

DiagnosisWebMD
Symptom
Checker [40]

aTriage: provide next steps for care based on symptoms and urgency, may provide preliminary diagnoses but not the objective of the tool. Diagnosis:
provide a preliminary diagnosis based on symptoms, which aids to direct next steps in care.
bType of tool: symptom checker: tool designed for patients to enter their symptom data; tele-triage: tool designed to triage using telephone interface;
digital triage: tool designed to triage using eHealth or mHealth interface; diagnostic predictor: tool designed to use data to predict diagnosis or triage
pathway.
cBased on Innovation Canada Technology Readiness Level: rated on a scale of 1-9, where 1=tool conception and 9=tool ready for real-world settings.
dBased on Innovation Canada Technology Readiness Stages: fundamental research, research and development, pilot and demonstration, early adoption,
commercially available.
eTool processes: AI: tool that uses big data to assign probability to allow for computer-driven decision-making; clinical decision support pathway:
predefined decision tree or rule-based algorithms that support clinical decision-making.
fmHealth: mobile health.
gAI: artificial intelligence.
hML: machine learning.
iSelf-access within the UK National Health Service.

Intended Users
Most studies (24/34, 71%) reported on digital health tools
designed for use by patients, 10 (10/34, 29%) studies targeted
tools at clinicians. In total, 19 (19/34, 56%) studies reported on
tools that were symptom checkers and were designed to be
patient-facing. A total of 10 (29%) studies reported on
clinician-facing tools for triage, diagnosis, or diagnostic
prediction.

Patient-Facing
We classified ADA, Buoy Health, ChatGPT, Bechterew-check,
Rheport, Rheumatic?, RheumConnect, Virtual Knee Doc,
DART, and Phio as tools for patients. All used an app or a
web-based interface. ADA, Buoy Health, and ChatGPT were
tools used for generic health purposes, while the others were
designed for specific groups of conditions (ie, rheumatological
or musculoskeletal conditions). DART and Phio were designed
to integrate with the UK National Health Service. Patients who
used DART or Phio had their results forwarded to a primary
care team or physiotherapist.

Clinician-Facing
In total, 7 tools were identified for clinicians. Therepha is a
clinical decision support system designed for physiotherapists
to diagnose and triage low back pain and was piloted in the ED
[28]. ReumAI uses tele-triage where a nonphysician staff uses
AI-guided telephone interviews to identify diagnoses and
potential previsit tests [38]. Triage Xpert Dual Purpose [50] and
PhysioDirect [58] were triage tools designed for implementation
within specific health systems. One study examined triage of
nasal fractures using a built-in camera to triage to the right

hospital setting [42], and another used tele-triage to assess
whether the ED could be avoided altogether for finger injuries
[36]. Most clinician-facing triage tools used tele-triage (ie, phone
call) as their interface, except for Therepha, which was a
web-based tool. In total, 2 studies leveraged large datasets and
AI to predict diagnoses, with 1 study using ChatGPT [29,60].

Performance and Usability
Of the 34 studies identified, 19 (56%) evaluated the performance
of the digital health tool (Table 3). The most common definition
and method to determine performance was measuring
concordance to a clinician diagnosis or recommended triage
pathway, often by evaluating sensitivity and specificity. The
performance of these tools varied widely and was partly
dependent on the context in which they were being used (eg,
ED or primary care). Sensitivity ranged from 39% to 91%, and
specificity from 23% to 80% [28,30,31,37,41,45,46,48]. The
methods for measuring accuracy were poorly reported, often in
the form of proportion of correct triage or diagnoses. Reported
accuracy ranged from 33% to 98% across 12 unique tools (n=16
studies) [28,29,34,36-38,41,45,49,51,59,61]. The accuracy of
tools used by patients in tertiary settings (eg, seeking care from
a specialist such as an orthopedic surgeon or rheumatologist)
was reported as higher than the accuracy of tools used in primary
care settings.

For studies that compared digital health tools against each other,
ADA was the most common tool used for comparison. When
compared to rheumatologists and medical students, ADA was
superior to clinician’s diagnosis of rheumatic and nonrheumatic
conditions, ChatGPT, and Bechterew-check [37,41,49]. ADA
was comparable to Rheport for diagnostic accuracy of rheumatic
conditions [48]. ChatGPT performed similar to experienced
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rheumatologists for potential diagnostic accuracy for rheumatic
conditions [49].

In total, 4 tools were available in multiple languages (ADA,
ChatGPT, Rheumatic?, and WebMD Symptom Checker), and
8 tools were accessible to the public; however, 2 were designed
for German speakers (Table 3). Based on the TRL, we classified
6 tools as being at the commercially available stage (ADA,
Buoy Health, ChatGPT, Phio, Therapha, and WebMD Symptom
Checker).

Figure 3 provides a visualization comparing TRL and
performance evaluation for the identified digital health tools
(Only 15 of the 16 identified digital tools are reported in this
figure. The “phone built in camera” was not graphed.). If the
tool did not complete a performance evaluation of the tool, a 0
was given for reported performance (ie, accuracy) on Figure 3.
Despite some tools being commercially available, there was a
discrepancy in reported performance findings for
musculoskeletal conditions.
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Table . Performance statistics of digital health tools.

Other find-
ings reported
(%) (95%
CI)

Accuracy of

toola
Specificity
(%)

Sensitivity
(%)

Methods to
evaluate per-
formance

Condition
evaluated

Definition
used to de-
fine tool per-
formance

Performance
of tool evalu-
ated (yes or
no)

Digital health tool and au-
thors

ADAb

PPV 37 (26-
48), NPV 69
(60-80)

NRe6443Sensitivity
or specifici-

ty, PPVc,

NPVd

RheumaticConcordance
with physi-
cian diagno-
sis

YesKnitza et al
(2021) [46]

PPV or NPV
varied de-

NR6852Sensitivity
or specifici-

RheumaticConcordance
with physi-

YesKnitza et al
(2024) [48]

pending onty, PPV,
NPV

cian diagno-
sis whether

ADA or
Rheport was
used first

NR54% accu-
rately diag-

6471Sensitivity
or specifici-
ty, accuracy

RheumaticConcordance
with identi-
fied diagno-
sis from clin-
ical trial

YesGraf et al
(2022) [37]

nosed same
condition

NR58% accu-
rately diag-

7839Sensitivity
or specifici-
ty, accuracy

RheumaticConcordance
with dis-
charge sum-
mary report

YesHannah et al
(2024) [41]

nosed same
condition

NR65% accu-
rate for all

NRNRProportionRheumaticConcordance
with physi-

YesKrusche et al
(2024) [49]

cases; 71%cian diagno-
sis accurate for

cases with

IRDsf; 61%
accurate for
non-IRD
cases

Bechterew-check

NR47% accu-
rately diag-

5341Sensitivity
or specifici-
ty, accuracy

Axial
spondy-
loarthropa-
thy

Concordance
with dis-
charge sum-
mary report

YesHannah et al
(2024) [41]

nosed same
condition

Bespoke tool (no name reported)

NRNTNTNTNTLow back
pain

NTgNoDemmel-
maier et al
(2010) [35]

NRNTNTNTNTLow back
pain

NTNoMartin and
Payne
(2020) [54]

NRNTNTNTNTMSKhNTNoPhillips et al
(2012) [55]

NRNTNTNTNTMSKNTNoRyan and
Grinbergs
(2024) [57]

NR63% accu-
rately triage

NRNRProportionMSKConcordance
with nurse
triage

YesTrivedi et al
(2024) [61]

NR72% soft-
ware predict-

NRNRNRLow back
pain

Concordance
with physi-
cian diagno-
sis

YesSoin et al
(2022) [59]

ed correct di-
agnosis
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Other find-
ings reported
(%) (95%
CI)

Accuracy of

toola
Specificity
(%)

Sensitivity
(%)

Methods to
evaluate per-
formance

Condition
evaluated

Definition
used to de-
fine tool per-
formance

Performance
of tool evalu-
ated (yes or
no)

Digital health tool and au-
thors

Buoy Health

NRNTNTNTNTGeneric
MSK

NTNoCarmona et
al (2022)
[33]

ChatGPT

NR98% accu-
rate with
rheumatolo-
gist diagno-
sis

NRNRNRRheumaticConcordance
with physi-
cian diagno-
sis

YesBadsha et al
(2024) [29]

NR93% accu-
rate with sur-
geon diagno-
sis; 83% ac-
curate with
surgeon
management

NRNRNRShoulder or
elbow in-
juries

Concordance
with physi-
cian diagno-
sis

YesDaher et al
(2023) [34]

NR35% accu-
rate for all
cases; 71%
accurate for
cases with
IRDs; 15%
accurate for
non-IRD
cases

NRNRProportionRheumaticConcordance
with physi-
cian diagno-
sis

YesKrusche et al
(2024) [49]

Digital Assessment Routing Tool (DART)

NR84% DART
matched
physiothera-
pist

NRNRProportionMSKConcordance
with physio-
therapist ex-
pert

YesLowe et al
(2022) [51]

ICC 0.37
(0.16‐0.55)

NRNRNRIntraclass
correlation
coefficient
(ICC)

MSKConcordance
with physio-
therapist ex-
pert

YesLowe et al
(2024) [52]

Phio

NRNTNTNTNTNTNTNoBond et al
(2024) [32]

NRNTNTNTNTNTNTNoGymer et al
(2023) [39]

Phone Camera

NRNRNRNRNRFinger in-
juries

Accuracy of
triage recom-
mendations

YesHara et al
(2015) [42]

PhysioDirect

NRNTNTNTNTNTNTNoKelly et al
(2021) [44]

Rheport

PPV 35 (25-
47); NPV 70
(58-79)

NR5254Sensitivity
or specifici-
ty, PPV,
NPV

RheumaticConcordance
with physi-
cian diagno-
sis

YesKnitza et al
(2021) [46]
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Other find-
ings reported
(%) (95%
CI)

Accuracy of

toola
Specificity
(%)

Sensitivity
(%)

Methods to
evaluate per-
formance

Condition
evaluated

Definition
used to de-
fine tool per-
formance

Performance
of tool evalu-
ated (yes or
no)

Digital health tool and au-
thors

PPV or NPV
varied de-
pending on
whether
ADA or
Rheport was
used first

NR4762Sensitivity
or specifici-
ty, PPV,
NPV

RheumaticConcordance
with physi-
cian diagno-
sis

YesKnitza et al
(2024) [48]

Rheumatic?i

NRAUC-ROC
75 (95% CI
62‐89)

7267Sensitivity
or specifici-
ty, AUC-

ROCj

RheumaticConcordance
with physi-
cian diagno-
sis/treatment
recommenda-
tion

YesKnevel et al
(2022) [45]

NRNTNTNTNTRheumaticNTNoQin et al
(2024) [56]

NRNTNTNTNTRheumaticNTNoLundberg et
al (2023)
[53]

NRNTNTNTNTRheumaticNTNoJakobi et al
(2025) [43]

ReumAI

NR53% accu-
rate with
rheumatolo-
gists

NRNRNRRheumaticConcordance
with physi-
cian diagno-
sis

YesGómez-Cen-
teno et al
(2025) [38]

RheumConnect

NTNTNTNTNTRheumaticNTNoTan et al
(2023) [60]

Therapha

PPV 99 (25-
47); NPV 27
(58-79)

ROC 0.84
(95% CI
0.6‐1.0;
P=.001)

8088Sensitivity
or specifici-
ty, PPV,

NPV, ROCk

Low back
pain

Concordance
with MRI
findings

YesBadahman et
al (2024)
[28]

Triage Xpert Dual Purpose

NTNTNTNTNTMSKNTNoLi et al
(2023) [50]

Virtual Knee Doc

NTNR2789Sensitivity
or specificity

Knee in-
juries

Concordance
with physi-
cian diagno-
sis

YesBisson et al
(2014) [30]

NTNR2391Sensitivity
or specificity

Knee in-
juries

Concordance
with physi-
cian diagno-
sis

YesBisson et al
(2016) [31]

WebMD Symptom Checker
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Other find-
ings reported
(%) (95%
CI)

Accuracy of

toola
Specificity
(%)

Sensitivity
(%)

Methods to
evaluate per-
formance

Condition
evaluated

Definition
used to de-
fine tool per-
formance

Performance
of tool evalu-
ated (yes or
no)

Digital health tool and au-
thors

NT33% accu-
rate with
hand sur-
geon diagno-
sis

NRNRProportionHand in-
juries

Concordance
with physi-
cian diagno-
sis

YesHageman et
al (2015)
[40]

aReported values from the study and not interpretation of authors.
bFindings reported from ADA diagnosis 1 (D1) in study.
cPPV: positive predictive value.
dNPV: negative predictive value.
eNR: not reported.
fIRD: inflammatory rheumatic disease.
gNT: not tested.
hMSK: musculoskeletal.
iFindings reported from dataset A in study.
jAUC-ROC: area under the receiver operating curve.
kROC: receiver operating curve.

Figure 3. Visualization comparing TRL and the highest reported performance evaluation across identified digital health tools. NR: not reported; TRL:
technology readiness level.

Discussion

Principal Findings
We aimed to identify and describe the available tools for triaging
and diagnosing musculoskeletal conditions in primary, urgent,
and emergency settings. Based on a synthesis of 34 studies and
data from 16 different digital health tools, there were no digital
health tools with sufficient evidence to support effective triage
and diagnosis of musculoskeletal conditions across these
settings. Approximately half of these tools were available to
the public. Not all tools were available in English, with 2 tools
only available in German (Bechterew-check and Rheport). The

most frequently studied digital health tool was ADA (n=5),
followed by Rheumatic? (n=4), then ChatGPT (n=3). Only 2
tools (DART and Phio) were purposely developed for screening
musculoskeletal conditions. Both tools are not currently
available outside of the UK’s National Health Service. We were
surprised to find so few digital health tools targeting
musculoskeletal conditions, given the substantial global burden
of musculoskeletal conditions [1]. Notably, rheumatological or
inflammatory arthritis was the most prevalent musculoskeletal
condition studied, despite low back pain being the most common
musculoskeletal condition seen in ED and primary care settings
[62]. We identified 4 studies that included digital health tools
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targeting low back pain, but only 1 of these reported which tool
was used (Therapha). Our findings reflect the discordance of
research across digital health technology and the current health
landscape. Many tools were inaccessible or not designed for
practical use in managing musculoskeletal pain, the most
burdensome conditions seen in primary care.

Our secondary objective was to summarize the performance
and accuracy of the included digital health tools. Approximately
50% of the studies evaluated the performance of a digital health
tool. Apart from ChatGPT, most generic digital health tools (eg,
ADA and WebMD Symptom Checker) reported poor accuracy
(often less than 50% accuracy in identifying the correct
diagnosis compared to clinicians) for musculoskeletal conditions
[37,40,48]. Despite the use of ChatGPT by the public as a
symptom checker [15], ChatGPT’s accuracy for diagnosing
musculoskeletal and rheumatic conditions was variable, ranging
from 33% to 98% [29,34,49]. We suggest that further research
is needed before considering ChatGPT as an accurate diagnostic
or screening tool. Tools that were designed to diagnose
peripheral or spinal musculoskeletal conditions (eg, low back
pain or knee injuries) appear to be more promising with high
sensitivity (88%‐91%) [28,31]. Finally, tools designed
specifically to triage (rather than diagnose) musculoskeletal
conditions (ie, Phio and DART) demonstrated the best
performance. Recent findings published on DART and Phio
indicate that these tools have high agreement (>90%) with expert
physiotherapist recommendations on next care pathways [63,64].
However, the heterogeneity across evaluation methods highlights
the importance of standardized development and evaluation
frameworks to ensure that digital triage tools for musculoskeletal
conditions are accurate, transparent, and safe before integrated
into clinical settings and workflows.

Not Yet Ready for Prime Time
One of the key findings of our review is that some tools are
commercially available and integrated into health systems for
musculoskeletal screening without robust methodological
evaluation or reporting. Premature implementation raises
concerns, particularly given the risk of misdirecting patients or
delaying appropriate care. Before being adopted at scale, digital
triage tools must demonstrate value in real-world settings and
meet minimum standards for safety, accuracy, and usability.
However, many studies evaluating these tools lack transparent
reporting, making it difficult to assess how performance claims
were derived. Studies reporting high accuracy of their digital
tools often had poor transparency or a lack of details on their
tool evaluation. We suggest caution with interpreting these
digital health tools as ready for public use without further
evaluation. It is also unclear how tools that use LLMs operate.
These networks are often termed “black boxes” due to the
inability to explain how these systems achieve their output [65].

Our findings have been confirmed by a recent study that
evaluated diagnostic accuracy and clinical reasoning using 6
different generative AI (LLMs) for rheumatic diagnoses [66].
Despite the LLMs reporting high diagnostic accuracy (~80%),
all models reported subpar clinical reasoning quality (eg,
explaining reasons for supporting diagnoses) [66]. These
findings underscore the importance of digital health tools

requiring both high diagnostic accuracy alongside transparent
algorithms to help to explain the logic behind the tool’s decision.
To improve transparency and enable reproducibility, it is
important to establish standards for incorporating ethical AI in
digital health. Without transparency in how tools were
developed, or in the algorithms used, it is unclear whether the
tools are safe for the public to use.

The only digital health tool with robust evaluation of its
performance was the generic health app, ADA, which is a
Conformité Européenne–certified medical product [46,48].
ADA’s performance was inconsistent across the studies, and
ADA correctly identified the musculoskeletal condition or triage
option in fewer than half of the cases [37,41,46,48,49].
Condition-specific digital health tools (Rheport [46,48],
Rheumatic? [45], Virtual Knee Doc [30,31], Therapha [28], and
ReumAI [38]) performed slightly better. The reported accuracy
was higher in these tools, especially if these tools were
implemented in tertiary care settings (outside of the ED or
primary care). We are not aware of an acceptable threshold for
performance (ie, accuracy) for digital health tools. However,
we recommend implementing tools that are at least more
accurate than flipping a coin and provide consistent results
across different study contexts or musculoskeletal conditions.

AI-driven tools, like ADA or ChatGPT, may perform better
than clinician decision support systems or physicians or
rheumatologists in diagnosing rheumatic conditions [49,67].
Integrating digital health tools in tandem with other nonspecialist
professions (eg, general practitioners and allied health
professionals) could help guide patients to their next care steps
as they wait for specialists (eg, rheumatologists) or avoid
unnecessary visits to specialists or other care providers.
AI-driven tools that have included diagnostic findings (eg,
imaging, clinical symptoms or signs, and bloodwork) have
superior diagnostic accuracy to other AI models [41,67,68].
Until robust stand-alone digital health tools are developed (ie,
a symptom checker that can be used independently by patients),
combining digital health tools and clinician feedback may be
the best method to streamline diagnosis and care in complex
cases while providing timely care for common musculoskeletal
conditions.

Several frameworks for evaluating digital health tools have been
proposed [69]. A recent scoping review identified 12 key
domains—ranging from tool description and content to safety,
clinical effectiveness, and efficacy—across 95 frameworks that
developers and researchers can draw on [69]. However, the
heterogeneity reflects a broader challenge: many digital health
tools span multiple categories (eg, eHealth or mHealth tools
incorporating AI), making classification inconsistent and
evaluation difficult. Advancing this field requires standardized
terminology, harmonized testing and evaluation frameworks,
and clear reporting guidelines—crucial steps to ensure both
progress and patient safety.

Why Would a Digital Health Tool Do a Poor Job at
Screening Musculoskeletal Conditions?
Through the process of screening studies for inclusion into our
review, we found definitions of musculoskeletal conditions that
were vague and varied widely. Definitions of “musculoskeletal”
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are often limited to orthopedic conditions or pain related to
musculoskeletal structures [1,23]. However, musculoskeletal
conditions are a complex category involving heterogeneous
conditions, such as rheumatological or inflammatory arthritis
or gout, that are not typically grouped as musculoskeletal in
clinical practice. We relied on a broad definition to capture
specific musculoskeletal conditions (eg, rheumatological
conditions, arthritis, and gout) and pain related to
musculoskeletal structures (eg, sprains and strains).

There is nuance in how triage would be conducted for acute
versus chronic musculoskeletal conditions, including screening
questions related to condition pathophysiology, subjective
history, pattern of symptoms, and disability (eg, red flags),
which might explain some of the variability in performance
metrics of different digital tools [70]. Early diagnosis and
treatment planning is often iterative for those with
musculoskeletal conditions and varies depending on the
condition. For example, targeted medication plays a vital role
in managing rheumatological conditions [71], whereas some
orthopedic conditions are managed with exercise and minimal
pharmacological interventions [2]. This complexity will impact
triage algorithms by influencing treatment recommendations
(eg, who the patient should see) and timing of care (eg, urgent
or wait-and-see). Therefore, tools that have high accuracy (ie,
good performance) for triaging and diagnosing general health
conditions may not necessarily have the same effectiveness
when applied to musculoskeletal conditions.

Digital health tools may perform poorly at screening because
of user error relating to symptom data entry and patient
interaction with the tool. One solution to this is adding more
key information (eg, diagnostic tests) to an AI-driven model to
improve the diagnostic accuracy of the model [67]. We also
suggest future work to involve patient end users to develop and
refine digital health tools. Most digital health tool algorithms
are derived from clinicians’ clinical reasoning, which may not
follow the same thought process as a patient. In a recent
qualitative study exploring how patients should be engaged in
AI application to health care, patients felt that the priorities of
researchers, particularly for AI tools, were to improve efficiency
and effectiveness of care [72]. In contrast, patients were more
interested in using AI to address issues related to accessing
health care [72]. Patients should be involved early in the design
and development phases to enhance the usability and
understandability of digital health tools. However, patient
perspectives are often included only after the digital health tool
is designed. We argue that engaging patients early in the
development process, such as developing the AI algorithms,
may yield more acceptable and usable digital health tools.

It is unlikely that a “one size fits all” digital health tool can
effectively diagnose and triage all musculoskeletal conditions.
Most patient-facing tools in our review were web- or app-based
tools in the form of generic symptom checkers. ChatGPT has
an accessible interface and is relatively easy to use [15].
Clinician-facing tools may benefit from greater complexity or
condition specificity, depending on the context in which the
tools will be implemented. Instead of an either-or—general or
condition-specific—we advocate for designers to consider their
design goal (ie, triage or diagnosis) and intended user (ie, patient

or clinician), which may improve accuracy in digital health
tools for musculoskeletal conditions.

Move (Relatively) Fast, and Try Not to Break Things
The field of digital health is growing and changing rapidly.
Many health systems have been forced to move toward
implementing digital health, particularly AI-driven tools, without
being afforded adequate time and resources to consider safety,
effectiveness, or downstream consequences [13]. This may be
in part due to social and political imperatives to set key
performance (productivity) indicators, transition of health care
services, and drive toward greater and faster innovation. We
suggest that such a climate could be dangerous for health care,
especially if digital health implementation continues without
adequate evidence, as our findings highlight.

There is a place for digital health triage tools used by patients
and clinicians in the current health care context. Self-referral
and symptom checkers can be effective for musculoskeletal
conditions and to support patients’ access to care, particularly
when patients do not have a consistent primary care team or
provider [11]. Acute care clinics using a self-referral form found
that patients with musculoskeletal conditions were accurate at
self-referring, used less health care, and incurred fewer costs
[73]. Emerging evidence also indicates that patients are using
LLMs such as ChatGPT to make health care decisions, and it
appears that the general public is accepting of using AI for health
care advice and psychological support [15]. However, more
research is needed to ensure that patients presenting with
musculoskeletal conditions have a safe, accurate, and
well-designed tool to direct them to the best care for their
situation. Digital health tools also need to be designed to suit
diverse populations, including those with low health literacy
and limited digital literacy.

Future Considerations and Clinical Implications
While there is a breadth of studies available for digital health
and digital triage, we identified the following knowledge gaps:
(1) reporting and transparency on digital health tool development
must improve, (2) evaluating digital health tools needs a
standard approach, (3) studying the accuracy of triage
recommendations requires robust prospective studies, and (4)
implementing musculoskeletal-focused digital health tools for
first point-of-contact care requires attention.

Despite the absence of digital health tools for triage of
musculoskeletal conditions, we are aware of other tools in
development, such as SupportPrim [74], which might fill some
of the knowledge gaps for health care providers. Our findings
do not provide conclusive evidence to support using digital
health tools to accurately screen musculoskeletal conditions in
many health settings. We recommend that clinicians use these
digital health tools as an adjunct to help guide patients,
particularly when used as a symptom checker, but to still defer
to sound clinical judgment and help patients understand the
limitations of the tools.

Limitations
Although we used a thorough search of published and
unpublished data, it is possible that we have missed relevant
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digital health tools or papers. We set a sample threshold of at
least 25% of the sample population with musculoskeletal
conditions, and this may have resulted in us missing some
studies (eg, studies that were just below the threshold were
excluded). The threshold was intended to maximize external
validity [26,27]. Our goal was to identify tools that were
primarily designed to triage or diagnose (vs manage)
musculoskeletal conditions. Therefore, we excluded studies and
tools that were designed for self-management, even if they
included a symptom checker. This led us to exclude studies that
used tools for secondary triage or diagnosis (ie, used by patients
who had a diagnosis or had already been seen in a primary or
emergency setting) as we wanted to capture tools that could be
used at the first point-of-contact. We identified some potential
musculoskeletal-specific digital health tools that could be used
for secondary triage or diagnosis (Multimedia Appendix 5).
While we attempted to report on the performance and accuracy
of the tools identified, some tools pooled data from the entire
population (ie, not musculoskeletal only). Therefore, the findings

may under- or overestimate the accuracy of the tool for
musculoskeletal conditions. This again points to the need to
design musculoskeletal-specific tools and carefully evaluate
their performance.

Conclusions
The rapid growth of AI and digital health solutions is
transforming health care systems worldwide, with increasing
interest in automating triage and diagnosis. However, our review
shows that musculoskeletal conditions remain a blind spot: few
tools were specifically designed for this purpose, and most
performed poorly when applied to musculoskeletal populations.
Despite commercial availability and implementation in some
settings, the evidence base was weak, and tool performance was
inconsistent and opaque. Health systems and clinicians should
exercise caution before integrating these tools into care
pathways. Musculoskeletal-specific digital tools developed
through transparent, standardized processes are urgently needed
to ensure safety, clinical value, and trustworthiness.
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Abstract

Background: Osteoporosis (OP) is projected to be a major issue significantly impacting the well-being of middle-aged and old
populations. Machine learning (ML) and deep learning (DL) models developed based on medical imaging have enhanced clinicians’
diagnostic accuracy and work efficiency. However, the diagnostic performance of different types of medical imaging for OP has
not been systematically assessed.

Objective: By summarizing related literature, this study aims to elucidate the role of DL models based on different medical
imaging modalities in OP detection.

Methods: PubMed, Embase, the Cochrane Library, and Web of Science were systematically searched for studies using ML for
the diagnosis of OP based on medical imaging. The final search was conducted on May 16, 2024. The risk of bias in the included
studies was assessed using the Quality Assessment of Diagnostic Accuracy Studies-2 tool. A bivariate mixed-effects model was
applied to perform meta-analyses of sensitivity (SEN) and specificity (SPC), stratified by imaging modality (x-ray, computed
tomography [CT], magnetic resonance imaging [MRI]). In addition, subgroup analyses were carried out based on the type of ML
algorithm, the method of validation dataset generation, and the anatomical site of assessment.

Results: A total of 60 studies comprising 66,195 participants were encompassed in this systematic review and meta-analysis.
Among these, 22 studies used x-ray imaging, 37 applied CT imaging, and 3 used MRI for ML-based OP diagnosis. For x-ray–based
models, the pooled SEN and SPC for studies focusing on the appendicular skeleton were 0.97 (95% CI 0.83‐0.99) and 0.90
(95% CI 0.75‐0.96), respectively. For studies using the mandible as the target site, SEN and SPC were 0.94 (95% CI 0.89‐0.97)
and 0.80 (95% CI 0.56‐0.93), respectively. For those focusing on the lumbar spine, the pooled SEN and SPC were 0.87 (95%
CI 0.77‐0.93) and 0.82 (95% CI 0.75‐0.87), respectively. For CT-based models, studies targeting the hip joint reported a
pooled SEN and SPC of 0.87 (95% CI 0.83‐0.90) and 0.92 (95% CI 0.81‐0.96), respectively. For the thoracic spine, SEN and
SPC were 0.91 (95% CI 0.86‐0.94) and 0.94 (95% CI 0.92‐0.95), respectively, while for the lumbar spine, they were 0.91
(95% CI 0.87‐0.94) and 0.92 (95% CI 0.86‐0.95), respectively.

Conclusions: ML based on medical imaging demonstrates high diagnosis accuracy for OP, particularly DL models using x-ray
and CT modalities. However, this study included only a limited number of original studies using MRI-based ML, and there
remains a lack of adequate external validation across studies, which poses interpretative limitations. Future research should aim
to develop artificial intelligence tools with broader applicability and enhanced diagnostic precision.

(J Med Internet Res 2026;28:e75965)   doi:10.2196/75965

KEYWORDS

osteoporosis; machine learning; artificial intelligence; systematic review; diagnostic imaging

Introduction

Osteoporosis (OP), a metabolic disorder, features a systemic
reduction in bone mass and impaired bone microarchitecture
and elevates the risk of fragility fractures. As the most prevalent
chronic metabolic bone disease, it is strongly associated with

advancing age, posing significant health threats. However, due
to its insidious onset, prolonged disease course, and challenges
in treatment, public awareness and attention toward OP
prevention and management remain insufficient [1,2]. With the
emerging global trend of population aging, OP is projected to
become a major issue adversely affecting the quality of life of
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middle-aged and older people. Epidemiological studies estimate
that by 2050, the global population at high risk of fractures will
surge to 6.26 million from 1.66 million in 1990 [3]. This
escalation imposes immense social pressures and substantial
economic burdens on early OP screening, prevention, and
treatment.

At present, a variety of diagnostic methods are available for the
clinical assessment of OP. Among them, dual-energy x-ray
absorptiometry (DXA) for measuring T scores recommended
by the World Health Organization is regarded as the
authoritative and standardized technique [4]. Although DXA is
widely used, it is unable to assess whole-body skeletal, fat, and
lean mass, which restricts its utility in the routine diagnosis or
evaluation of OP [5]. Moreover, due to disparities in
socioeconomic development across different regions worldwide,
DXA is not accessible in underdeveloped countries and regions.
Therefore, some high-risk populations, such as postmenopausal
women and older adults, are not detected and untreated. Medical
imaging is crucial in clinical diagnosis and treatment. However,
the hidden features within imaging techniques including x-rays,
computed tomography (CT), and magnetic resonance imaging
(MRI) are often overlooked due to low spatial resolution and
high contrast resolution [6].

In the 1980s, computer-aided diagnosis (CAD) systems were
developed to deeply interpret key features in medical images,
providing radiologists with valuable insights into image
interpretation [7]. Currently, CAD tools primarily include
traditional machine learning (ML) models built on explainable
clinical features and deep learning (DL) models developed using
pathological or nuclear medicine images. They assist clinicians
in disease diagnosis and prognostic prediction. Increasing
evidence has demonstrated the utility of CAD in diagnosing
conditions such as autism [8], pulmonary embolism [9], breast
cancer [10], and bone metastases [11]. DL approaches based
on medical imaging have attracted substantial research interest.
Against this backdrop, ML models based on various imaging
modalities such as x-rays, CT, and MRI have been constructed
to diagnose OP [12]. However, the diagnostic performance of
various imaging methods in OP is not supported by systematic
evidence. This hindered the application of artificial intelligence
(AI)–based CAD tools in OP and posed challenges for further
systematic development.

Therefore, our study seeks to provide a comprehensive review
of DL research in the diagnosis of OP based on medical imaging
modalities, including x-ray, CT, and MRI. Furthermore, this
study aims to analyze and evaluate the feasibility and accuracy
of AI-driven DL in enhancing the screening and diagnostic rates
of OP, thereby offering robust support for the prevention and
management of the disease.

Methods

Study Registration
This study followed the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) guidelines and
was prospectively registered on PROSPERO
(CRD42024567736).

Eligibility Criteria
The eligible studies were (1) case-control, cohort, or
cross-sectional studies; (2) papers with comprehensively
developed image-based DL models for OP diagnosis; and (3)
English publications. The following studies were excluded: (1)
studies that only developed traditional ML models, (2) those
that performed image segmentation without a complete DL
model, and (3) those lacking outcome measures for evaluating
the DL model’s accuracy. Outcome measures must include at
least 1 of the following: c-statistic, sensitivity (SEN), specificity
(SPC), accuracy, recall, precision, confusion matrix, F1-score,
or calibration curve.

Data Sources and Search Strategy
PubMed, Cochrane, Embase, and Web of Science databases
were thoroughly retrieved up to May 16, 2024. Both MeSH and
free-text terms were used without restrictions on geographic
location or study type. The search strategy is detailed in
Multimedia Appendix 1.

Study Selection
The retrieved literature was uploaded to EndNote (Thomson
Corporation), and duplicates were ostracized. Titles and abstracts
were reviewed to identify potentially eligible studies. Full-text
papers were subsequently screened to determine the eligible
ones. Two researchers (RZ and HY) independently conducted
the literature screening and cross-checked their results. Dissents
were addressed by a third researcher (YL).

Data Extraction
The eligible papers were imported into EndNote, and data
extraction was performed. A standard electronic data extraction
form was developed beforehand to capture the following
information: title, DOI, first author, publication year, author’s
country, study type, patient source, OP diagnosis criteria,
medical imaging, background population, gender, age, use of
image segmentation, number of OP cases, total cases, number
of OP and total cases in the training or validation set, validation
set generation method, model type, and comparison with clinical
practitioners. Data were independently extracted by 2
researchers (RZ and HY), followed by cross-checking. There
was a high level of agreement between the 2 reviewers in the
screening process (Cohen κ=0.879). In cases of disagreement,
a third reviewer (YL) would assist in addressing it.

Risk of Bias in Studies
The bias of risk in the eligible studies was assessed via Quality
Assessment of Diagnostic Accuracy Studies-2, a tool for
evaluating the collation risk of bias and clinical applicability of
original diagnostic studies [13]. Quality Assessment of
Diagnostic Accuracy Studies-2 covers 5 domains: case selection,
trials to be evaluated, reference standard, case flow, and
progress, with each involving a few specific questions. The
answer of “Yes,” “No,” or “Uncertain” corresponds to a low,
high, or uncertain risk of bias. The risk of bias was deemed low
if all of the landmark questions within a range were answered
with “Yes”; if one of the informative questions was answered
with “No,” bias may exist, and the evaluators must determine
the risk of bias in line with the established guidelines. The risk
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of bias must be judged by the evaluation authors as per the
established criteria. An unclear risk indicated that the studies
reported sufficient details. Therefore, evaluators could not make
a definitive judgment.

The risk of bias in studies was independently conducted by 2
researchers (RZ and HY), followed by cross-checking. If any
dissent arose, a third researcher (YL) would assist in addressing
it.

Synthesis Methods
The meta-analysis was carried out via a bivariate mixed-effects
model based on diagnostic 2×2 contingency tables. However,
some of the original studies did not provide complete 2×2
diagnostic data. In such cases, the necessary information was
derived using SEN, SPC, positive predictive value, negative
predictive value, and accuracy, in conjunction with the
corresponding sample sizes. The meta-analysis reported pooled
estimates of SEN, SPC, positive likelihood ratio (PLR), negative
likelihood ratio (NLR), diagnostic odds ratio (DOR), and the
summary receiver operating characteristic (SROC) curve along
with their corresponding 95% CIs. Publication bias across
studies was assessed through Deeks’ funnel plot, while the
clinical utility of the predictive models was evaluated via

Fagan’s nomogram. Subgroup analyses were performed based
on imaging modality (x-ray, CT, and MRI), modeling approach
(traditional ML vs DL), and validation strategy. It is important
to note that the bivariate mixed-effects model requires a
minimum of four 2×2 diagnostic tables. As the ML models
based on MRI images only provided 3 such tables, a narrative
synthesis was performed for this subgroup instead. A 2-sided
P value of <.05 denoted statistical significance.

Results

Study Registration
A total of 3427 papers were retrieved, including 685 from
PubMed, 15 from Cochrane, 1942 from Embase, and 785 papers
from Web of Science. Among them, 639 papers were duplicates
and were excluded. After the title and abstract review, 2587
studies unrelated to the study topic were removed. Full texts of
the rest were subsequently reviewed. In total, 23 conference
abstracts without full-text publications and 68 that did not
include medical imaging in the modeling process were
ostracized. Ultimately, 60 studies were included in the analysis
(Figure 1) [14-73]. This study was conducted in accordance
with the PRISMA 2020 checklist (Checklist 1).
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Figure 1. Literature screening process. RCT: randomized controlled trial.

Study Characteristics
Among the 60 studies included in our analysis, 55 were
case-control studies [14-21,25-35,37-67,69-73], and 5 were
cohort studies [22-24,36,68]. These studies were predominantly
published between 2012 and 2024 and involved 66,195 cases.
These studies were published in 11 countries, including China
(n=27), South Korea (n=10), the United States (n=8), and Japan
(n=5) [15-17,20,22,23,26-33,35-48,50,51,53-60,62-73]. A
smaller number of studies were from India (n=3), Saudi Arabia
(n=2), Jordan (n=1), Latvia (n=1), Malaysia (n=1), Poland (n=1),
and Switzerland (n=1) [14,18,19,21,24,25,34,39,52,61]. In total,
57 studies reported patient sources, of which 42 were

s i n g l e - c e n t e r  s t u d i e s
[14,15,17,19-23,26,29,31,32,36-42,47,48,50-60,62,64-67,69-73],
12 were multicenter studies [16,27,28,30,33,34,43-45,61,63,68],
and 4 used database sources [24,41,46,49]. In terms of OP
diagnosis, 47 studies explicitly provided diagnosis criteria
[16,17,20-23,25,27-33,35-42,44,45,47,50-58,60-64,66-73].
Regarding medical imaging, 37 studies developed CT-based
i m a g i n g  m o d e l s
[15,16,18,19,21-23,25,26,29,31-33,38-41,43-45,47,48,50-54,56-58,65,67-69,72,73],
2 2  d e v e l o p e d  x - r a y – b a s e d  m o d e l s
[14,17,20,24,27,28,30,34-37,42,46,49,55,59-63,70,71], and 3
focused on MRI-based models [45,64,66]. Concerning the
population, 4 studies specifically examined postmenopausal
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women [16,35,36,52,71], and 1 study focused on men aged 50
years and older [16]. In terms of image processing, 48 studies
used manual segmentation techniques to define regions of
i n t e r e s t  f o r  a n a l y s i s
[14-19,21-23,25-36,38,39,41,42,44,45,47,49,52-57,59-66,68,70-73],
while 12 did not define regions of interest
[20,24,37,40,43,46,48,50,51,58,67,69]. Regarding the skeletal
parts, 33 studies used lumbar vertebrae images
[15-17,20,22,23,26,29-32,36,38-41,45,47,48,50,53-55,57,62,64-68,70,71,73],
9 used thoracic vertebrae images [23,25,31,38,44,48,53,55,56],
10 used hip images (including femoral neck, femoral head, and
pelvis) [18,21,33,36,57,62,68,70,72], 7 used mandible images
[17,36,42,52,60,63,71], and 10 used images of limb bones
[14,28,34,35,43,51,58,59,61,69]. Regarding the generation of
validation sets, 35 studies adopted random sampling
[15-17,20-23,25,27,29-32,36,38,40-42,44,48,50-53,56,57,60-62,64,65,67,69,71,72],
1 2  u s e d  K - f o l d  c r o s s - v a l i d a t i o n
[14,24,34,37,39,46,49,58,59,66,70,73], and 5 applied external
validation [28,33,45,54,63]. In total, 9 studies compared their
results with the screening results of clinicians
[22,25,28,45-47,60,62,65]. In terms of model construction, 32
built DL models [18,21,23-31,33,37-42,44-47,52-56,59-62,66],

a n d  2 8  c o n s t r u c t e d  M L  m o d e l s
[14-17,19,20,22,32,34-36,43,48-51,57,58,63-65,67-73]
(Multimedia Appendix 2).

Risk of Bias in Studies
In all eligible studies, consecutive cases were included. Although
most studies were case-control studies, 32 developed DL
models, with variables derived from medical images. Therefore,
these studies demonstrated a low risk of bias in case selection.
In total, 28 studies applied ML models, where the process of
variable generation might be influenced by the case-control
study design, thereby leading to a higher risk of bias. Since this
research is a meta-analysis of ML, whether or not the reference
standards for OP diagnosis are known does not affect the results.
Additionally, the criteria for determining positive results were
pre-established, indicating that the trials under evaluation posed
a low risk of bias. The implementation of a reference standard
for OP diagnosis was considered reasonable, thus introducing
a low risk of bias. Furthermore, there was a proper time interval
between the trial and reference standard, and all patients in a
given study followed the same diagnosis rules, with no cases
omitted. Therefore, there was a low risk of bias in clinical
applicability [14-73] (Figure 2 and Multimedia Appendix 3).
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Figure 2. Risk of bias plot [14-73].
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Meta-Analysis

ML Based on X-Ray

Synthesized Results

This validation set comprised 24 diagnostic 4-fold tables, which
were used to verify the ML models based on x-rays for OP
diagnosis. The results were summarized through the bivariate
mixed-effects model. The pooled SEN, SPC, PLR, NLR, DOR,
and SROC curves were 0.92 (95% CI 0.88‐0.94), 0.83 (95%

CI 0.76‐0.88), 5.4 (95% CI 3.8‐7.6), 0.10 (95% CI
0.07‐0.15), 54 (95% CI 28‐105), and 0.94 (95% CI
0.92‐0.96), respectively (Figures 3 and 4)
[14,17,20,24,27,28,30,34-37,42,46,49,55,59-63,70,71]. There
was no discernible publication bias in the studies according to
Deeks’ funnel plot (Figure 5). In the included study participants,
approximately 48.44% (n=6429) had OP. Assuming this as the
prior probability, if the ML prediction result was OP, the actual
probability of OP was .83. If the ML prediction result was
non-OP, the actual probability of non-OP was .92 (Figure 6).

Figure 3. Forest plot of sensitivity and specificity for x-ray–based machine learning for diagnosing osteoporosis
[14,17,20,24,27,28,30,34-36,42,46,49,56,60,62,63,70,71].

J Med Internet Res 2026 | vol. 28 | e75965 | p.212https://www.jmir.org/2026/1/e75965
(page number not for citation purposes)

Zhao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. 95% Confidence contour for x-ray. AUC: Area underthe curve;SEN: Sensitivity; SPC: Specificity;SROC: Summary receiver operating
characteristic.
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Figure 5. Diagnostic odds ratio for x-ray. ESS:Effective sample size.
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Figure 6. Pretest probability for x-ray. LR:Likelihood ratio.
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Subgroup Analysis: Types of ML

Deep Learning

The validation set included 9 diagnostic 4-fold tables to assess
the performance of DL models based on x-ray images for OP
diagnosis. The results summarized from the bivariate
mixed-effects model showed that SEN, SPC, PLR, NLR, DOR,
and the SROC curve were 0.90 (95% CI 0.79‐0.95), 0.79 (95%
CI 0.62‐0.89), 4.2 (95% CI 2.2‐8.0), 0.13 (95% CI
0.06‐0.29), 32 (95% CI 9‐107), and 0.92 (95% CI
0.89‐0.94), respectively (Figures S1 and S2 in Multimedia
Appendix 4). Deeks’ funnel plot revealed no marked publication
bias (Figure S3 in Multimedia Appendix 4). In the encompassed
studies, approximately 30% (n=2556) of the participants had
OP. Therefore, assuming this as the prior probability, if the
result from ML indicated OP, the actual probability of OP was
.64. If the ML result indicated non-OP, the actual probability
of non-OP was .95 (Figure S4 in Multimedia Appendix 4).

Traditional ML

The validation set encompassed 15 diagnostic 4-fold tables for
validating the traditional ML models based on x-ray imaging
for OP diagnosis. The bivariate mixed-effects model was
leveraged. The pooled SEN, SPC, PLR, NLR, DOR, and SROC
were 0.93 (95% CI 0.92‐0.95), 0.85 (95% CI 0.79‐0.89), 6.0
(95% CI 4.3‐8.5), 0.08 (95% CI 0.06‐0.10), 78 (95% CI
44‐139), and 0.96 (95% CI 0.94‐0.97), respectively (Figures
S5 and S6 in Multimedia Appendix 4). Deeks’ funnel plot
showed no significant publication bias in studies (Figure S7 in
Multimedia Appendix 4). Approximately 61% (n=3863) of the
participants had OP. Therefore, assuming this as the prior
probability, if the result from ML indicated OP, the actual
probability of OP was .90. If the ML result indicated non-OP,
the actual probability of non-OP was .81 (Figure S8 in
Multimedia Appendix 4).

Generation Method of the Validation Set

K-Fold Cross-Validation
Among models constructed through x-ray for OP diagnosis, 7
diagnostic 4-fold tables used the K-fold cross-validation to
generate the validation set. The results summarized by the
bivariate mixed-effects model demonstrated that the SEN, SPC,
PLR, NLR, DOR, and SROC curve were 0.90 (95% CI
0.83‐0.95), 0.87 (95% CI 0.79‐0.93), 7.2 (95% CI 4.0‐12.7),
0.11 (95% CI 0.06‐0.21), 64 (95% CI 20‐204), and 0.95
(95% CI 0.93‐0.96), respectively (Figures S9 and S10 in
Multimedia Appendix 4). Deeks’ funnel plot did not exhibit
significant publication bias (Figure S11 in Multimedia Appendix
4). Among the participants in our included studies,
approximately 42% (n=1287) had OP. Therefore, assuming this
as the prior probability, if the ML result indicated OP, the actual
probability of OP was .84. If the ML result indicated non-OP,
the actual probability of non-OP was .92 (Figure S12 in
Multimedia Appendix 4).

Random Sampling
In total, 14 diagnostic 4-fold tables used the random sampling
method to generate the validation set. The results summarized
by the bivariate mixed-effects model showed that the pooled

SEN, SPC, PLR, NLR, DOR, and SROC curve were 0.90 (95%
CI 0.84‐0.93), 0.76 (95% CI 0.67‐0.84), 3.8 (95% CI
2.7‐5.4), 0.14 (95% CI 0.09‐0.20), 28 (95% CI 16‐48), and
0.91 (95% CI 0.88‐0.93), respectively (Figures S13 and S14
in Multimedia Appendix 4). Significant publication bias was
not noted in Deeks’ funnel plot (Figure S15 in Multimedia
Appendix 4). Among the participants in our included studies,
approximately 60% (n=4049) had OP. Therefore, assuming this
as the prior probability, if the ML result indicated OP, the actual
probability of OP was .85. If the ML result showed non-OP,
the actual probability of non-OP was .83 (Figure S16 in
Multimedia Appendix 4).

Examination Parts

Limbs
In the OP diagnosis models constructed based on x-rays, 4
diagnostic 4-fold tables focused on the limb bones. The results
summarized by the bivariate mixed-effects model showed a
SEN of 0.97 (95% CI 0.83‐0.99), SPC of 0.90 (95% CI
0.75‐0.96), PLR of 9.6 (95% CI 3.5‐25.9), NLR of 0.03
(95% CI 0.01‐0.22), DOR of 277 (95% CI 20‐3783), and
the SROC curve of 0.98 (95% CI 0.96‐0.99; Figures S17 and
S18 in Multimedia Appendix 4). Deeks’ funnel plot did not
demonstrate significant publication bias (Figure S19 in
Multimedia Appendix 4). In the included study participants, the
proportion of OP cases was approximately 19% (n=1114).
Assuming this as the prior probability, if the ML result indicated
OP, the actual probability of OP was .69. If the ML result
indicated non-OP, the actual probability of non-OP was <.001
(Figure S20 in Multimedia Appendix 4).

Mandible
In total, 6 diagnostic 4-fold tables focused on the mandible. The
bivariate mixed-effects model was used. The pooled SEN, SPC,
PLR, NLR, DOR, and SROC were 0.94 (95% CI 0.89‐0.97),
0.80 (95% CI 0.56‐0.93), 4.8 (95% CI 1.9‐12.1), 0.07 (95%
CI 0.04‐0.14), 69 (95% CI 20‐241), and 0.96 (95% CI
0.94‐0.97), respectively (Figures S21 and S22 in Multimedia
Appendix 4). Deeks’ funnel plot indicated no significant
publication bias (Figure S23 in Multimedia Appendix 4). In all
included study participants, the proportion of OP cases was
approximately 42% (n=1153). Assuming this as the prior
probability, if the ML result indicated OP, the actual probability
of OP was .78. If the ML result indicated non-OP, the actual
probability of non-OP was .95 (Figure S24 in Multimedia
Appendix 4).

Lumbar Vertebrae
In total, 8 diagnostic 4-fold tables focused on the lumbar
vertebrae. The bivariate mixed-effects model was used to
summarize data. The pooled SEN, SPC, PLR, NLR, DOR, and
SROC were 0.87 (95% CI 0.77‐0.93), 0.82 (95% CI
0.75‐0.87), 4.8 (95% CI 3.4‐6.7), 0.16 (95% CI 0.08‐0.30),
31 (95% CI 12‐77), and 0.90 (95% CI 0.87‐0.92),
respectively (Figures S25 and S26 in Multimedia Appendix 4).
Significant publication bias was not found in Deeks’ funnel plot
(Figure S27 in Multimedia Appendix 4). In the included study
participants, the proportion of OP cases was approximately 32%
(n=1281). Assuming this as the prior probability, if the ML
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result indicated OP, the actual probability of having OP was
.69. If the ML result indicated non-OP, the actual probability
of non-OP was .93 (Figure S28 in Multimedia Appendix 4).

ML Based on CT

Synthesized Results
The validation set consisted of 24 diagnostic 4-fold tables for
validating CT-based ML models for diagnosing OP. The
bivariate mixed-effects model was used to pool data. The pooled
SEN, SPC, PLR, NLR, DOR, and SROC were 0.91 (95% CI

0.89‐0.93), 0.92 (95% CI 0.89‐0.94), 11.6 (95% CI 8.5‐9.7),
0.09 (95% CI 0.07‐0.12), 123 (95% CI 80‐90), and 0.97
(95% CI 0.53‐1.00), respectively (Figures 7 and 8)
[15,16,18,19,21-23,25,26,29,31-33,38-41,43-45,47,48,50-54,56-58,65,67-69,72,73].
According to Deeks’ funnel plot, there was no significant
publication bias (Figure 9). Among the included research
participants, the proportion of individuals with OP was
approximately 50% (n=10,995). Therefore, assuming this as
the prior probability, if the ML models predicted OP, the actual
probability of OP was .92. If the ML models predicted no OP,
the actual probability of non-OP was .91 (Figure 10).

Figure 7. Forestplot of sensitivity and specificity for computed tomography-based machine learning for diagnosing osteoporosis
[15,16,18,19,21-23,25,26,29,31-33,38-41,43-45,47,48,50-54,56-58,65,67-69,72,73].
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Figure 8. 95% Confidence contour for CT.AUC:Area under the curve;CT:Computed tomography;SEN: Sensitivity; SPC: Specificity;SROC: Summary
receiver operating characteristic.
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Figure 9. Diagnostic odds ratio for CT .CT: Computed tomography;ESS:Effective sample size.
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Figure 10. Pretest probability for CT. CT:Computed tomography;LR:Likelihood ratio.
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Subgroup Analysis: Types of ML

Deep Learning

In the validation set, there were 15 diagnostic 4-fold tables for
validating the CT-based DL models for diagnosing OP. The
bivariate mixed-effects model was used. The pooled SEN, SPC,
PLR, NLR, DOR, and SROC curve were 0.91 (95% CI
0.88‐0.94), 0.94 (95% CI 0.92‐0.96), 16.3 (95% CI
11.9‐22.3), 0.09 (95% CI 0.06‐0.13), 178 (95% CI
106‐299), and 0.98 (95% CI 0.96‐0.99), respectively (Figures
S29 and S30 in Multimedia Appendix 4). Deeks’ funnel plot
exhibited no marked publication bias (Figure S31 in Multimedia
Appendix 4). Among the research participants included, the
proportion of individuals with OP was approximately 32%
(n=3197). Therefore, assuming this as the prior probability, if
the ML models predicted OP, the actual probability of OP was
.88. If the ML models predicted no OP, the actual probability
of non-OP was .96 (Figure S32 in Multimedia Appendix 4).

Traditional ML

In the validation set, there were 15 diagnostic 4-fold tables for
validating traditional ML models based on CT for diagnosing
OP. The bivariate mixed-effects model was used. The pooled
SEN, SPC, PLR, NLR, DOR, and SROC curve were 0.92 (95%
CI 0.88‐0.95), 0.85 (95% CI 0.77‐0.90), 6.1 (95% CI
4.0‐9.4), 0.09 (95% CI 0.06‐0.15), 67 (95% CI 35‐128),
and 0.95 (95% CI 0.93‐0.97), respectively (Figures S33 and
S34 in Multimedia Appendix 4). Deeks’ funnel plot did not
show notable publication bias (Figure S35 in Multimedia
Appendix 4). Among the research participants, the proportion
of individuals with OP was approximately 60% (n=6486).
Therefore, assuming this as the prior probability, if the ML
models predicted OP, the actual probability of OP was .90. If
the ML models predicted no OP, the actual probability of
non-OP was .88 (Figure S36 in Multimedia Appendix 4).

Validation Set Generation Method

External Validation
In the OP diagnosis models constructed based on CT, validation
sets for 5 diagnostic 4-fold tables were generated through
external validation. The bivariate mixed-effects model was
leveraged to pool data. The pooled SEN, SPC, PLR, NLR, DOR,
and SROC curve were 0.88 (95% CI 0.85‐0.91), 0.97 (95%
CI 0.96‐0.98), 28.4 (95% CI 20.4‐39.7), 0.12 (95% CI
0.10‐0.16), 229 (95% CI 148‐355), and 0.98 (95% CI
0.96‐0.99), respectively (Figures S37 and S38 in Multimedia
Appendix 4). Deeks’ funnel plot indicated no discernible
publication bias (Figure S39 in Multimedia Appendix 4). Among
the included study participants, approximately 31% (n=1590)
had OP. Assuming this as the prior probability, if ML predicted
OP, the actual probability of OP was .93. Conversely, if ML
predicted non-OP, the actual probability of non-OP was .95
(Figure S40 in Multimedia Appendix 4).

Random Sampling
Validation sets for 24 diagnostic 4-fold tables were generated
using the random sampling method. The bivariate mixed-effects
model was leveraged. The pooled SEN, SPC, PLR, NLR, DOR,
and SROC were 0.91 (95% CI 0.87‐0.94), 0.90 (95% CI

0.85‐0.94), 9.4 (95% CI 6.0‐14.9), 0.10 (95% CI 0.07‐0.14),
96 (95% CI 57‐161), and 0.96 (95% CI 0.94 ‐0.97),
respectively (Figures S41 and S42 in Multimedia Appendix 4).
Deeks’ funnel plot presented no significant publication bias
(Figure S43 in Multimedia Appendix 4). Among the included
study participants, approximately 36% (n=4175) had OP. Given
this as the prior probability, when the ML models predicted OP,
the actual probability of OP was .84. On the other hand, when
the ML models predicted non-OP, the actual probability of
non-OP was .95 (Figure S44 in Multimedia Appendix 4).

Examination Parts

Hip Joint
In the OP diagnostic models constructed based on CT, 6
diagnostic 4-fold tables focused on the hip joint. The bivariate
mixed-effects model was used. The pooled SEN, SPC, PLR,
NLR, DOR, and SROC were 0.87 (95% CI 0.83‐0.90), 0.92
(95% CI 0.81‐0.96), 10.4 (95% CI 4.4‐24.7), 0.14 (95% CI
0.10‐0.19), 76 (95% CI 24‐239), and 0.92 (95% CI
0.90‐0.94), respectively (Figures S45 and S46 in Multimedia
Appendix 4). Deeks’ funnel plot did not show any marked
publication bias (Figure S47 in Multimedia Appendix 4). Among
the included study participants, approximately 69% (n=2719)
had OP. Assuming this as the prior probability, if ML predicted
OP, the actual probability of OP was .96. If the models predicted
non-OP, the actual probability of OP was .77 (Figure S48 in
Multimedia Appendix 4).

Thoracic Vertebrae
In total, 9 diagnostic 4-fold tables focused on the thoracic
vertebrae. The bivariate mixed-effects model was leveraged to
pool data. The pooled SEN, SPC, PLR, NLR, DOR, and SROC
were 0.91 (95% CI 0.86‐0.94), 0.94 (95% CI 0.92‐0.95),
14.4 (95% CI 10.7‐19.3), 0.10 (95% CI 0.06‐0.15), 150 (95%
CI 75‐300), and 0.97 (95% CI 0.95‐0.98), respectively
(Figures S49 and S50 in Multimedia Appendix 4). Significant
publication bias was not observed in Deeks’ funnel plot (Figure
S51 in Multimedia Appendix 4). Among the encompassed study
participants, approximately 29% (n=2523) had OP. Assuming
this as the prior probability, if ML predicted OP, the actual
probability of OP was .85. If ML predicted non-OP, the actual
probability of non-OP was .96 (Figure S52 in Multimedia
Appendix 4).

Lumbar Vertebrae
For OP diagnostic models using the lumbar vertebrae as the
target part, 26 diagnostic 4-fold tables were analyzed. The
bivariate mixed-effects model yielded a SEN of 0.91 (95% CI
0.87‐0.94), SPC of 0.92 (95% CI 0.86‐0.95), PLR of 10.7
(95% CI 6.7‐17.2), NLR of 0.10 (95% CI 0.07‐0.14), DOR
of 110 (95% CI 63‐191), and SROC curve of 0.96 (95% CI
0.94‐0.98; Figures S53 and S54 in Multimedia Appendix 4).
Deeks’ funnel plot did not reflect discernible publication bias
(Figure S55 in Multimedia Appendix 4). Among the
encompassed study participants, approximately 42% (n=7327)
had OP. Assuming this as the prior probability, if ML predicted
OP, the probability of actual OP was .89. Conversely, if ML
predicted non-OP, the actual likelihood of non-OP was .93
(Figure S56 in Multimedia Appendix 4).
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ML Based on MRI
Only 3 studies have constructed diagnostic models for OP based
on MRI [45,64,66], all of which used the lumbar vertebrae as
the examination part. Due to the limited number of studies of
this type and the substantial heterogeneity noted in the
meta-analysis, the conclusions drawn lack sufficient reference
significance. Therefore, this study presents only a narrative
analysis of this part.

Among these, 2 studies used traditional ML models, while 1
used a DL model. The SEN of these models was 0.857, 0.872,
and 0.892, and the SPC was 0.944, 0.688, and 0.892,
respectively. The validation strategies used in these studies
included external validation, K-fold cross-validation, and
random sampling.

Discussion

Main Findings of This Study
Medical imaging is an indispensable tool in the diagnosis,
treatment, and management of OP. Conventional imaging
methods such as x-ray, CT, and MRI are pivotal clinically.

X-ray imaging enables clinicians to visually assess reductions
in vertebral height, cortical bone thickness, and morphological
changes in appendicular and mandibular bones, thus screening
OP. However, as DXA is updated and improved, clinicians can
more accurately know bone mineral density and structural
parameters of the lumbar vertebrae and hip, thereby facilitating
the diagnosis of OP. The World Health Organization has
designated DXA as the gold standard for determining bone
mineral density and diagnosing postmenopausal OP [74,75].
However, in low-resource environments and economically
underdeveloped regions, the clinical application of DXA is
limited due to factors such as insufficient medical knowledge
and constrained health care infrastructure. In contrast, AI tools
have the potential to maximize the extraction of clinically
relevant information from various medical images, thereby
enabling the early identification of the population with OP or
low bone mass. This significantly supports the early prevention,
diagnosis, and management of the disease.

Advantages of Different Imaging Modalities in the
Diagnosis of OP
This shift has diminished the application of x-rays in quantitative
analysis for OP. Nevertheless, ML and DL models have
improved the diagnostic performance of x-ray imaging,
providing significant impetus for its broader clinical application.
CT, with its high resolution, enables clinicians to observe
cortical and trabecular bone integrity, offering distinct
advantages in evaluating spinal OP and changes in trabecular
bone volume ratios in the hip [76]. Conventional CT generates
images by measuring differences in the linear attenuation
coefficients of x-ray beams as they pass through various
biological tissues. However, when tissues possess similar
densities, such as calcium and bone, conventional CT often
yields comparable Hounsfield unit values due to the use of a
single x-ray energy spectrum, limiting its ability to differentiate
between such tissues. In contrast, spectral CT imaging, which
is based on tissue-specific photoelectric effect weighting, offers

enhanced resolution in distinguishing fine bone
microarchitecture. This technological advancement holds
significant potential for improving the diagnostic accuracy of
OP. MRI is highly efficient in assessing bone microarchitecture
[77]. However, MRI is not the first choice to detect OP because
of its high cost, extended scan times, and obstacles faced by
patients with metallic implants or claustrophobia. Our database
search corroborated that most studies have focused on x-ray
and CT imaging, while comparatively fewer have investigated
MRI. Nevertheless, existing evidence supports the robust
diagnostic performance of ML models based on imaging data.
For example, the pooled SEN and SPC of ML models based on
x-ray for OP diagnosis were 0.92 (95% CI 0.88‐0.94) and 0.83
(95% CI 0.76‐0.88), respectively. Similarly, ML models
developed via CT achieved SEN and SPC of 0.91 (95% CI
0.89‐0.93) and 0.92 (95% CI 0.89‐0.94), respectively. These
findings demonstrate the high accuracy of x-ray and CT in OP
diagnosis. In addition, quantitative ultrasound is another
commonly used modality for OP detection. Quantitative
ultrasound relies on 2 primary parameters: speed of sound and
broadband ultrasound attenuation, which assess the ability of
ultrasound waves to propagate through bone both horizontally
and longitudinally [78]. In summary, diverse imaging modalities
and bone types provide flexible and enriched diagnostic options
for OP. Furthermore, this variety brings ample opportunities
for the development of advanced ML models tailored to different
imaging techniques.

Status Quo of Research on ML
With advances in computer science, numerous researchers have
sought to use these techniques in the prevention and treatment
of OP. Compared with clinicians, who visually observe positive
imaging features, AI-assisted tools significantly improve the
efficiency and accuracy of diagnosing OP [46,60]. In addition,
Yang et al [79] developed an ML-based predictive model using
data from surveys on risk factors for OP, which is highly
prospective for early screening and treating OP in the Hong
Kong population. Similarly, ML models based on community
health examinations and serum bone turnover markers have
demonstrated a high area under the receiver operating
characteristic curve, F1-scores, and accuracy [80,81]. These
findings highlight the efficiency of ML in the diagnosis and
management of OP.

Mechanism of Image-Based ML
Image-based ML can broadly be categorized into traditional
ML and DL. Traditional ML involves dividing data into a
training set for model development and a test set for model
validation. Through processes such as image segmentation,
texture extraction, and feature selection, traditional ML models
are constructed for predicting outcome events. However, the
process of texture feature extraction and selection carries a
significant risk of data loss. In contrast, DL incorporates feature
extraction directly into the training process, thereby maximizing
the retention of meaningful information within the image data.
Convolutional neural networks, as a representative DL approach,
can simultaneously extract and select features across multiple
hidden layers to accomplish classification tasks. Moreover,
DL-based models can correct image blurring in panoramic
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x-rays caused by patient mispositioning and mitigate the impact
of metal artifacts in CT images on feature extraction [82-84].
This study further demonstrates that ML models based on x-ray
and CT outperform traditional ML models, suggesting that DL
is more accurate than traditional ML approaches. Image analysis
using DL can leverage AI to develop more efficient and
user-friendly image interpretation tools, providing valuable
insights into the development of medical imaging software.

The Impact of Validation Set Generation Methods on
ML Performance
Validation methods are critical metrics for assessing the
performance of ML models. These methods can be categorized
into external validation and internal validation. Internal
validation can be further subdivided into random sampling,
leave-one-out validation, and K-fold cross-validation. External
validation, which can accurately reflect the clinical applicability
of ML, is widely preferred by researchers. In contrast, internal
validation typically generates validation sets via random
methods, which inherently carries a risk of similarity in features
and distribution trends between the validation and training sets.
This issue is prominent in image-based studies, where the
application of ML is restricted in medical research due to the
high similarity in images and parameters between internal
validation sets. Although external validation offers a superior
means of assessing model performance, conducting such
validation requires access to independent research cohorts and
often entails consideration of factors such as periods,
geographical regions, populations, and health care institutions.
These requirements inevitably lead to substantial increases in
both the time and financial costs of research. This perspective

provides an objective explanation for the limited external
validation in this study.

Advantages and Limitations
This study is the first to summarize the evidence of the
application of ML based on various imaging modalities in the
diagnosis of OP. This study provides theoretical support for the
subsequent development of clinical scoring systems and medical
software. However, our research has the following limitations:
first, despite a substantial number of included studies, only a
small number of studies on MRI were encompassed in view of
the practicability in clinical work. Therefore, in future research,
our emphasis will be put on meta-analyses involving MRI
studies, aiming to evaluate the utility of ML in the diagnosis of
OP through medical imaging. As a result, only a narrative review
was performed, without a direct evaluation of its diagnostic
performance. Most of the included studies rely primarily on
internal validation, with insufficient external validation, which
imposes certain limitations on the interpretability and
generalizability of our findings. This study encompassed only
English publications, with the majority of research originating
from countries where AI is more widely applied. In addition,
the external validation conducted in this study was limited,
constituting an objective constraint that may have influenced
the outcomes of the meta-analysis. Future studies will endeavor
to comprehensively incorporate globally available literature to
enhance the authority and generalizability of the conclusions.

Conclusions
Image-based ML, particularly DL based on x-ray and CT
images, is highly accurate in the diagnosis of OP. Future focus
should be placed on developing AI-based software to expand
its clinical applicability and enhance diagnostic precision.
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Abstract

Background: The incidence of end-stage renal disease continues to rise annually, with dialysis currently serving as the primary
replacement therapy. The effectiveness of dialysis treatment and patients’ quality of life are highly dependent on their
self-management. Mobile health (mHealth), which provides real-time medical support through portable devices, has become an
essential tool for assisting patients undergoing dialysis in optimizing their self-management.

Objective: This study aimed to systematically explore the core elements of self-management in patients undergoing dialysis
and clarify the primary applications of mHealth, including types of mHealth, relevant theories and models, mHealth-based
interventions, and evaluation indicators.

Methods: This study was guided by Arksey and O’Malley’s methodology, PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses Extension for Scoping Reviews), and PRISMA-S (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Literature Search Extension). Databases, such as PubMed, Embase, CINAHL, PsycINFO, and Web
of Science, were systematically searched from January 2010 until October 2025. The participants included in this study were
patients undergoing dialysis, and the study design must incorporate quantitative research. Published protocols, reviews, editorials,
conference papers, books, and non-English studies were excluded. The Mixed Methods Appraisal Tool was used to evaluate the
quality of the included studies. Quantitative studies were extracted, mapped, and summarized. The results were collated and
synthesized using a structured spreadsheet.

Results: Out of 1483 relevant studies, this scoping review ultimately selected 34 studies involving 2068 patients undergoing
dialysis. Self-management among patients undergoing dialysis in this study included 6 major areas, including self-monitoring,
diet and fluid management, medication management, disease-related knowledge, exercise management, and psychological
management. Most studies used a single app (n=22) for management of patients undergoing dialysis, followed by 2 or more
online interventions (n=6) and a remote patient monitoring system (n=3). The mHealth-based interventions in this study focused
on self-monitoring, dietary and fluid management, and medication management. The transtheoretical model and stages of change
(n=5), self-efficacy theory (n=4), and social cognitive theory (n=4) were the most commonly used theories. Among the evaluation
indicators, interdialytic weight gain (n=12), serum potassium (n=14), serum phosphorus (n=20), and serum albumin (n=14) were
the most commonly used objective indicators. Subjective indicators were assessed using scales, primarily covering adherence
(n=17), self-efficacy (n=14), quality of life (n=12), knowledge (n=9), and diet and nutrition (n=9).

Conclusions: Although mHealth holds promise for improving self-management and outcomes among patients undergoing
dialysis, there remains significant room for advancement. Future research in this field should focus on enhancing adaptive software
development, deeply integrating artificial intelligence technologies, addressing the needs of special populations, and establishing
a standardized self-management evaluation system. Our findings not only provide a theoretical framework for optimizing clinical
management strategies for patients undergoing dialysis but also offer targeted guidance and practical insights for the subsequent
development of apps.

(J Med Internet Res 2026;28:e76880)   doi:10.2196/76880

KEYWORDS

kidney; self-management; mHealth; hemodialysis; peritoneal dialysis; mobile health

Introduction

End-stage renal disease (ESRD) refers to the end stage of
various chronic kidney diseases (CKDs). The global prevalence

of patients with renal failure receiving dialysis treatment
continues to rise, with the latest estimate reaching 823 per
million population [1,2]. Although kidney transplantation is the
treatment of choice for patients with ESRD, the majority of
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patients still rely on dialysis due to the shortage of donor kidneys
[3]. Hemodialysis and peritoneal dialysis (PD) are the 2 most
common types of dialysis. Although hemodialysis and PD have
significantly improved survival rates among patients with ESRD
[1,4], the invasive and long-term treatments also substantially
increase the risk of dialysis-related complications or infections.
Studies have shown that comorbidities, such as hypertension,
diabetes mellitus, hyperkalemia, and hyperphosphatemia, and
cardiovascular diseases are common in patients undergoing
dialysis [1,5]. The quality of life and survival rate of patients
undergoing dialysis also decline with increasing dialysis duration
[5,6]. The quality of life and survival outcomes of patients
undergoing dialysis are closely related to the quality of dialysis
treatment, which in turn is directly dependent on the level of
the patient’s self-management [7].

Self-management encompasses multiple aspects of health
management. According to Lorig et al [8], self-management
involved medical management (special dietary adherence and
medication adherence), role management, and emotion
management. In patients undergoing dialysis, self-management
refers to whether the patients perform self-monitoring, strict
control of diet (sodium, potassium, phosphorus, and other
micronutrients) and fluid intake, regular medication
administration, and prevention and management of
complications. Patients undergoing dialysis can reduce negative
symptoms and improve the quality of life through
self-management behaviors [7].

Disease management of patients undergoing dialysis is a difficult
point in the current medical work. The results of several studies
have shown that the overall self-management level of patients
undergoing dialysis was low [9,10]. Patients undergoing dialysis
generally lacked knowledge of the disease, and their
self-management behaviors, such as dietary control, fluid intake,
and treatment adherence, fell short of standards [10]. The
proposal of mobile health (mHealth) provides new ideas and
methods for the remote management of patients undergoing
dialysis. mHealth is a medical and public health service initiative
based on mobile communications technology delivered through
mobile phones, monitoring devices, personal digital assistant
devices, and other wireless devices [11]. Because of its unique
convenience, it has significant advantages in monitoring
diseases, controlling symptoms, and promoting healthy
behaviors.

There is a growing body of research on the role of mHealth in
improving self-management in patients undergoing dialysis
[12-15]. Most studies concentrate on developing mobile apps
specifically designed for patients undergoing dialysis, that is,
specialized software tools running on mobile devices.
Additionally, telephones and SMS text messaging are also
commonly used tools. Despite the growing interest in mHealth,
evidence on mHealth-based self-management among patients
undergoing dialysis remains limited. Therefore, this review
aims to provide an overview of the use of mHealth in the
self-management of patients undergoing dialysis, examine
existing interventions, and summarize existing evaluation tools.
The goal is to empower patients undergoing dialysis through
mHealth, improve their self-management to enhance prognosis,

and provide a practical reference for subsequent app
development.

Methods

Overview
A scoping review based on the 5-stage methodological
framework of Arksey and O’Malley [16], involving (1)
identifying the research question, (2) identifying relevant studies,
(3) study selection, (4) charting the data, and (5) collating,
summarizing, and reporting the results [16]. The PRISMA-ScR
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses Extension for Scoping Reviews) [17] and
PRISMA-S (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses Literature Search Extension) guidelines
[18] (Checklist 1) were used as the protocol for this study. The
study quality assessment was conducted using the 2018 version
of the Mixed Methods Appraisal Tool, a tool specifically
designed to evaluate the quality of qualitative, quantitative, and
mixed methods studies [19].

Stage 1: Identifying the Research Questions
The study population was adult patients on dialysis (both
hemodialysis and PD), and the type of intervention was a service
using mHealth. The primary objective of this review was to
explore the use of mHealth in the self-management of patients
undergoing dialysis. The research questions were based on an
initial literature search and were refined during discussions in
the research team.

In accordance with the overall objectives of this review, we
have refined the research questions as follows:

1. What are the types of mHealth in the included studies?
2. What are the attributes of self-management in the included

studies?
3. What are the interventions for mHealth-based

self-management?
4. What are the evaluation tools for self-management in the

included studies?

Stage 2: Identifying Relevant Studies
A systematic literature search was conducted in PubMed
(National Center for Biotechnology Information), Embase
(Ovid), CINAHL (EBSCOhost), PsycINFO (EBSCOhost), and
Web of Science (Clarivate Analytics) to identify studies relevant
to the research objectives. We limited the search to studies that
were published from January 2010 to October 2025. First, we
identified the search strategy and search terms through group
discussion. Then, a presearch was conducted in the database
using the search strategy and search terms, and the search
strategy and search terms were adjusted according to the search
results. Subsequently, formal searches were conducted in 5
databases using the identified search strategies and search terms.
Two keywords “mHealth” and “dialysis” were used in
combination to cover the 2 main concepts of the research
question. The specific search strategy and updated search
methods can be found in Multimedia Appendix 1. The reference
lists of all eligible studies were examined to identify any
potentially relevant studies.
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Stage 3: Study Selection
Included studies were required to fulfill the following criteria.
(1) Participants: adult patients (age≥18 years) receiving
long-term dialysis with no gender restrictions; (2) Concept:
studies were included if they addressed mHealth and
self-management. Self-management is the focus of this scoping
review. Among patients undergoing dialysis, we defined
self-management as knowledge, diet and fluids, dialysis
treatments, medications, dialysis access, exercise, and
psychology. mHealth refers to health and medical services
(including remote monitoring, health education, online
counseling, etc) that are delivered using mobile devices (eg,
smartphones and tablets); (3) Context: dialysis occurs at home
or in a hospital. Eligible study designs must include quantitative
research. We excluded published research protocols, reviews,
editorials, conference papers, books, and non-English studies.
Finally, if the full text cannot be obtained, the study will be
excluded.

EndNote (Clarivate Analytics) software was used to identify
duplicates and manage literature. The literature was screened
by 2 trained reviewers (QX and YX). In the first stage, 2
reviewers independently reviewed the titles and abstracts of
studies based on inclusion and exclusion criteria. Then, the 2
reviewers continued to independently screen the full text. In the
second stage, 2 reviewers assessed the quality of the included
literature based on the Mixed Methods Appraisal Tool. When
2 reviewers disagree, a third reviewer (Xiaoqin Liu) will join
the discussion until all reviewers reach consensus, ensuring the
rigor of the selection process.

Stage 4: Charting the Data
The research team worked together to develop a data chart to
guide the extraction of key information from each study.
Descriptive chart information includes (1) a general description
of the study, such as first author and year, country, study design,
patient population, and purpose of the study; and (2)
intervention-specific information, including type of mHealth,
primary function, method of implementation, intervention time,
and evaluation tools.

Stage 5: Collating, Summarizing, and Reporting the
Results
The research team summarized the data iteratively. Descriptive
analyses were used to summarize the types of mHealth and
self-management evaluation tools, while thematic content
analyses were used to summarize the attributes of
self-management and the content of mHealth-based
self-management. First, codes were developed and applied to

analyze the data. Coded segments of the data chart were then
created with color-coded quotations, and the coding results were
summarized in an Excel (Microsoft Corp) sheet. The Excel sheet
was sorted by code and density. Key themes were extracted by
analyzing the studies in an overall iterative comparison.

Ethical Considerations
Ethical approval was not needed for this review.

Results

Basic Characteristics of the Included Studies
We retrieved 1483 records from PsychlNFO (n=67), Web of
Science (n=516), PubMed (n=478), CINAHL (n=171), and
Embase (n=251). In total, 359 studies were excluded due to
duplication, and 913 studies were excluded after reading the
title and abstract. There were still 211 studies that needed to be
read in full. After reading the full text, a total of 34 studies
[12-15,20-49] were included in this scoping review (Figure 1).

A total of 34 studies [12-15,20-49] were included in this study,
involving 2068 patients undergoing dialysis. Among the
included studies, 26 studies [12,13,20-26,28-44] involved
patients undergoing hemodialysis, 6 studies [14,15,27,45-47]
focused on patients undergoing PD, and 2 studies [48,49]
encompassed patients undergoing both hemodialysis and PD.
In terms of the regional distribution of the included studies,
most of the studies were concentrated in Asia and North
America. Among the 34 studies, Korea was dominated with 8
(23.53%) studies [13,15,23,27-29,35,46], followed by 5
(14.71%) studies [25,38,40,44,48] in the United States, 3
(8.82%) studies [12,24,47] in China, 3 (8.82%) studies
[21,31,39] in Iran, 3 (8.82%) studies [26,30,49] in Australia,
and 3 (8.82%) studies [14,37,42] in Thailand. Around 2 (5.88%)
studies [20,22] in the Netherlands, 2 (5.88%) studies [32,45] in
Japan, and 2 (5.88%) studies [34,43] in Indonesia each
contributed to 2 studies, while 1 (2.94%) study [41] in Malaysia,
1 (2.94%) study [33] in Turkey, and 1 (2.94%) study [36] in
Brazil each contributed 1 study. The studies were published
mainly between 2019 and 2025, with a total of 31 studies
[12-15,20-24,26-31,33-47,49]. Three studies were published in
2011, 2013, and 2017 (Figure 2A). The results of the quality
assessment indicated that most studies demonstrated good
quality. Specific details of the quality assessment can be found
in Multimedia Appendix 2. Table 1 provides an overview of
the key characteristics of the included studies. Additionally,
Multimedia Appendix 3 presents the intervention type, core
intervention contents, and evaluation indicators for each study.
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Figure 1. Flowchart outlining the search process for studies across databases, following the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines.
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Figure 2. (A) The trend analysis of publication dates in the included studies. (B) The specific information on theories and models used to guide the
content of mHealth self-management interventions. HD: hemodialysis; mHealth: mobile health; PD: peritoneal dialysis.
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Table . Summary of basic characteristics of the included studies.

Total sample (experi-
mental/control group)

PopulationStudy designAim of the studyCountryAuthor and year

80 (40/40)HDQuasi-experimental
study

To explore the impact

of mHealtha on treat-

IranSaadatifar et al [39],
2022

ment adherence in pa-

tients undergoing HDb.

85 (49/36)HDA longitudinal experi-
mental intervention
study

To explore the impact
of a WeChat-based
health education pro-
gram on the self-man-

ChinaRen et al [24], 2019

agement of patients
undergoing HD.

84 (42/42)HDQuasi-experimental
study

To evaluate the impact
of a program based on
app and SMS text mes-

South KoreaPark and Kim [23],
2019

saging for patients un-
dergoing HD.

75 (37/38)HDRCTcTo develop a mobile
app for dietary manage-

South KoreaPack and Lee [35],
2021

ment and evaluate the
impact on patients un-
dergoing HD.

23HDA pilot study: a before-
and-after study

To evaluate the effica-
cy of the app-based di-
etary intervention for

NetherlandsFakih El Khoury et al
[22], 2020

patients undergoing
HD.

86 (43/43)HDQuasi-experimental
study

To assess the impact of
counseling and follow-
up phone calls on pa-
tients undergoing HD.

IranHanifi et al [31], 2019

46 (23/23)HDQuasi-experimental
study

To assess the impact of
a tablet-based self-
management program

South KoreaCho and Park [28],
2020

on patients undergoing
HD.

60 (30/30)HDQuasi-experimental
study

To evaluate whether
the Assisted Care Pro-
gram in the app can

ChinaChiang et al [12], 2021

help patients better
control their dietary
phosphorus intake.

61HDA mixed methods
study

To evaluate the feasibil-
ity of the app and its
impact on patients un-
dergoing HD.

AustraliaZwi et al [26], 2022

33 (16/17)HDA pilot studyTo evaluate the impact
of mobile programs on

United StatesWelch et al [25], 2013

diet and fluid intake in
patients undergoing
HD.

80 (40/40)HDRCTTo evaluate the effec-
tiveness of

ThailandThongsunti et al [42],
2024

telemedicine-based
management of hyper-
phosphatemia in pa-
tients undergoing HD.
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Total sample (experi-
mental/control group)

PopulationStudy designAim of the studyCountryAuthor and year

153 (42/40/34/37)dHDA decentralized clinical
trial

To assess the impact of
adaptive nutrition and
education on patients
undergoing HD using
real electronic medical
record data.

South KoreaChung et al [29], 2024

115 (78/37)HDA randomized feasibili-
ty study

To assess the impact of
SMS text messaging on
patients undergoing
HD.

AustraliaDawson et al [30],
2021

23HDA pilot study: a before-
and-after study

To assess the efficacy
of an intervention us-
ing the app on phospho-
rus.

NetherlandsFakih El Khoury et al
[20], 2021

54HDQuasi-experimental
study (longitudinal sin-
gle-group study)

To determine the effect
of an app on self-effica-
cy and self-care of pa-
tients undergoing HD.

IranHosseini et al [21],
2023

56 (28/28)HDQuasi-experimental
study

To assess the impact of
a mobile app–based
self-management sup-
port program on older
adults undergoing HD.

South KoreaMin and Park [13],
2020

60 (30/30)HDRCTTo evaluate the impact
of education and art
therapy through a
telemedicine approach
in patients undergoing
HD.

TurkeyMollaoğlu et al [33],
2024

18HDA pilot study: a before-
and-after study

To evaluate the impact
of an app on self-moni-
toring of daily fluids in
patients undergoing
HD.

United StatesRocco et al [38], 2023

40 (13/14/13)eHDA feasibility trialTo assess the feasibili-
ty and acceptability of
mHealth for managing
hyperphosphatemia in
patients undergoing
HD.

United StatesSt-Jules et al [40],
2021

66 (33/33)HDRCTTo evaluate the effec-
tiveness of an app for
nutritional manage-
ment in patients under-
going HD.

MalaysiaTeong et al [41], 2022

54 (24/30)HDA mixed methods
study

To evaluate the impact
of a home telemedicine
model on older patients
undergoing HD.

ThailandPungchompoo et al
[37], 2024

60 (30/30)HDA mixed methods
study

To evaluate the impact
of the app on improv-
ing fluid restriction ad-
herence in patients un-
dergoing HD.

IndonesiaNursalam et al [34],
2020

18 (8/10)HDA pilot studyTo evaluate the useful-
ness of the self-manage-
ment support system
for self-monitoring in
patients undergoing
HD.

JapanHayashil et al [32],
2017
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Total sample (experi-
mental/control group)

PopulationStudy designAim of the studyCountryAuthor and year

48HDA randomized, single-
center, self-controlled
study

To evaluate the impact
of the app on fluid re-
striction and dietary
control in patients un-
dergoing HD.

BrazilPinto et al [36], 2020

55HDQuasi-experimental
study

To evaluate the impact
of the app on adher-
ence and renal function
of patients undergoing
HD.

IndonesiaAndriati [43],

2025

18HDA mixed methods
study

To evaluate the impact
of the app on fluid in-
take management and
body weight in patients
undergoing HD.

United StatesTaguiam [44],

2025

43 (21/22)PDQuasi-experimental
study

Using a mobile instant
messaging tool to cus-
tomize diet plans for
patients undergoing

PDf and evaluate out-
comes.

South KoreaLee and Kang [15],
2024

53 (27/26)PDRCTTo develop the app for
improved self-manage-
ment and evaluate its
impact on patients un-
dergoing PD.

South KoreaChae and Kim [27],
2024

15PDA randomized
crossover controlled
trial

To assess the impact of
using a remote patient
monitoring system on
patients undergoing
PD.

JapanUchiyama et al [45],
2022

50 (28/22)PDRCTTo evaluate the impact
of remote patient moni-
toring on automated
patients undergoing
PD.

South KoreaJung et al [46], 2021

9PDUser-centered design
study

To evaluate the avail-
ability and impact on
patients undergoing PD
for app.

ThailandLukkanalikitkul et al
[14], 2022

127PDA retrospective cohort
study

To evaluate the effec-
tiveness of a PD man-
agement system in im-
proving adherence and
clinical outcomes.

ChinaZeng et al [47], 2025

HD:19 (9/10);

PD: 21 (11/10)

PD, HDRCTTo assess the effective-

ness of a PDAg-based
app for dietary manage-
ment in patients under-
going dialysis.

United StatesStark et al [48], 2011
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Total sample (experi-
mental/control group)

PopulationStudy designAim of the studyCountryAuthor and year

180 (90/90)PD, HDRCTTo evaluate the effec-
tiveness of the app in
controlling serum
phosphorus levels in
patients undergoing
dialysis.

AustraliaBeer et al [49],

2025

amHealth: mobile health.
bHD: hemodialysis.
cRCT: randomized controlled trial.
dThe study divided participants into four groups: (1) control (n=42), (2) education intervention (n=40), (3) meal intervention (n=34), and (4) education
and meal interventions (n=37).
eThe grouping is set up as follows: (1) educational videos and handouts (Education; n=13), (2) education intervention plus mobile self-monitoring with
email feedback (Monitoring; n=14), or (3) education and monitoring interventions plus social cognitive theory-based behavioral videos (Combined;
n=13).
fPD: peritoneal dialysis.
gPDA: personal digital assistant.

Theories or Models Involved
A m o n g  t h e  s t u d i e s  i n c l u d e d ,  1 4
[14,15,29,31-33,36,37,39,41,43,45-47] did not explicitly
mention the theories or models involved. Of these studies, 5
[14,15,45-47] were in patients undergoing PD, and 9
[29,31-33,36,37,39,41,43] involved patients undergoing
hemodialysis. Nine [13,20-27] studies combined 2 or more
theories or models, and 11 [12,28,30,34,35,38,40,42,44,48,49]
studies involved only 1 theory or model.

Among mHealth-based self-management interventions for
patients undergoing dialysis, the most frequently incorporated
theories included the transtheoretical model (TTM) and stages
of change (n=5 [20,22,24,26,42]), self-efficacy theory (n=4
[12,21,24,35]), social cognitive theory (n=4 [25,27,40,48]), and
Orem’s theory of self-care (n=3 [21,23,28]). Most studies have
focused their attention on theories related to behavior change

(such as the TTM, the theory of reasoned action [20,22], the
health belief model [13,34], behavior change frameworks
[30,49], and the behavioral change techniques taxonomy [38]).
Additionally, Bandura self-efficacy theory and Oren self-care
theory were often used in combination with other theories.
Accordingly, we visualized the theories or models involved in
this study (Figure 2B).

Attributes of Self-Management in Patients Undergoing
Dialysis
We categorized the self-management included in this study into
six main themes, which were (1) self-monitoring, (2) diet and
fluid management, (3) medication management, (4) exercise
management, (5) psychological management, and (6)
disease-related knowledge. The components of self-management
for patients undergoing dialysis and their corresponding
explanations are detailed in Figure 3.
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Figure 3. Components of self-management for patients undergoing dialysis. AVF: arteriovenous fistula; AVG: arteriovenous graft; IDWG: intradialytic
weight gain; iPTH: intact parathyroid hormone; PTH: parathyroid hormone.

mHealth-Based Self-Management Intervention
Program
The mHealth-based self-management intervention program is
focused on the type of mHealth, the content of the
mHealth-based intervention, and the duration of the intervention.

The types of mHealth mentioned in this study included app
(based on mobile device, tablet personal computer, or personal
digital assistant), a remote patient monitoring system, SMS text
messaging, and telephones. Apps were divided into 2 categories,
such as dialysis-specific software and instant messaging software
(eg, WeChat [Tencent Holdings Limited], Line [LY
Corporation], Facebook [Meta Platforms, Inc], WhatsApp [Meta
Platforms, Inc], and KakaoTalk [Kakao Corp]). Two studies
[29,30] intervened via SMS text messaging only, 1 study [31]
via telephone only, 4 studies [15,24,33,42] via instant messaging
s o f t w a r e  o n l y ,  a n d  1 8  s t u d i e s
[12-14,20-22,25,26,28,34-36,38,41,43,44,47,49] via
dialysis-specific software only. Six studies [23,27,37,39,40,48]
used 2 or more online interventions. There were only 3 studies

[32,45,46] based on a remote patient monitoring system, 1 [32]
for patients undergoing hemodialysis and the remaining 2
[45,46] for patients undergoing PD.

This scope review categorized the app’s content into the
following dimensions, including intelligent education hub,
full-dimensional monitoring system, accurate nutritional
management, behavioral interventions (fluid, exercise, and
medication adherence), intelligent reminders and alerts,
doctor-patient collaboration network, and social support system.
Remote patient monitoring systems placed more emphasis on
remote monitoring, alarms, and dynamic interventions for
patients undergoing dialysis. The details could be found in Table
2. Interventions delivered via apps and remote patient
monitoring systems were more comprehensive and satisfactory
than those delivered via phone and SMS text messaging, even
though they showed similar functionalities in certain aspects.
Figure 4 illustrates the gap map of core self-management
interventions across different mHealth categories for patients
undergoing dialysis (blue circles indicate studies with
hemodialysis as the research participants; purple circles indicate
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studies with peritoneal dialysis as the research participants; red
circles indicate studies with hemodialysis and peritoneal dialysis

as research participants).
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Table . Type of mobile health and mobile health–based interventions to improve self-management in patients undergoing dialysis.

Function and intervention contentsNumbersClassification of mHealtha

App

24    Dialysis-specific software • Intelligent education hub
Disease knowledge base: kidney function, dialysis principles,•
complication prevention, medications, and lifestyle guidance
presented through animated videos, podcasts, manuals, and
charts

• Operating system training: training for new patients (including
equipment operation instruction) and periodic knowledge rein-
forcement.

• Full-dimensional monitoring system
• Automatic acquisition and manual entry of data: physiological

indicators, dialysis parameters, symptom logs, and medication
records

• Visualization analysis: trend analysis and correlation analysis.

• Accurate nutritional management
• Database support: 500+kinds of kidney disease-specific food

nutrients, nutrition calculator (real-time display of phosphorus,
sodium, potassium, and protein)

• Recording function: barcode scanning to enter food, manual
recording of intake

• Analysis and feedback: nutritional value calculation for each
meal, health scoring system (weekly or monthly summary),
electrolyte excess warning (sodium, potassium, and phosphorus)

• Behavioral interventions: personalized dynamic recipe recom-
mendations (adjusted based on lab data), daily water intake
limits (residual urine volume algorithm)

• Behavioral interventions (fluid, exercise, and medication adherence)
• Personalized goal management: goal setting, progress tracking

(instant values + trend charts + health scores)
• Behavior shaping tools: badge reward mechanism (continuous

recording of achievements)

• Intelligent reminders and alerts
• Treatment reminder: dialysis time and follow-up appointment
• Medication reminder: medication time, dosage, and drug inter-

action
• Early warning system: set thresholds to trigger abnormal alerts

and notify patients and health care at the same time.

• Doctor-patient collaboration network
• Prescription cloud adjustment, test result synchronization (direct

connection to electronic medical records), and equipment inter-
connection.

• Social support system
• Patient community: experience sharing (recipes or exercise

programs)
• Family linkage: caregiver collaborative recording function and

family health data sharing.

• System Infrastructure
• System compatibility: mobile (iOS/Android)+Web+PDAb

compatibility, offline data caching, and synchronization
• Intelligent devices: support joint NFCc, OCRd, and PDA termi-

nals
• Multimodal recording: support voice recording, image recogni-

tion, and manual supplementation.
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Function and intervention contentsNumbersClassification of mHealtha

• Knowledge delivery and personalized guidance: basic health manuals,
video educational resources, and customized content delivery

• Dietary interventions and guidance
• Psychological intervention: structured facilitation (motivational inter-

viewing), psychological facilitation (drawing healing-experts’ video
guidance), and emotional support (full psychological status tracking)

• Instant interaction: online Q&Ae with health care, regular phone
consultations (psychological support and health guidance), and
videoconference support (group discussions or personalized guidance).

5    Instant messaging software

• Intelligent monitoring hub
• Device interconnection: bidirectional communication with auto-

matic peritoneal dialysis devices through a cloud platform
• Full-dimensional data collection: real-time access to dialysis

parameters, device alarm logs, and patient physiological indica-
tors.

• Remote dynamic intervention
• Intelligent alarms: yellow and red alarms, instantly triggering

phone interventions;
• Prescription cloud adjustment: physicians remotely optimize

automated peritoneal dialysis prescription parameters based on
real-time data

• Physician-patient collaboration platform: support real-time
treatment issues through system messages and phone calls.

3A remote patient monitoring system

• Health education
• Treatment adherence assessment
• Personalized dietary recommendations
• Psychological support
• Problem solving

4Telephones

• Personalized health education
• Regular collection of patients’ feedback
• Regular medication reminders
• Positive motivational text messages

4SMS text messaging

amHealth: mobile health.
bPDA: personal digital assistant.
cNFC: near field communication.
dOCR: optical character recognition.
eQ&A: question-and-answer.
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Figure 4. Gap map of core self-management interventions across different mobile health (mHealth) categories for patients undergoing dialysis.

The duration of the intervention ranged from 2 to 24 weeks.
The included studies preferred interventions for 3 months
[12,24,36,39,43,49], 6 months [21,30,37,40], 12 weeks
[26,31,33,41], 2 weeks [20,22,32], 8 weeks [23,29,35].

Key Indicators and Evaluation Tools on
Self-Management
Indicators for assessing self-management in patients undergoing
dialysis were divided into 2 categories, namely subjective and
objective indicators. The subjective indicators mainly involved
scales, such as measuring self-management, adherence,
self-efficacy, literacy, depression, anxiety, perceived benefits,

and quality of life of patients undergoing dialysis. Objective
indicators included weight, blood pressure, and laboratory tests.
Of these, intradialytic weight gain, serum albumin, serum
potassium, and serum phosphorus were the most mentioned
indicators in the included studies. Detailed information is
provided in Table 3. Figure 5 illustrates the gap map of
self-management assessment indicators across different mHealth
categories for patients undergoing dialysis (blue circles indicate
studies with hemodialysis as the research participants; purple
circles indicate studies with peritoneal dialysis as the research
participants; red circles indicate studies with hemodialysis and
peritoneal dialysis as research participants).
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Table . Mobile health–based indicators for assessing self-management in patients undergoing dialysis.

ToolsNumbersItems

4Self-management • The self-management scale for patients un-
dergoing hemodialysis [24,50]

• The self-care performance questionnaire
[21]

• The Perceived Medical Condition Self-
Management Scale (PKDSMS) [51]

• The Patient Activation Measure-13 (PAM-
13) [52]

17Adherence • The End-Stage Renal Disease Adherence
Questionnaire (ESRD-AQ) [53]

• Hemodialysis Compliance Questionnaire
[43]

• The Simplified Medication Adherence
Questionnaire (SMAQ) [54]

• The Dialysis Diet and Fluid Nonadherence
Questionnaire (DDFQ) [55]

• The Modified Morisky Scale (MMS)
• The Compliance of Patient Role Behavior

Tool [23]
• The Sick-role Behavior Adherence [13]
• The Adherence Questionnaire (self-devel-

oped or revised version)

14Self-efficacy • The 15-item dietary self-efficacy question-
naire [56]

• The decision self-efficacy scale [57]
• The 11-item Fluid Self-Efficacy Scale (FS-

ES) [25]
• The 6-item Chronic Disease Self-Efficacy

Scale (CDSES) [24]
• The Self-Efficacy for Appropriate Medica-

tion Use Scale (SEAMS) [58]
• The strategies used by people to promote

health
• The Self-Efficacy Scale (self-developed or

revised version) [59]

2Perceived benefits • The Benefits of Sodium Adherence (BSA)
[25,60]

• The 9-item Benefits of Fluid Adherence
Scale [25,61]

2Literacy • The Media Health Literacy Questionnaire
(MeHLit) [62]

• The Health Literacy Questionnaire (HLQ)
[63]

9Knowledge • Self-developed or revised knowledge-relat-
ed questionnaires

12Quality of life • Kidney Disease Quality of Life Instrument-
Short Form (KDQOL-SF) [64]

• The Kidney Disease Quality of Life
(KDQOL-36) [65]

• Short Form 36 (SF-36)
• EuroQol Five Dimensions Questionnaire

(EQ-5D)
• Health-Related Quality of Life (HRQoL)
• 9-item Thai Health Status Assessment In-

strument (9-THAI) [66]
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ToolsNumbersItems

• 24-hour dietary recall method
• 3-day dietary recall method
• App automatic calculation
• Food Frequency Questionnaires (FFQ)
• Malnutrition Inflammation Score (MIS)
• Healthy Eating Index (HEI-20)

9Diet and nutrition

• Beck Depression Inventory (BDI)
•   Beck Anxiety Inventory (BAI)

3Psychosocial

• Medical equipment5Weight, dry weight

• A calculation formula12IDWGa

• Medical equipment3Blood pressure

• Blood sample collection4Blood urea nitrogen

• Blood sample collection5Creatinine

• Blood sample collection2Urea

• A calculation formula5KT/V, dialysis adequacy

• Blood sample collection14Serum albumin

• Blood sample collection2Serum sodium

• Blood sample collection5Serum calcium

• Blood sample collection14Serum potassium

• Blood sample collection20Serum phosphorus

• Blood sample collection1Serum aluminum

• Blood sample collection1Serum iron

• Blood sample collection6Hemoglobin

• Blood sample collection1Glycosylated hemoglobin

• Blood sample collection1Hematocrit

• Blood sample collection1Bicarbonate

• Blood sample collection1Alkaline phosphatase

• Blood sample collection2iPTHb

• Blood sample collection4PTHc

• Blood sample collection1Brain natriuretic peptide

• Blood sample collection1C-reactive protein

aIDWG: intradialytic weight gain.
biPTH: intact parathyroid hormone.
cPTH: parathyroid hormone.
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Figure 5. Gap map of self-management assessment indicators across different mobile health (mHealth) categories for patients undergoing dialysis.

Discussion

Principal Findings
This scoping review provides the first comprehensive analysis
and summary of self-management content for patients
undergoing dialysis, types of mHealth, relevant theories and
models, the content of mHealth-based interventions, and
methods for evaluating their effectiveness. Most studies indicate
that mHealth-based interventions significantly improve
self-management of patients undergoing dialysis and enhance
patient outcomes [23,27,37,39,40,48].

Compared to face-to-face training, mHealth-based interventions
have a greater impact on patient adherence and laboratory
outcomes [67]. In this study, apps and remote monitoring
systems were more common. SMS text messaging and phone
calls could be used as an aid to promote self-management in
patients undergoing dialysis [68]. Due to differences in
mHealth-based intervention content and evaluation indicators,
quantitative analysis of apps, remote monitoring systems,
phones, and SMS text messaging is extremely challenging.
Overall, the vast majority of apps demonstrate strong potential
for improving medication adherence, enhancing care efficiency,
and increasing patient satisfaction and treatment outcomes
[69,70].

Special Considerations for Specific Groups Among
Patients Undergoing Dialysis
Currently, there are relatively few apps available on the market
for patients undergoing dialysis. Existing research has identified
12 Android apps, 11 iOS apps, and 5 dual-platform apps closely
associated with kidney disease [71]. In addition, middle-aged
and older people are less receptive to apps than younger people,
which is particularly reflected in lower usage rates and more
negative attitudes toward apps [72]. Since middle-aged and
older patients are less receptive to new things and have declining
eyesight, the app should be designed to meet the special needs
and usage habits of middle-aged and older patients. A survey
of requirements for the app in middle-aged and older patients
with CKD based on the Kano model showed that the app first

had to protect privacy, followed by simplifying the data entry
process, simplifying in-app navigation, and simplifying the
function and number of buttons [73]. Navigation for beginners,
appropriate text size, using color to distinguish different options
or icons, and ensuring all buttons maintain consistency in size,
labels, and spacing are also details that should be considered
during software design [73]. It is also worth noting that there
are also barriers that prevent the promotion of apps, such as
information barriers, trustworthiness, security, compatibility,
complexity, time constraints, and low mHealth literacy [68].
Therefore, in future research, user profiles can be incorporated
based on patient age, dialysis modality, and digital literacy
levels to automatically match interfaces [74]. During initial use,
an interactive tutorial should be set up to guide patients. Beyond
traditional touchscreen operations, additional features, such as
voice commands, remote assistance, and offline mode, can be
added to accommodate the diverse needs and usage habits of
patients undergoing dialysis.

Key Areas for Self-Management in Patients
Undergoing Dialysis Using mHealth
In terms of app self-management content, CKD disease-related
knowledge, symptom management, medication management,
provision of health insurance information, diet management,
exercise guidance, and psychosocial support may be the content
they need more (arranged according to the patient’s needs) [73].
However, among the apps for patients undergoing dialysis in
this study, the provision of health insurance information was
what they lacked. Moreover, the app in this study focused more
on disease knowledge, self-monitoring, diet, and medication
management and lacked sufficient attention to exercise and
psychological support. Compared to self-monitoring, dietary
self-management becomes significantly more challenging for
patients undergoing dialysis. Strict dietary restrictions, dynamic
adjustments to meal plans (based on laboratory indicators), the
need for specialized knowledge, lack of external supervision
(eg, hospital and home), and the influence of long-standing
dietary habits and psychological factors further compound the
complexity of implementing dietary management for patients
undergoing dialysis. Currently, mHealth’s promotion offers
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multiple solutions for dietary management among patients
undergoing dialysis. The current app can automatically calculate
the calories, protein, sodium, phosphorus, and potassium of
foods consumed by patients undergoing dialysis, typically
achieved through a nutritional database and barcode scanning
functionality [25]. A study has also monitored the diet of patients
undergoing dialysis by sending photos of food through an app
and having them evaluated by the expert [15]. Food analysis
and feedback also include the health system score, which is an
easy-to-understand health score calculated by the app based on
the phosphorus-to-protein ratio of the food [12]. Health care
professionals provide personalized advice through dietary
records and laboratory tests to promote changes in dietary
behavior in patients undergoing dialysis.

Among the included studies, there were fewer studies for
patients undergoing PD compared to patients undergoing
hemodialysis. This may be related to the late start of PD.
Self-management is an important influence on the quality of
life and outcomes of patients undergoing PD [75]. Patients
undergoing PD who undergo inappropriate operations face a
higher risk of developing peritonitis [76]. If patients undergoing
PD experience a technical failure, they must be treated with
hemodialysis. Compared with PD, long-term regular
hemodialysis significantly impacts patients’ quality of life,
hinders their social reintegration, and increases the risk of
complications [77,78]. Therefore, for patients undergoing PD,
self-management is necessary for them to master. The focus of
self-management in patients undergoing PD is not the same as
in patients undergoing hemodialysis. As patients undergoing
PD need to perform peritoneal dialysis-related operations at
home, training in relevant knowledge and operational skills is
particularly important [76]. The training of skills mainly includes
aseptic operation, change of peritoneal fluid and peritoneal
dialysis catheter, and outlet care [79]. Patients undergoing PD
also need to learn the calculation of ultrafiltration [79]. All of
these can be learned and managed remotely based on mHealth.
In the event of an emergency (eg, contamination or
disconnection of the peritoneal dialysis tubing), patients should
immediately contact a health care professional for on-site
guidance. Thus, establishing emergency contact channels within
the app is particularly crucial.

Theoretical or Model Support for mHealth
Intervention Programs in Patients Undergoing Dialysis
Many theories and models have been used to guide practice in
the self-management of patients undergoing dialysis. TTM,
self-efficacy theory, and social cognitive theory are the most
commonly used theories [12,20,40,42]. Currently, most studies
use a single theory as their guiding framework, with fewer
adopting 2 or more theories for guidance. Taking the TTM as
an example, it emphasizes guiding patients through staged
behavioral shifts but overlooks individual differences (such as
cultural background and cognitive level) [20,22,24,26,42].
Self-care theory, on the other hand, emphasizes personalized
care needs and can be combined with TTM. Additionally, the
maintenance phase of TTM is prone to behavioral relapse,
particularly among patients requiring lifelong treatment (eg,
dialysis). A single theory cannot sustainably motivate patients.
Integrating other theories (such as the PERMA [Positive

Emotion, Engagement, Relationship, Meaning and
Accomplishment] model [80]) during this phase can further
reinforce patients’ behavior. Therefore, future research should
focus more on integrating multiple theories rather than relying
on a single one. In addition, goal-setting theory, the
information-motivation-behavioral skills model, the chronic
care model, the ecological model of health behavior, and the
theory of planned behavior can also be applied in subsequent
research.

Implications for Future Research
Future research on self-management software for patients
undergoing dialysis will focus on integrating the strengths of
existing tools and promoting their synergistic use. Software
development should break down barriers between tools, such
as deeply integrating the real-time data collection capabilities
of remote patient monitoring systems, the personalized analysis
functions of intelligent decision support systems, and the instant
communication advantages of phone or SMS text messaging,
to provide patients with more comprehensive self-management
support.

A combination of artificial intelligence can be considered for
use in the remote management of patients undergoing dialysis
(eg, wearable devices). Smart wristbands can monitor data, such
as heart rate, blood pressure, activity, and sleep [81] and
automatically transmit the data to the app for analysis and
storage. Some researchers have implemented data linkage
through apps using near field communication and optical
character recognition. Data from measuring devices, such as
sphygmomanometers and weight scales, can be automatically
transmitted to the app via near field communication [14].
Alternatively, the numbers from the sphygmomanometer can
be captured using the phone’s camera and imported into the app
[14]. These not only improve the efficiency of patients
undergoing dialysis but also increase the accuracy of the records.
In conclusion, there is still a lot of room to explore the use of
artificial intelligence in combination with mHealth in patients
undergoing dialysis.

Different studies have different insights into the evaluation
criteria for self-management. Most of the studies used objective
indicators as one of the evaluation criteria for self-management.
For the evaluation of knowledge of patients undergoing dialysis,
most studies have assessed it using self-developed questionnaires
and lacked uniform criteria for judging. Various scales are
currently available for assessing self-management, adherence,
self-efficacy, and quality of life. The use of these assessment
tools varies across different studies. Existing research lacks a
gold standard for evaluating self-management in patients
undergoing dialysis. Therefore, there is a need to standardize
the criteria for evaluating self-management in patients
undergoing dialysis in future studies.

This study provides guidance for the development of subsequent
dialysis-related software for patients, including the design of
functional modules, user experience optimization, and the
integration of clinical indicators and assessment tools. Our
findings will enhance the ability of patients undergoing dialysis
to self-manage their health at home, improving both the
effectiveness of their dialysis treatment and their quality of life.
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In the future design of the app, attention should also be paid to
the usage needs of special groups, strengthening adaptive
software development, deeply integrating artificial intelligence
technology, and establishing standardized self-management
evaluation criteria.

Limitation
This scoping review also has some limitations. First, the broad
scope of scoping reviews and the complexity of search strategies
may lead to the omission of relevant studies. These challenges
persist despite strict adherence to the PRISMA-ScR guidelines
for greater rigor and transparency. Second, self-management
assessment tools incorporate numerous subjective and objective
indicators, which complicate data integration and comparability.
Third, publication bias was one of the limitations of this study.
This review only covered relevant studies published in English.
Most of the included studies were limited to Asia and North
America, which may have resulted in limited global
generalizability. Future studies should use standardized,
integrated measures to improve consistency and reliability.
Additionally, these shortcomings can be remedied by improving
search strategies, expanding database coverage, and removing
language restrictions to include a more diverse patient
population from different continents.

Conclusion
This study conducted a scoping review of the existing literature
on mHealth-based self-management among patients undergoing

dialysis. Although mHealth holds potential advantages for
self-management in patients undergoing dialysis, it has not been
widely adopted and integrated into standard renal care, requiring
further optimization and refinement. This study provides
theoretical and practical guidance for subsequent research,
helping to enhance self-management of patients undergoing
dialysis and improve their quality of life, ultimately offering
insights for digital transformation in chronic disease
management.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a common chronic lung disease. Deep learning (DL), a
data-driven machine learning approach, has gained attention in clinical practice, particularly for diagnosing COPD and grading
its severity. However, systematic evidence of its diagnostic and grading accuracy remains limited, posing challenges for developing
intelligent diagnostic tools.

Objective: This study aimed to systematically estimate the accuracy of DL models for diagnosing and grading COPD, providing
up-to-date evidence for the design and clinical implementation of intelligent detection tools.

Methods: The Cochrane Library, Embase, Web of Science, and PubMed were systematically searched for studies on DL for
diagnosing COPD and grading its severity published up to November 1, 2025. Risk of bias was assessed using the Quality
Assessment of Diagnostic Accuracy Studies-2 tool. Subgroup analyses by the validation set generation method and imaging data
source were conducted, and meta-analyses were performed on the validation sets. For binary outcomes, diagnostic 2×2 tables
were synthesized using a bivariate mixed effects model; for multiclass outcomes, accuracy estimates were pooled using
random-effects models.

Results: In total, 56 studies comprising 886,753 participants were included. Inputs were computed tomography (CT) imaging
(n=30), breath sounds or audio (n=12), conventional chest X-ray (n=2), X-ray film (n=2), and other modalities (n=10), including
pulmonary function indices or curves or physiological waveforms, electrocardiograms, volumetric capnography maps, radiogenetic
data, and clinical scores. For binary classification of COPD, DL models yielded a pooled sensitivity of 0.87 (95% CI 0.85‐0.90),
specificity of 0.88 (95% CI 0.84‐0.92), diagnostic odds ratio (DOR) of 52 (95% CI 30‐88), and the area under the summary
receiver operating characteristic curve (AUC) of 0.93. For CT-based DL models, pooled sensitivity was 0.86 (95% CI 0.84‐0.89),
specificity was 0.87 (95% CI 0.82‐0.90), DOR was 42 (95% CI 26‐68), and AUC was 0.92. For respiratory sound–based
models, sensitivity was 0.91 (95% CI 0.84‐0.95), specificity was 0.96 (95% CI 0.91‐0.98), DOR was 237 (95% CI 78‐723),
and AUC was 0.98. In multiclass classification, the DL models showed limited accuracy in discriminating Global Initiative for
Chronic Obstructive Lung Disease (GOLD) stages: GOLD stage 0 (84.2%, 95% CI 60.5%‐98.2%), stage 1 (61.7%, 95% CI
40.7%‐80.8%), stage 2 (67.9%, 95% CI 37.6%‐91.7%), stage 3 (70.8%, 95% CI 16.3%‐100%), and stage 4 (70.8%, 95%
CI 16.3%‐100%).

Conclusions: This study is the first systematic synthesis of DL applications for COPD detection and GOLD staging. DL models
based on CT images and breath sounds show high accuracy for binary COPD detection, whereas multiclass GOLD grading
remains concerning. These findings support the development and updating of artificial intelligence−assisted COPD screening
tools; however, substantial heterogeneity and limited external validation warrant cautious interpretation. Future reproducible
multicenter studies with standardized reporting are needed.

Trial Registration: PROSPERO CRD420251114195; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251114195

(J Med Internet Res 2026;28:e83459)   doi:10.2196/83459

KEYWORDS

chronic obstructive pulmonary disease; COPD; deep learning; diagnosis; Global Initiative for Chronic Obstructive Lung Disease;
GOLD grading; meta-analysis
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Introduction

Chronic obstructive pulmonary disease (COPD) is a prevalent
chronic respiratory illness characterized by persistent airflow
limitation. It is irreversible and progressively worsens over time,
severely affecting patients’ quality of life and life expectancy
[1]. According to the latest World Health Organization report,
COPD is the fourth leading cause of death worldwide,
responsible for over 3 million deaths each year, leading to a
disproportionate burden in low- and middle-income countries
[2]. China accounts for about one-quarter of the global burden
of COPD, with an estimated 99.9 million people affected and
a prevalence of 13.7% among adults aged ≥40 years [3]. Acute
exacerbations are pivotal events in COPD, causing hospital
admission and increasing the risk of mortality. The 5-year
mortality rate after exacerbation is about 50% after
hospitalization [4]. A real-world multicenter prospective cohort
study in Japan has reported a 5-year survival rate of 85.4%
among COPD patients, whereas those with very severe airflow
limitation have a reduced 5-year survival rate of 66.1% [5].
Consequently, COPD not only represents a significant public
health issue worldwide but has also become one of the main
causes of disability and death.

In clinical practice, the gold standard for diagnosing COPD is
pulmonary function testing (PFT), which primarily quantifies
expiratory airflow limitation. Based on the Global Initiative for
Chronic Obstructive Lung Disease (GOLD) guidelines, COPD
is defined as the ratio of forced expiratory volume in 1 second
to forced vital capacity <0.70 (or the lower limit of normal for
individuals of the same age, sex, and height), measured prior
to and following bronchodilator use [6]. However, it is
challenging to implement PFT. It requires specialized spirometry
equipment and trained personnel, and participants must
repeatedly perform forceful exhalation maneuvers. Older adults
or severely ill patients often produce false-negative results due
to insufficient effort. In addition, the procedure may induce
coughing, dizziness, or other discomforts and poses a risk of
cross-infection under pandemic conditions or in poorly
controlled environments. These factors limit the application of
PFT in community and primary care settings [7]. Thus, relying
solely on conventional PFT is insufficient for screening COPD.
Developing simpler, non-invasive, and more scalable auxiliary
diagnostic methods for early detection of COPD is, therefore,
imperative.

In recent years, deep learning (DL) has attracted significant
attention in clinical practice. DL is a complex neural network
framework. Common DL models include convolutional neural
networks, residual networks, densely connected networks,
inception networks, and vision transformer models [8]. These
models excel at feature extraction and classification, allowing
the automatic learning of high-level semantic information from
large datasets, thereby markedly improving the precision and
efficiency of image processing and signal analysis [9]. Although
PFT is recognized as the gold standard for the auxiliary
diagnosis of COPD, researchers often employ chest imaging
(including computed tomography [CT] scans and X-rays) or
respiratory sounds to develop DL-based alternative or
complementary tools for improving diagnostic efficiency and

convenience. However, these traditional methods heavily rely
on researchers’ prior knowledge, and variations in diagnostic
criteria and annotation practices across different teams result
in significant heterogeneity, affecting the reproducibility and
generalizability of diagnostic outcomes [10,11]. In this context,
some studies have used DL for the automatic diagnosis of
COPD, such as DL-based chest X-ray (CXR), for the
classification of COPD [10] and DL-based cough sound signal
analysis [11]. Nevertheless, systematic evidence of the actual
performance and comparative advantages of different DL
frameworks in the diagnosis of COPD is lacking.

Therefore, we conducted a systematic review and meta-analysis
of diagnostic test accuracy studies on DL models for COPD.
Our first objective was to describe the diagnostic performance
of these models for identifying COPD across different data
sources (such as CT images and respiratory sounds) in both
internal and external validation sets. Our second objective was
to assess the performance of DL models in classifying the
severity of COPD, particularly GOLD stages. We hypothesized
that DL models would show good accuracy for the diagnosis
of COPD, whereas their performance for staging COPD would
be more variable and less stable.

Methods

Study Registration
This systematic review and diagnostic test accuracy
meta-analysis was conducted and reported in accordance with
the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) 2020 statement and the PRISMA-DTA
(Preferred Reporting Items for a Systematic Review and
Meta-analysis of Diagnostic Test Accuracy Studies) extension,
and the search methods were reported following PRISMA-S
(Preferred Reporting Items for Systematic reviews and
Meta-Analyses literature search extension) [12,13]. The
PRISMA-S checklist is provided in Checklist 1. The protocol
was prospectively registered in PROSPERO (International
Prospective Register of Systematic Reviews;
CRD420251114195 [14]).

Eligibility Criteria
The inclusion criteria were as follows: (1) original research that
developed a DL model for diagnosing COPD or classifying
COPD severity; (2) studies reported at least one of the following
outcome measures for appraising the accuracy of DL model:
concordance index, the receiver operating characteristic curve,
specificity, sensitivity, precision rate, accuracy, recall rate,
calibration curve, F1-score, or confusion matrix; and (3) studies
published in English.

Exclusion criteria were as follows: (1) conference abstracts
without full-text publication; (2) studies limited to traditional
machine learning, without the development of DL models; and
(3) studies applying DL solely for image segmentation, without
developing models for the diagnosis or classification of COPD.
Although a very small number of the included studies may have
used data from the same public database, we still included these
studies because their DL models incorporated comparable
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experimental designs, which helped us better understand the
diagnostic performance of DL models for COPD.

Data Sources and Search Strategy
The search methods and reporting were guided by PRISMA-S
[12]. Embase, Web of Science, the Cochrane Library, and
PubMed were systematically searched from database inception
to November 1, 2025. The search strategy was designed by
combining medical subject headings and free-text keywords.
To maximize the retrieval of relevant studies, no restrictions
were applied on language or geographic location. The complete
search strategies are provided in Table S1 in Multimedia
Appendix 1.

We screened the reference lists of the included studies and
relevant reviews; we did not search gray literature or conference
proceedings and did not contact authors for additional data. No
published search filters were used. Search strategies were
developed de novo and were not adapted or reused from prior
reviews. We did not conduct a formal peer review of the search
strategy.

Study Selection
The retrieved studies were imported into EndNote. Duplicates
were automatically and manually removed. Subsequently, the
titles and abstracts of the remaining articles were independently
reviewed by 2 authors (YH and YW) to identify potentially
eligible studies. The full texts of these studies were then assessed
to identify eligible studies. Any disagreements at any stage were
resolved through discussion with a third reviewer (TW).

Data Extraction
Before data extraction, a standardized extraction form was
developed. The collected data encompassed study title,
publication year, DOI, country, authors, patient source, study
design, task type, COPD diagnostic criteria, imaging modality
used for modeling, number of COPD cases, total number of
cases, number of COPD cases in the training set, total number
of cases in the training set, method for validation set generation,
external validation, number of COPD cases in the validation
set, total number of cases in the validation set, and comparison
with clinicians (yes or no). Two reviewers (HY and TW)
independently extracted the data, followed by cross-checking.
Any disagreements were addressed through consultation with
a third reviewer (YW).

Risk of Bias in Studies
The QUADAS-2 (Quality Assessment of Diagnostic Accuracy
Studies-2) tool was utilized to appraise the risk of bias (RoB)
of the selected studies. The assessment covered 4 domains:
reference standard, index test, patient selection, as well as flow
and timing. Each domain included several specific questions,

which were answered by “Yes (low RoB),” “No (high RoB),”
or “Unclear (RoB uncertain).” The overall RoB for each domain
was categorized as low, high, or unclear. The RoB assessment
was independently performed by 2 reviewers (YW and TW),
and disagreements were addressed through discussion with a
third reviewer (HY).

Synthesis Methods
For binary classification tasks, a bivariate mixed effects model
was used to pool diagnostic 2×2 contingency tables for DL for
the diagnosis of COPD. In studies without complete contingency
tables, specificity, sensitivity, negative and positive predictive
values, accuracy, and the number of cases were used to estimate
the contingency table. Sensitivity, specificity, negative
likelihood ratio (NLR), positive likelihood ratio (PLR),
diagnostic odds ratio (DOR), and the summary receiver
operating characteristic curve with corresponding 95% CIs were
pooled. Deeks’ funnel plot was applied to examine the
small-study effects of the selected original studies, and clinical
applicability was assessed through nomograms. Subgroup
analyses by modality (CT, respiratory sounds, or CXR) were
performed. All meta-analyses were based on validation set data.
If a study reported multiple validation cohorts, each independent
validation cohort was included in the analysis separately. If
multiple models were evaluated on the same validation cohort,
only 1 estimate (ie, the primary and final model reported) was
extracted to avoid the nonindependence of the data.

For multiclass classification tasks, the accuracy across different
severity grades was pooled. When the reported accuracy
approached 99%, a double arcsine transformation was applied
before meta-analysis. During the meta-analysis, we utilized the
Hartung-Knapp-Sidik-Jonkman modified method [15]. Due to
the potential heterogeneity, the 95% prediction intervals for the
summary estimates were calculated using the confidence
distribution approach proposed by Nagashima et al [16]. All
analyses were carried out using STATA (version 15.0; StataCorp
LLC) or R (version 4.4.3; R Foundation for Statistical
Computing).

Results

Study Selection
Overall, 5194 records were retrieved from databases. After
excluding 1958 duplicates, we removed 1695 studies unrelated
to the study topic and 492 studies for other reasons. The titles
and abstracts of 1049 studies were checked. Among them, 969
studies were removed due to irrelevant or unsuitable study
design. The full texts of 80 articles were assessed for eligibility,
among which 24 ineligible studies were further excluded.
Ultimately, 56 studies [10,17-71] were included (Figure 1).
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Figure 1. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart for the systematic review and diagnostic
test accuracy meta-analysis, showing the entire process from the database search in Embase, Web of Science, Cochrane Library, and PubMed up to
November 1, 2025, to the literature screening and final inclusion of 56 studies on chronic obstructive pulmonary disease (COPD) in adults.

Study Characteristics
The 56 selected studies were published between 2019 and 2025
across 14 countries, with the majority conducted in China (n=21)
and the United States (n=11). In terms of study design, there
were 39 cohort studies (including retrospective cohort studies),
16 case-control studies, and 1 retrospective cross-sectional

diagnostic study. Most datasets were derived from single-center
(n=16) or multi-center (n=31) studies, while 9 studies utilized
registry databases. Regarding task types, 23 studies focused
solely on diagnosis, 17 studies solely on classification, and 16
studies on both diagnosis and classification (out of 16). All
studies clearly reported the diagnostic criteria for COPD. The
variables of the models primarily came from CT images (30
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studies) and breath sound or audio data (12 studies); 4 studies
used CXRs (including X-ray films in 2 studies); the remaining
10 studies used other input data (eg, pulmonary function
indicators or curves or waveforms, electrocardiograms,
volumetric carbon dioxide monitoring, clinical data,
imaging-genetic data, or CT-based scores). The total number
of cases was 886,753, with 272,881 in the validation sets and
1,352,782 in the training sets. The methods for generating the
validation set were categorized as follows: only cross-validation
used in 22 studies; only internal validation in 20 studies; external
validation in 9 studies; a combination of internal and external
validation in 3 studies; and a combination of cross-validation,
internal validation, and external validation in 1 study. One study
did not report its validation strategy (1 study; Table S2 in
Multimedia Appendix 1).

RoB in Studies
In the patient selection domain, all studies employed consecutive
or random case selection and applied appropriate exclusion
criteria, thereby avoiding including inappropriate cases;
therefore, RoB was judged to be low in this domain. For the

index test domain, the included studies generally applied
supervised DL methods with clearly defined decision rules, and
RoB was judged to be mostly low. Regarding the reference
standard, all studies used appropriate diagnostic criteria capable
of effectively distinguishing COPD and its severity; however,
if a study did not explicitly report whether the reference standard
assessment was performed blinded to the index test, we rated
this item as unclear, leading to an overall judgment of unclear
RoB in the reference standard domain for those studies. For the
flow and timing domain, RoB was generally low, although
incomplete reporting of participant flow and timing resulted in
some unclear judgments. In terms of applicability, patient
selection was largely consistent with the review question, while
a subset of studies raised applicability concerns related to the
index test, the reference standard, or both. In addition, some
studies reported only summary performance metrics (eg,
accuracy) without complete 2×2 contingency tables, which
limited transparency for evidence synthesis and introduced
uncertainty when reconstructing contingency tables (Figures 2
and 3).
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Figure 2. Detailed QUADAS-2 (Quality Assessment of Diagnostic Accuracy Studies-2) risk-of-bias assessment process for the included 56 diagnostic
accuracy studies on deep learning (DL) models for chronic obstructive pulmonary disease (COPD) [10,17-19,21,23,24,26-29,31-35,37-41,43-61,63-70,72].
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Figure 3. Summary of QUADAS-2 (Quality Assessment of Diagnostic Accuracy Studies-2) risk-of-bias and applicability assessments for the 56
diagnostic accuracy studies on deep learning (DL) models for chronic obstructive pulmonary disease (COPD).

Meta-Analysis of Binary Classification Tasks

Overall
A total of 43 diagnostic 2×2 contingency tables were synthesized
to appraise the diagnostic accuracy of DL models for COPD.
The pooled results demonstrated that the DL models yielded a
sensitivity of 0.87 (95% CI: 0.85‐0.90), specificity of 0.88
(95% CI 0.84‐0.92), PLR of 7.4 (95% CI 5.2‐10.5), NLR of

0.14 (95% CI 0.11‐0.18), DOR of 52 (95% CI 30‐88), and
the area under the summary receiver operating characteristic
curve (AUC) of 0.93 (95% CI 0.18‐1.00; Figures 4 and 5).
Deeks’ funnel plot demonstrated no significant small-study
effects (P=.08; Figure 6). Assuming a pretest probability of
25%, the posttest probability rose to about 71% for a positive
result and decreased to about 5% for a negative result,
suggesting the potential clinical value of the models in the
screening and diagnosis of COPD (Figure 7).

Figure 4. Forest plots of sensitivity and specificity of deep learning (DL) model for binary classification diagnosis of chronic obstructive pulmonary
disease (COPD), summarizing 2×2 contingency table results from 43 validation cohorts in 14 countries from 2019 to 2025
[10,11,17,18,20,22,23,25-34,38,40,41,43-45,48-51,53,54,56,61,63,67,68,70,73].
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Figure 5. Summary receiver operating characteristic (SROC) curve for the meta-analysis of deep learning (DL) for the diagnosis of chronic obstructive
pulmonary disease (COPD) in the validation sets. AUC: area under the summary receiver operating characteristic curve; SENS: sensitivity; SPEC:
specificity.
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Figure 6. Deeks funnel plot of deep learning (DL) model in the binary classification diagnosis of chronic obstructive pulmonary disease (COPD),
assessing publication bias and small-sample effect based on 43 validation cohorts. ESS: effective sample size.
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Figure 7. The Fagan cursor plot for deep learning (DL) model in the binary classification diagnosis of chronic obstructive pulmonary disease (COPD),
providing the posterior probabilities of positive and negative results with a 25% predetection probability in individuals with suspected COPD based on
the pooled likelihood ratio (43 validation cohorts).
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DL Based on CT Images
A total of 30 contingency tables were included. The pooled
sensitivity of the models was 0.86 (95% CI 0.84‐0.89),
specificity was 0.87 (95% CI 0.82‐0.90), PLR was 6.6 (95%
CI 4.8‐9.1), NLR was 0.15 (95% CI 0.12‐0.19), DOR was
42 (95% CI 26‐68), and AUC was 0.92 (95% CI 0.90‐0.94;
Figures S1-S2 in Multimedia Appendix 1). Deeks’ test indicated
potential small-study effects (P=.02; Figure S3 in Multimedia
Appendix 1). Assuming a pretest probability of 25%, the posttest
probability rose to 69% for a positive result and decreased to
5% for a negative result (Figure S4 in Multimedia Appendix
1).

Among these, 24 contingency tables were derived from internal
validation sets. The pooled sensitivity was 0.86 (95% CI
0.83‐0.89), specificity was 0.88 (95% CI 0.83‐0.92), PLR
was 7.4 (95% CI 5.0‐10.9), NLR was 0.16 (95% CI
0.12‐0.20), DOR was 48 (95% CI 26‐86), and AUC was
0.93 (95% CI 0.90‐0.95; Figures S5–S6 in Multimedia
Appendix 1). Deeks’ funnel plot demonstrated small-study
effects (P=.04; Figure S7 in Multimedia Appendix 1). Assuming
a pretest probability of 25%, the posttest probability increased
to about 71% for a positive result and decreased to about 5%
for a negative result (Figure S8 in Multimedia Appendix 1).
Among studies on CT-based DL, most models incorporated
lung parenchymal attenuation patterns related to emphysema.
Some additionally incorporated airway and bronchial wall
morphology; gas trapping and small-airway abnormalities on
inspiratory or expiratory CT; or combined radiomics features
of lung parenchyma, airways, and pulmonary vessels.

A total of 8 contingency tables originated from external
validation sets. The pooled sensitivity was 0.87 (95% CI
0.82‐0.90), specificity was 0.83 (95% CI 0.72‐0.90), PLR
was 5.1 (95% CI 2.9‐8.8), NLR was 0.16 (95% CI 0.11‐0.23),
DOR was 31 (95% CI 14‐72), and AUC was 0.91 (95% CI
1.00‐0.00; Figures S9-S10 in Multimedia Appendix 1). Deeks’
funnel plot demonstrated no small-study effects (P=.06; Figure
S11 in Multimedia Appendix 1). Assuming a pretest probability
of 25%, the posttest probability rose to about 63% for a positive
result and decreased to about 5% for a negative result (Figure
S12 in Multimedia Appendix 1).

To further evaluate potential small-study effects, we additionally
stratified the CT-based validation cohorts by the number of
COPD cases in the validation set. A total of 15 cohorts were
classified as a small-sample subgroup (COPD cases <100) and
17 cohorts as a large-sample subgroup (COPD cases ≥100). In
the small-sample subgroup, the pooled sensitivity and specificity
were 0.89 (95% CI 0.84‐0.92) and 0.89 (95% CI 0.83‐0.94),
respectively, with an AUC of 0.94 (95% CI 0.92‐0.96). In the
large-sample subgroup, the pooled sensitivity and specificity
were slightly lower at 0.85 (95% CI 0.82‐0.88) and 0.85 (95%
CI 0.78‐0.90), respectively, with an AUC of 0.91 (95% CI
0.88‐0.93; Figures S13-S16 in Multimedia Appendix 1).
Assuming a pretest probability of 25%, the Fagan nomograms
indicated that the posttest probability increased to 74% for a
positive DL result in the small-sample studies and 65% in the
large-sample studies, while it reduced to 4% and 6% for a
negative result, respectively (Figures S17 and S18 in Multimedia

Appendix 1). Deeks’ funnel plot asymmetry tests for the small-
and large-sample subgroups were not statistically significant
(P=.34 and P=.15, respectively; Figures S19 and S20 in
Multimedia Appendix 1), suggesting no strong evidence of
small-study effects. However, given the consistently higher
point estimates in the small-sample subgroup, some degree of
small-study effects cannot be completely ruled out.

DL Based on Respiratory Sounds
A total of 10 contingency tables were included. The pooled
sensitivity was 0.91 (95% CI 0.84‐0.95), specificity was 0.96
(95% CI 0.91‐0.98), PLR was 22.1 (95% CI 9.5‐51.5), NLR
was 0.09 (95% CI 0.05‐0.18), DOR was 237 (95% CI
78‐723), and AUC was 0.98 (95% CI 0.96‐0.99; Figures
S21-S22 in Multimedia Appendix 1). Deeks’ funnel plot
demonstrated no small-study effects (P=.32; Figure S23 in
Multimedia Appendix 1). With a pretest probability of 25%,
the posttest probability rose to about 88% following a positive
result and decreased to about 3% following a negative result
(Figure S24 in Multimedia Appendix 1). For respiratory
sound–based DL models, lung sounds were recorded using
electronic or digital stethoscopes at standard chest auscultation
sites or obtained from open respiratory sound databases (eg,
RespiratoryDatabase@TR and other multichannel lung sound
datasets) and analyzed as single- or multichannel signals.

Summary of DL Based on CXR
Only 2 included studies evaluated DL models based on CXR
for the diagnosis of COPD. In a multicenter study, Zou et al
[10] constructed a DL model integrating CXR images and
clinical parameters. This model achieved favorable performance
in internal validation with a sensitivity of 0.96 and a specificity
of 0.86. Conversely, Wang et al [29] constructed a model solely
based on CXR images. Their model yielded a sensitivity of 0.72
and specificity of 0.31 in the MIMIC-CXR internal validation
set and a sensitivity of 0.72 and specificity of 0.33 in the
Emory-CXR external validation set. These findings suggest that
combining clinical parameters with imaging data may
substantially enhance diagnostic performance, whereas
single-image models exhibit limited specificity.

Summary of DL Based on Externally Applied Airway
Resistance
In the study by Davies [54], a physical simulation device was
utilized to generate surrogate data for training a DL model.
Tubes of varying diameters (3‐25 mm) were installed in the
respiratory tract of healthy participants to independently
modulate inspiratory and expiratory resistance, thereby
simulating COPD-related obstruction. Based on the generated
photoplethysmography signals, a 1D convolutional neural
network achieved an AUC of 0.75 in the binary classification
of COPD and healthy controls. The accuracy of the model
reached 40%‐88% for real COPD cases, with a 14%
misdiagnosis rate in healthy participants. This approach may
offer a low-cost alternative for data-scarce scenarios, particularly
suitable for screening with wearable devices in primary care.
However, since dynamic resistance simulation was limited, and
the sample size for validation was small (only 4 patients), the
model needs to be further optimized.
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Multiclass DL for COPD Grading
A total of 6 studies [10,22,31,32,40,44] developed DL models
for GOLD grading of COPD (multiclass classification). Among
these studies, 5 developed models based on CT images, while
Zou et al [10] used CXR images for modeling. Most studies
applied different GOLD classification strategies. Several studies
[10,31,40,44] implemented 5-class classification (GOLD 0‐4).
In another analysis by Zou [10], a 3-class strategy was applied
(GOLD 0, GOLD 1‐2, GOLD 3‐4). Sugimori [32] and Yang
[22] employed a 4-class strategy (GOLD 0, 1, 2, 3‐4).

Overall analysis indicated considerable differences in the
accuracy of the DL models for identifying each GOLD stage,
reflecting substantial heterogeneity in model performance. The
pooled results based on a random-effects model were as follows:
the diagnostic accuracy was 0.842 (95% CI 0.605‐0.982) for
GOLD 0, 0.617 (95% CI 0.407‐0.808) for GOLD 1, 0.679
(95% CI 0.376‐0.917) for GOLD 2, 0.708 (95% CI
0.163‐1.000) for GOLD 3, and 0.708 (95% CI 0.163‐1.000)
for GOLD 4 (Figure S25 in Multimedia Appendix 1). These
findings demonstrated that the DL models were unstable in the
identification of mild (GOLD 1) and very severe (GOLD 4)
stages. Given the wide CIs, the diagnostic accuracy was still
limited.

Discussion

Summary of the Main Findings
Current DL models for detecting COPD are primarily
constructed based on CT imaging and respiratory sound data.
The tasks are generally divided into binary and multiclass
classifications. Our findings suggested that in binary
classification tasks, the CT-based models performed well in
internal validation cohorts, with a pooled sensitivity of 0.86
(95% CI 0.83‐0.89) and specificity of 0.88 (95% CI
0.83‐0.92). The models based on respiratory sounds yielded
a sensitivity of 0.91 (95% CI 0.84‐0.95) and specificity of
0.96 (95% CI 0.91‐0.98), indicating a strong exclusion ability.

In multiclass classification tasks, the included studies mainly
focused on the staging of GOLD. Overall analysis demonstrated
that the DL models were unstable for discriminating between
different GOLD stages. This finding supports our hypothesis
that compared with binary diagnosis, the accuracy and reliability
of the DL models for staging COPD still need to be improved.

Comparison With Previous Reviews
Prior studies have examined the application of CT and
respiratory sounds in the diagnosis of COPD. The systematic
review and network meta-analysis carried out by
Balasubramanian et al [74] focuses on the diagnostic
performance of CT-guided transthoracic biopsy or fine-needle
aspiration in lung diseases, particularly lung cancer. Their study
included 363 studies involving 79,519 patients and reported a
pooled sensitivity of 88.9% but did not address the use of CT
in the diagnosis of COPD. In addition, Arts et al [75] have
evaluated the use of respiratory sounds for diagnosing acute
pulmonary diseases. Their results demonstrate that respiratory
sounds have a sensitivity of 37% (95% CI 30%‐47%) and
specificity of 89% (95% CI 85%‐92%) for diagnosing COPD,

based on approximately 12 relevant studies [75]. Willer et al
[73] have examined the performance of X-ray dark-field imaging
in detecting and evaluating emphysema in patients with COPD.
Their study includes 77 patients and reports that this imaging
modality exhibits high diagnostic performance for emphysema
(correlation coefficient ρ=0.62, P<.0001) and is closely
associated with microstructural changes in the lung. These
findings suggest that dark-field chest imaging may be a rapid,
low-dose, and sensitive tool for the screening and assessment
of COPD. However, their study does not evaluate the diagnostic
accuracy of conventional CXR for COPD.

In contrast, this meta-analysis reported higher diagnostic
performance of the DL models based on CT imaging and
respiratory sounds. The pooled results demonstrated that the
DL models based on CT yielded a sensitivity of 0.86 (95% CI
0.84‐0.89) and specificity of 0.87 (95% CI 0.82‐0.90), while
respiratory sound–based models yielded a sensitivity of 0.91
(95% CI 0.84‐0.95) and specificity of 0.96 (95% CI
0.91‐0.98). These results suggest that DL approaches might
outperform traditional diagnostic methods. Earlier research has
also investigated the role of artificial intelligence (AI) in COPD
diagnosis. For instance, Wu et al [72] examined the potential
of machine learning and DL in the detection, staging, and
quantitative analysis of COPD using CT imaging. However,
their review does not clearly differentiate between machine
learning and DL, nor does it discuss in depth the advantages
and limitations of image-based AI models for the diagnosis of
COPD.

This study found that the included studies on DL for diagnosing
COPD focused mainly on CT imaging, respiratory sounds, CXR,
and externally applied airway resistance. Among these, CT,
respiratory sounds, and CXR were the most frequently used
data sources for model development and carried distinct clinical
implications. Chest CT exerts a crucial role in diagnosing and
phenotyping COPD, as it can identify structural abnormalities,
such as airway narrowing and emphysema, and is recommended
by current clinical guidelines. Our findings demonstrated that
the CT-based DL models offered excellent specificity and
sensitivity for the diagnosis of COPD, suggesting their potential
as auxiliary diagnostic tools in clinical practice. The DL models
based on respiratory sounds, as a non-invasive and portable
modality, also had good diagnostic performance, particularly
with high specificity, indicating potential value in primary
screening. In contrast, the number of studies using CXR remains
limited, and the existing evidence is insufficient to determine
the stability and generalizability of CXR-based DL models for
diagnosing COPD. It should be validated in the future.
Moreover, although a few preliminary studies have explored
the use of externally applied airway resistance to generate model
inputs, the number of studies remains small, and reproducible,
generalizable evidence is lacking. Thus, future studies are
required to assess the utility and reliability of this approach in
clinical practice.

Despite the promise of AI in the diagnosis of COPD, significant
challenges need to be addressed before widespread clinical
application, particularly in explainability and data integration.
Although current research demonstrates encouraging diagnostic
performance, a substantial gap persists between theoretical
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development and real-world application. First, most included
studies did not thoroughly examine how variations in imaging
protocols, such as scan parameters or reconstruction algorithms,
influence image features and the performance of DL models.
Hence, a systematic evaluation of these factors is lacking.
Second, as complex neural network frameworks, DL models
rely on large-scale training datasets to improve robustness.
However, most included studies developed models using limited
samples, with only a few utilizing large datasets. The scarcity
of data represents a core bottleneck in model development,
constraining the generalizability of the models. Future studies
should incorporate richer and more diverse imaging data. Third,
the current model evaluation primarily relied on internal
validation techniques, such as random sampling,
cross-validation, or bootstrap methods. While internal validation
sets share similar distributions with training data and often yield
favorable results, they do not accurately reflect the
generalizability of the models on heterogeneous datasets. Models
should be rigorously externally validated before real-world
application, particularly across institutions and using datasets
obtained under different imaging protocols. Studies based on
high-quality external validation remain scarce, and substantial
differences in imaging protocols make it challenging to interpret
model performance in external validation.

In clinical research and practice, grading disease severity is as
crucial as diagnosing COPD. The widely applied GOLD
classification, which stratifies COPD into 5 grades (0 and 1‐4),
reflects significant differences in clinical presentation, treatment
strategies, and prognosis of COPD. Achieving early and precise
grading is therefore of high clinical relevance. However, only
6 studies have attempted to develop DL models for grading the
severity of COPD, providing limited evidence. These studies
indicate that DL models generally perform suboptimally in
multiclass classification tasks, with particularly low accuracy
for GOLD 1, GOLD 2, and GOLD 4. These models achieve
relatively higher accuracy only for GOLD 0 and GOLD 3,
exceeding 70%. Nevertheless, their stability still needs to be
enhanced. This suggests that multiclass classification itself
represents a technical challenge for DL models. Moreover, under
the current dataset size, label distribution, and model
architecture, stable differentiation across all GOLD grades
remains difficult. Future research should aim to enhance the
discriminative ability of models, incorporate richer imaging
data, and integrate clinical information to optimize training
strategies, ultimately developing more accurate and adaptable
intelligent tools for grading the severity of COPD to support
clinical decision-making.

Strengths and Limitations of the Study
This meta-analysis systematically assessed the performance of
DL in the detection of COPD for the first time, providing
evidence to support the development of intelligent diagnostic
tools. The findings indicate that DL models hold substantial
potential for improving diagnostic accuracy, particularly through
noninvasive and nonintrusive detection methods. This study
provides valuable insights. However, some limitations must be
noted. First, although a systematic literature search was carried
out, the number of studies focusing on respiratory sounds
remained relatively small. As respiratory sound analysis is an

emerging diagnostic approach, the number and diversity of
relevant studies remain far below those of CT imaging, which
may limit a comprehensive assessment of this method. Second,
most included studies relied primarily on internal validation,
and only relatively few studies performed external validation.
Although internal validation can provide some indication of
diagnostic accuracy, limitations in sample size and validation
methods may compromise the generalizability of the results.
To further confirm the clinical utility of DL models, future
studies should perform external validation. Third, research on
the severity of COPD was relatively scarce, and some studies
employed differing grading strategies. These variations may
affect the reliability of classification models and the
generalizability of their findings. Thus, this finding should be
cautiously interpreted.

Heterogeneity and Clinical Applicability of DL Models
Although subgroup analyses were performed to explore the
source of heterogeneity, significant heterogeneity still existed
among the subgroups. This heterogeneity may stem from
differences in DL frameworks used in different studies, such as
2D or 3D convolutional neural networks, multiview networks,
multi-instance learning, and late fusion. The included studies
used diverse DL models, which differed in network structure,
input format, and parameter settings. Consequently, their model
training and validation methods may also differ. Therefore,
these differences in structure and parameters can lead to
potential heterogeneity, which is a common challenge in current
meta-analyses of DL models.

From the perspective of clinical practicality, DL still holds
significant advantages over traditional radiomics. Traditional
radiomics typically requires manual or semiautomatic image
segmentation, followed by the extraction of a limited number
of manual features, such as texture. An original image is
compressed into a small number of quantitative features, then
to a machine learning model. This multistep process is
time-consuming, highly dependent on the researcher’s
experience, and may lose some original image information
during dimensionality reduction and feature selection. DL, on
the other hand, can directly train models end-to-end based on
labeled (or segmented) images without additional feature
engineering. It can preserve lesion-related image information
to the greatest extent, potentially improving model performance
and reducing manual operations and time costs. Therefore, given
the relatively ideal diagnostic and grading accuracy of DL
models, it is hoped that AI-assisted diagnostic DL tools should
be developed to support, rather than replace, clinicians in
screening and assessing the severity of COPD.

Future Perspectives
Most current studies are based on relatively limited imaging
datasets and rely mainly on internal validation. Thus, the
reported accuracy may not fully reflect the generalizability of
models. Given substantial between-study heterogeneity and
limited external validation, these findings should be interpreted
cautiously. Future research should improve and update these
DL models by using larger, multicenter imaging datasets from
different geographical regions and scanners, and by
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incorporating robust external validation and more rigorous
model development strategies.

To our knowledge, this is the first systematic synthesis to
quantify the diagnostic and grading performance of DL models
across major data sources (eg, CT imaging and respiratory
sounds), showing promising accuracy for binary COPD
detection but suboptimal and less stable performance for
multiclass GOLD staging.

In summary, our comprehensive study on DL provides an
evidence base for guiding the development and external
validation of AI-assisted screening tools for COPD, especially
given the insufficient application of spirometry.

Conclusions
This study observed that DL models achieved promising
accuracy in the detection of COPD. The models performed
particularly well in binary classification tasks, exhibiting high
sensitivity and specificity. However, its accuracy was suboptimal
in multiclass tasks for grading the severity of GOLD. In
addition, research on respiratory sound analysis and multiclass
classification of COPD severity is still limited. Given the
substantial heterogeneity and limited external validation, these
results should be interpreted cautiously. Thus, future research
should integrate larger and more diverse imaging datasets,
particularly including images from different racial populations,
to develop more robust and generalizable intelligent diagnostic
tools. This approach would not only enhance the generalizability
of models but also improve the accuracy of diagnosing COPD
across diverse patient groups.
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Abstract

Background: The global rise of metabolic associated fatty liver disease reflects the urgent need for accurate, noninvasive
diagnostic approaches. The invasive nature of liver biopsy and the limited sensitivity of ultrasound in detecting early steatosis
highlight a critical diagnostic gap. Artificial intelligence (AI) has emerged as a transformative tool, enabling the automated
detection and grading of hepatic steatosis (HS) from medical imaging data.

Objective: This review aims to quantitatively evaluate the diagnostic performance of AI models for HS, explore sources of
interstudy heterogeneity, and provide an appraisal of their clinical applicability, translational potential, and the major barriers
impeding widespread implementation.

Methods: PubMed, Cochrane Library, Embase, Web of Science, and IEEE Xplore databases were searched until September
24, 2025. Studies using AI for HS diagnosis, meeting predefined PIRT (Patient Selection, Index Test, Reference Standard, Flow
and Timing) framework and providing extractable data were included. Diagnostic performance indicators, including sensitivity,
specificity, and the area under the summary receiver operating characteristic curve (AUC), were extracted and quantitatively
synthesized. Meta-analyses were conducted using a bivariate random effects model. The methodological quality and risk of bias
were evaluated using the QUADAS-2 (Quality Assessment of Diagnostic Accuracy Studies 2) tool. Heterogeneity was assessed
through the I² statistic, bivariate box plots, 95% PIs, and threshold effect analysis. Clinical applicability was examined using the
Fagan nomogram and likelihood ratio tests.

Results: A total of 36 eligible studies were identified, of which 33 (comprising 36 cohorts) were included in the subgroup
analyses. Results demonstrated excellent diagnostic accuracy of AI models, with a summary sensitivity of 0.95 (95% CI 0.93-0.96),
specificity of 0.93 (95% CI 0.91-0.94), and an AUC of 0.98 (95% CI 0.96-0.99). Clinical applicability analysis (positive likelihood
ratio >10; negative likelihood ratio <0.1) supported AI’s strong potential for both confirming and excluding HS. However,
substantial heterogeneity was observed across studies (I² >75%). According to QUADAS-2, a high risk of bias, particularly in
the Patient Selection domain (44.4%), may have contributed to the overestimation of real-world performance. Subgroup analyses
showed that deep learning models significantly outperformed traditional machine learning approaches (AUC: 0.98 vs 0.94).
Models using ultrasound or histopathology references, retrospective designs, transfer learning, and public datasets achieved the
highest accuracy (AUC 0.98-0.99) but contributed to interstudy heterogeneity.

Conclusions: AI demonstrates remarkable potential for noninvasive screening and assessment of HS, especially in primary
care. Nonetheless, clinical translation remains limited by performance variability, retrospective designs, lack of external validation,
practical barriers such as data privacy and workflow integration. Future studies should prioritize prospective multicenter trials
and standardized external validation to bridge the gap between current evidence and clinical application. The key innovation of
this review lies in establishing a unified, modality-agnostic analytical framework that integrates evidence beyond single-modality
evaluations.

Trial Registration: PROSPERO CRD420251046862; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251046862

(J Med Internet Res 2026;28:e78310)   doi:10.2196/78310
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Introduction

Metabolic-associated fatty liver disease (MAFLD) has emerged
as one of the most prevalent chronic liver diseases worldwide,
with its pathophysiology intrinsically linked to metabolic
syndrome. Affected individuals frequently exhibit concomitant
metabolic abnormalities such as central obesity, type 2 diabetes
mellitus, and insulin resistance. The disease spectrum of
MAFLD represents a continuum ranging from simple hepatic
steatosis (HS) to metabolic dysfunction-associated
steatohepatitis (MASH), which may progress to hepatic fibrosis,
cirrhosis, or hepatocellular carcinoma (HCC) [1]. Therefore,
MAFLD is a significant and growing global public health threat
[2].

In 2020, an international consensus panel proposed renaming
“non-alcoholic fatty liver disease” to “MAFLD” to better reflect
its metabolic foundation [3,4]. To ensure the present study
focuses on the diagnostic performance of artificial intelligence
(AI) for the core pathological feature of HS and to enhance its
clinical generalizability, including to populations with mixed
etiologies such as concomitant metabolic disorders and alcohol
use, we adopted the broader term “MAFLD.” This terminology
aligns more closely with real-world clinical practice and
provides a consistent framework for AI model training and
validation. Epidemiological data estimate the global prevalence
of MAFLD at approximately 38%, with substantial regional
variation, the highest burdens observed in Latin America, the
Middle East, and North Africa [5]. The disease is also
increasingly recognized among pediatric and adolescent
populations, particularly in individuals with obesity, where
prevalence rates have been reported to range from 7% to 14%
or higher [6].

Nevertheless, the reported MAFLD prevalence varies markedly
across studies, from 5% to 46% [7], reflecting considerable
heterogeneity. First, diagnostic methodologies differ. Although
liver biopsy remains the histopathological gold standard, its
invasiveness limits clinical use, shifting reliance toward
multimodal imaging. Noninvasive modalities such as ultrasound
and computed tomography (CT) are widely used due to
accessibility and low cost, but they lack precision in quantifying
HS. Quantitative imaging techniques, including magnetic
resonance imaging–proton density fat fraction (MRI-PDFF)
[8], controlled attenuation parameter-based transient
elastography, and noninvasive analysis [9], offer superior
accuracy but are constrained by cost and limited availability.
Clinical prediction models such as the Fatty Liver Index [10],
Hepatic Steatosis Index [11], and Liver Fat Equation [12] enable
noninvasive diagnosis through integration of anthropometric
and biochemical parameters. Nevertheless, they remain
vulnerable to measurement variability and lack use for
longitudinal monitoring. Second, the sensitivity of existing
diagnostic modalities in detecting early-stage steatosis (hepatic
fat content <5%) remains suboptimal. Conventional ultrasound,
in particular, has a high false-negative rate when hepatic fat
content falls below 20% [13], leading to underdiagnosis and
misdiagnosis in subclinical populations.

Such diagnostic inaccuracies carry serious clinical implications.
Patients erroneously classified as having “simple MASLD” but
who also exhibit alcohol use disorder have been shown to
experience mortality risks exceeding those of individuals with
typical alcoholic liver disease [14]. As MAFLD incidence rises
globally, associated cirrhosis and HCC cases are also increasing.
Failure to achieve early and accurate diagnosis forfeits the
therapeutic window during the reversible steatosis stage,
allowing progression to MASH and fibrosis. Notably,
MAFLD-related HCC may arise in noncirrhotic livers [15],
challenging conventional surveillance strategies that primarily
target cirrhotic patients. Moreover, MAFLD is an established
independent risk factor for cardiovascular disease [16]. This
elevated cardiovascular risk persists throughout the disease
course and remains heightened even following liver
transplantation [17], underscoring the necessity of lifelong risk
management.

Recent advances in AI have revolutionized medical image
analysis, and hepatology has been no exception. AI-based
approaches have demonstrated strong diagnostic performance
across multiple hepatic pathologies. For instance, Meng et al
[18] developed a VGGNet-based multistage fibrosis classifier,
achieving high accuracy across 3 fibrosis grades. Wang et al
[19] introduced the Explainable Diagnosis Recommender
intelligent diagnostic system, which uses deep learning (DL)
to automatically detect hepatic echinococcosis and cysts from
CT scans. Xiao et al [20] proposed a ResNet-101-based
multimodal model that classified 6 hepatobiliary diseases using
slit-lamp and fundus images, outperforming clinicians of varying
experience levels. Calderaro et al [21] used a DL model to
reclassify combined hepatocellular-cholangiocarcinoma into
pure HCC or intrahepatic cholangiocarcinoma with high
sensitivity and specificity, yielding predictions consistent with
clinical and molecular profiles. Specifically for HS assessment,
Yang et al [22] developed a 2-stage DL model that classified
four steatosis grades with an overall accuracy of 76.3% and an
area under the summary receiver operating characteristic
(SROC) curve (AUC) of 0.88, surpassing traditional clinical
indices. Similarly, Wang et al [23] employed DL to quantify
hepatic fat content by inferring proton density fat fraction
(PDFF) from routine T1-weighted magnetic resonance imaging
(MRI) images, surpassing the performance of the conventional
2-point Dixon fat-fraction model.

Despite these promising developments, the application of AI
in the diagnosis and grading of MAFLD or HS remains at an
early stage [24]. Existing systematic reviews have primarily
assessed AI performance within individual imaging modalities.
A critical gap remains: a comprehensive evaluation of AI’s
overall diagnostic efficacy across diverse imaging platforms
and a systematic analysis of the key technical and
methodological determinants of performance are still lacking.

Therefore, this study, for the first time, uses a bivariate mixed
effects model [25] to systematically assess the overall diagnostic
performance of AI in imaging-based detection of HS. The
primary objectives are: (1) to quantitatively determine the
aggregate diagnostic accuracy of AI models in identifying HS;
(2) to comprehensively explore the sources of heterogeneity,
with particular emphasis on the influence of factors such as
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algorithm type, reference standard, imaging modality, study
design, and data accessibility; and (3) to evaluate the clinical
applicability and translational potential of AI-based diagnostic
systems, while identifying major barriers to their broad clinical
adoption. Through these aims, the present study seeks to
generate robust, high-level evidence that transcends the
limitations of individual analytical approaches, thereby
providing meaningful guidance for future research and clinical
practice.

Methods

Research Design and Clinical Questions
This study protocol was registered with the PROSPERO
International Prospective Register of Systematic Reviews
(Registration: CRD420251046862). The research was conducted
as per the PRISMA-DTA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses–Diagnostic Test
Accuracy) guidelines (Checklist 1) [26].

Search Strategy
This systematic search was independently designed and
conducted by two researchers as per the PRISMA-DTA
(Checklist 1) [26]. PubMed, the Cochrane Library, Embase,
Web of Science, and IEEE Xplore were retrieved until
September 24, 2025. The search strategy was structured around
three core concepts: (1) the disease (“HS,” “non-alcoholic fatty
liver disease,” and “MAFLD”); (2) the technology (“AI,”
“machine learning [ML],” “DL”); and (3) the diagnostic context
(“diagnosis,” “detection”).

Keywords within each conceptual category were combined via
the OR operator (eg, AI OR DL OR ML), whereas keywords
across different categories were linked using the AND operator
(eg, AI AND MAFLD AND diagnosis).

The authors of the identified studies were not contacted.
Reference lists of all included studies were manually reviewed
to identify any additional eligible publications. No restrictions
on language or publication date were applied at the database
level to maximize search sensitivity. However, non-English
records were excluded during subsequent screening. Gray
literature, preprints, and unpublished studies were not
systematically searched. This decision was made a priori to
focus on peer-reviewed, full-text articles that had undergone
editorial review, thereby ensuring baseline methodological
quality and the availability of sufficient details for data
extraction. The complete, reproducible search strings for all
databases are provided in Table S1 in Multimedia Appendix 1.

Screening Process
Two independent reviewers initially screened all retrieved titles
and abstracts. After removing duplicate records, studies were
deemed eligible for inclusion if they met the following criteria:

• Study content: the research conformed to the predefined
PIRT (Patient Selection, Index Test, Reference Standard,
Flow and Timing) framework:
• Patient Selection (P): patients undergoing abdominal

imaging or pathological examination for HS
assessment.

• Index Test (I): AI models based on DL or ML, using
input images derived from ultrasound, CT, MRI, or
pathology.

• Reference Standard (R): defined by the original studies,
including MRI-PDFF, liver biopsy pathology, or
expert-graded ultrasound. These reference standards
reflect real-world diagnostic diversity and were
recognized as potential sources of heterogeneity.

• Target Condition (T): Diagnosis and grading of HS
according to the thresholds and criteria adopted in the
included studies, allowing cross-comparison of AI
performance across varying diagnostic definitions.

• Data availability: studies had to provide diagnostic
contingency data, true positives (TP), true negatives (TN),
false positives (FP), and false negatives (FN), or sufficient
information to derive diagnostic performance metrics, such
as AUC with 95% CIs, sensitivity, specificity, accuracy,
and predictive values.

Exclusion criteria were: (1) language: non-English publications;
(2) study type: letters, conference abstracts, reviews, or academic
papers lacking original data; (3) study subjects: animal or
nonhuman research, bioinformatics-based analyses, and
predictive modeling studies focused on indices, risks, or
associations rather than diagnosis; and (4) data sufficiency:
studies without key contingency data or insufficient information
to calculate diagnostic performance metrics.

Data Extraction
Two researchers independently extracted data based on the
following domains: (1) study characteristics: first author,
publication year, site of data collection, and duration of the
study period; (2) study population: total sample size, and
demographic characteristics (mean or median age); (3)
methodological parameters: accessibility of clinical sample data,
diagnostic reference standard, and validation strategy; (4)
algorithmic architecture: type of algorithm, classifier employed,
and application of transfer learning (TL); and (5) diagnostic
efficacy: raw contingency table data, and aggregated diagnostic
performance metrics.

Diagnostic Performance Evaluation and Quality
Assessment
Pooled estimates of sensitivity, specificity, and AUC, together
with their 95% CIs, were presented using forest plots.
Heterogeneity was quantified using the I² statistic. The AUC
was designated as the primary indicator for overall diagnostic
accuracy, as it integrates performance across all thresholds and
remains unaffected by any single cut-off point. A SROC curve
was constructed following an assessment of the threshold effect
using the Spearman correlation coefficient between the logit of
sensitivity and the logit of (1-specificity). Heterogeneity and
its implications were further visualized via 95% PIs and bivariate
boxplots. Potential small-study effects were evaluated using the
Deeks funnel plot asymmetry test. Additional diagnostic
indicators, including the diagnostic odds ratio (DOR), positive
likelihood ratio (LRP), and negative likelihood ratio (LRN),
were calculated. Clinical applicability was further examined
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using a Fagan nomogram, while the distribution of likelihood
ratios across studies was illustrated via scatterplots.

Two investigators assessed the risk of bias via the QUADAS-2
(Quality Assessment of Diagnostic Accuracy Studies 2) checklist
(Checklist 2) in Rev-Man in terms of PIRT framework [27].
The QUADAS-2 tool, recommended by the Cochrane
collaboration, was used to assess the methodological quality
and risk of bias of included diagnostic accuracy studies.

Quality Assurance and Dispute Resolution
All screening, data extraction, and quality assessment procedures
were independently conducted by 2 reviewers. Any
discrepancies were first resolved through discussion to reach a
consensus. When consensus was not achieved, a third senior
investigator adjudicated the disagreement to make the final
determination. This multilevel process ensured that all extracted
data represented unanimous agreement within the research team.

Subgroup Analysis
The following independent meta-analyses were conducted:

1. AI type (ML versus DL): DL models were defined as those
based on multilayer artificial neural networks, such as
convolutional neural networks and recurrent neural
networks (RNNs). This category included all studies that
explicitly reported using DL or identified architectures such
as VGG, ResNet, U-Net, DenseNet, or Inception. ML
models referred to traditional algorithms that learn from
data without relying primarily on deep neural architectures,
including support vector machines (SVM), random forests,
decision trees, and logistic regression. To explore the
potential influence of different algorithmic approaches on
diagnostic performance.

2. Reference standards for steatosis grading (MRI-PDFF, liver
histopathology, or ultrasound): to determine whether there
was a performance gap between models based on
noninvasive imaging and those based on the pathological
“gold standard.”

3. Imaging modality (ultrasound, CT, or histopathology): to
assess how differences in imaging principles, invasiveness,
and the diagnostic information scale (macroscopic versus
microscopic) affected model performance.

4. Application of TL: TL was used when a study explicitly
reported the use of a model pretrained on a large-scale
dataset (eg, ImageNet) as the initial framework for feature
extraction or model fine-tuning. To evaluate whether this
specific technique could improve model performance in
small-sample medical datasets.

5. Study design (single-center versus multicenter): to assess
the generalizability of models across different data
distributions.

6. Study type (prospective vs retrospective): to explore the
temporal relationship between data collection and model
development and to evaluate the potential impact of
selection bias on performance assessment.

7. Data accessibility: to evaluate the effect of study
reproducibility and transparency on research outcomes.

Data Analysis
Given the substantial heterogeneity observed among included
studies with respect to patient populations, imaging devices,
and AI algorithms, a bivariate mixed effects model was used
to derive more accurate and reliable pooled estimates [25]. To
ensure the robustness of the meta-analytic results, quantitative
synthesis (eg, subgroup analysis) was performed only when at
least 3 independent studies, defined as studies conducted by
different authors, using distinct experimental protocols, or
involving separate participant cohorts, were available. Multiple
effect estimates from the same publication were included when
they originated from distinct participant cohorts (eg, multicenter
datasets or independent validation sets). When multiple model
outputs were reported, only the best-performing model or that
validated using an independent dataset was retained. Subgroup
analyses were not conducted when fewer than three independent
studies were available for a given subgroup. All statistical
analyses and visualizations were performed via Stata MP 18
(StataCorp LLC). A 2-tailed P value <.05 denoted statistical
significance.

Results

Included Study Description
As of September 24, 2025, 2536 articles were retrieved. After
removing 864 duplicates, the titles and abstracts of the rest were
screened as per the predefined eligibility criteria, resulting in
the exclusion of 1596 articles. Specifically, 9 were non-English
publications, 884 were of other types, 673 involved
inappropriate study subjects, and 30 used unsuitable research
methods. The full texts of the remaining 76 articles were
subsequently reviewed. Seventeen studies were excluded for
incomplete data, 7 for being of other types, 7 for inappropriate
methodologies, and 9 for being inaccessible. Ultimately, 36
studies were included in the final analysis (Figure 1). The
characteristics of the included studies are summarized in Table
1, and the results of the subgroup analyses are presented in Table
2.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses—Search Extension) flowchart depicting the study selection
process for the systematic review of artificial intelligence in diagnosing hepatic steatosis.
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Table . Summary of study characteristics in the systematic review of artificial intelligence (AI)-assisted hepatic steatosis (HS) detection (N=36).

Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

No50Jun‐Jul
2020

A hospital
in Beijing

YesDLMRIdYang et al
(2022) [28]

1 • Retro-
spec-
tive

• NRe

study
• Sin-

gle-
center

No100NRThe Univer-
sity of

NRDLUltrasoundAcharya et
al (2016)
[29]

2 • Retro-
spec-
tive
study

• NR

Malaya
Medical
Centre,
Malaysia

• Sin-
gle-
center

No173Jul 2020-
Jun 2021

Seoul Na-
tional Uni-
versity
Hospital

NRDLUltrasoundJeon et al
(2023) [30]

3 • Prospec-
tive
study

• mean
(SD):
51
(14) • Sin-

gle-• range:
19-74 center

No51NR (a span
of 6
months)

Chittaran-
jan Nation-
al Cancer
Hospital

NRDLUltrasoundNeogi et al
(2018) [31]

4 • Retro-
spec-
tive
study

• NR

• Sin-
gle-
center

No2052017‐
2020

Chang
Gung
Memorial

NRDLUltrasoundChen et al
(2020) [32]

5 • Retro-
spec-
tive

• mean
(SD):
55

study(11.6)Hospital in
Taiwan • Sin-

gle-
center

No53Jun 2017‐
Aug 2018

Rennes
University
Hospital

NRDLUltrasoundDubois et
al (2019)
[33]

6 • Prospec-
tive
study

• medi-
an
(IQR):
61 • Sin-

gle-(28–72)
center

No60NRShanghai
Public

NRMLUltrasoundShi et al
(2019) [34]

7 • Retro-
spec-
tive

• range:
19‐
69Health

studyClinical
Center • Sin-

gle-
center

No27Oct 2018‐
Sep 2019

Erlangen
University
Hospital

NRMLUltrasoundJesper et al
(2020) [35]

8 • Prospec-
tive
study

• mean
(SD):
50
(17) • Sin-

gle-
center
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Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

• Prospec-
tive
study

• Sin-
gle-
center

No• medi-
an: 44

21392000-2002;
2007-2009

Dallas
County

NRDLMRIMcHenry
et al (2020)
[36]

9

• Retro-
spec-
tive
study

• Multi-
center

Yes• mean
(SD):
14.9
(2.59)

362014‐
2016

Children’s
Hospital of
Atlanta and
Emory Uni-
versity

NRDLPathologyRoy et al
(2021) [37]

10

• Retro-
spec-
tive
study

• Multi-
center

No• NR91Apr
2015‐Sep
2016

Washing-
ton Univer-
sity School
of
Medicine
Transplant
Pathology
Service

YesDLPathologySun et al
(2020) [38]

11

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• NR20702016‐
2018

Taipei
Medical
University
Hospital

YesDLUltrasoundChou et al
(2021) [39]

12

• Prospec-
tive
study

• Sin-
gle-
center

No• range:
18‐
92

60NROutpatient
clinic of a
private
healthcare
network

YesDLUltrasoundConstanti-
nescu et al
(2021) [40]

13

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• NR20NRUniversity
Clinical
Hospital
Virgen de
la Arrixa-
ca-Biomed-
ical Re-
search Insti-
tute of
Murcia

NRDLPathologyPérez-Sanz
et al (2021)
[41]

14

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• mean
(SD):
45.2
(12.4)

1204Feb
2010‐Jan
2017

A single
academic
medical
center

NRDLCTPickhardt
et al (2020)
[42]

15

• Retro-
spec-
tive
study

• Multi-
center

Yes• NRNRNRSamsung
Medical
Center and
Byra
Dataset

YesDLUltrasoundRhyou et al
(2021) [43]

16

No82NRMLUltrasound17
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Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

• Retro-
spec-
tive
study

• Multi-
center

• mean
(SD):
56
(12)

• range:
23-78

Oct 2014‐
Sep 2018

Center
Hospitalier
de l’Univer-
site´ de
Montre´al
and McGill
University
Health
Center

Destrempes
et al (2022)
[44]

• Retro-
spec-
tive
study

• Sin-
gle-
center

Yes• mean
(SD):
40.1
(9.1)

55NRUniversity
of Warsaw,
Poland

YesDLUltrasoundAlsha-
gathrh et al
(2023) [45]

18

• Retro-
spec-
tive
study

• Sin-
gle-
center

Yes• NRNRNROpen Sci-
ence
Framework

YesDLPathologyPodder et
al (2023)
[46]

19

• Prospec-
tive
study

• Sin-
gle-
center

No• mean
(SD):
40.97
(10.61)

478NRBeijing
You’an
Hospital in
Beijing,
China, and
the Nation-
al Hepatolo-
gy and
Tropical
Medicine
Research
Institute in
Cairo,
Egypt

YesDLUltrasoundIbrahim et
al (2023)
[47]

20

• Retro-
spec-
tive
study

• Multi-
center

Yes• NR13202020‐
2022

Byra
dataset and
the Health
Service
Center in
the
Chenghua
District of
Chengdu

YesDLUltrasoundYao et al
(2023) [48]

21

• Prospec-
tive
study

• Multi-
center

Yes• mean
(SD):
40.1
(9.1)

55NRMedical
University
of Warsaw,
Poland

YesDLUltrasoundByra et al
(2018) [49]

22

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• 61.1
(55.3‐
64.6)

12001 Jan
2010‐30
Dec 2017

Philadel-

phia VAf

Medical
Center

NRDLCTTorgersen
et al (2024)
[50]

23

No131NRNRDLUltrasound24
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Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

• Prospec-
tive
study

• Sin-
gle-
center

• Mean
(age
range)
• Grade

0:
9
(3-
17)

• Grade
1:
13
(10-
17)

• Grade
2:
11
(4-
17)

• Grade
3:
12
(8-
17)

Chang
Gung
Memorial
Hospital,
Taiwan

Wang et al
(2023) [51]

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• mean:
37.3

• range:
18-64

252Dec
2018‐Dec
2021

Institute of
Radiation
Medicine,
Seoul Na-
tional Uni-
versity
Medical
Research
Center,
Seoul Na-
tional Uni-
versity
Hospital,
Seoul, Ko-
rea

NRMLCTJeon et al
(2024) [52]

25

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• medi-
an
(IQR):
62
(50.25‐
71.75)

192NRVall d’He-
bron Uni-
versity
Hospital

NRMLMobile
phones

Piella et al
(2024) [53]

26

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• mean
(SD):
37.3
(11.5)

• range:
18-65

362Jan 2017‐
Jun 2021

Radiologic
database in
our institu-
tion

NRDLCTYoo et al
(2024) [54]

27

• Retro-
spec-
tive
study

• Multi-
center

Yes• NR986NRNRDLCTZhang et al
(2024) [55]

28
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Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

LIDC-
IDRI,
NSCLC-
Lung1,
RIDER,
VES-
SEL12,
MIDRC-
RICORD,
COVID-
19-Italy,
and
COVID-
19-China

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• NR33Jan 2018‐
May 2019

The Univer-
sity Hospi-
tal of
Udine

NRDLPathologyCherchi et
al (2021)
[56]

29

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• NR276NRChang
Gung
Memorial
Hospital

NRDLUltrasoundWu et al
(2023) [57]

30

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• mean
(SD):
51
(16.13)

112Jan 2018‐
Jan 2019

The Univer-
sity of
Texas MD
Anderson
Cancer
Center

NRDLUltrasoundDrazinos et
al (2025)
[58]

31

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• medi-
an
(IQR):
53
(40‐
66)

40301 Jan
2010‐01
Jan 2022

NRNRDLUltrasoundKaffas et al
(2025) [59]

32

• Retro-
spec-
tive
study

• Sin-
gle-
center

No• mean
(SD):
31.7
(9.4)

36202001‐
2016

Asan Medi-
cal Center,
University
of Ulsan
College of
Medicine,
Seoul, Re-
public of
Korea

NRDLCTKim et al
(2025) [60]

33

• Retro-
spec-
tive
study

• Sin-
gle-
center

Yes• mean
(SD):
49.1
(11.5)

840Jul 2022‐
May 2023

The First
Affiliated
Hospital of
Zhengzhou
University

NRDLCTZhang et al
(2025) [61]

34

Yes1740NRNRDLCT35

J Med Internet Res 2026 | vol. 28 | e78310 | p.279https://www.jmir.org/2026/1/e78310
(page number not for citation purposes)

Song et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Research
type

Open ac-
cess data

Age, yearsSample
size

Data rangeSource of
data

TLcDLa or

MLb

DeviceStudyNumber

• Retro-
spec-
tive
study

• Sin-
gle-
center

• mean
(SD):
43.1
(12.8)

Michigan
Medicine;
VA

Derstine et
al (2025)
[62]

• Prospec-
tive
study

• Multi-
center

No• mean
(SD):
51.95
(13.4)

186NRThe Univer-
sity of
Texas MD
Anderson
Cancer
Center

NRDLUltrasoundCorso et al
(2024) [63]

36

aDL: deep learning.
bML: machine learning.
cTL: transfer learning.
dMRI: magnetic resonance imaging.
eNR: No report.
fVA: Veterans Administration.
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Table . Summary of artificial intelligence (AI) performance for diagnosing hepatic steatosis (HS) based on different subgroups (number of studies or
cohorts; pooled sensitivity; specificity; area under the curve [AUC]; heterogeneity [I², %]; Spearman correlation coefficient [for threshold effect]; and
publication bias such as posttest probability positive or negative, positive likelihood ratio [LRP], and negative likelihood ratio [LRN]).

LRNLRPPosttest
probability
positive (%)/

negative (%)

Publication
bias (P val-
ue)

Spearman
correlation
coefficient
(P value)

Summary
AUC (95%
CI)

Pooled
specificity
(95% CI); I²
(%)

Pooled sensi-
tivity (95%
CI ); I² (%)

Subgroup and subgroup
analysis

(studies/datasets)

AI type

<0.1>1094/4.460.21 (P=.05)0.98 (0.97‐
0.99)

0.94 (0.91‐
0.95);

97.69

0.96 (0.94‐
0.98);

95.87

DLa (29/32)

>0.1<1088/13.49–1 (P=.99)0.94 (0.91‐
0.96)

0.88 (0.80‐
0.93);

63.45

0.87 (0.78‐
0.93);

32.63

MLb (4/4)

Reference standard

<0.1>1091/8.15–0.36
(P=.13)

0.97 (0.95‐
0.98)

0.91 (0.86‐
0.94);

98.43

0.92 (0.86‐
0.95);

95.70

MRI-PDFFc (7/7)

<0.1>1092/3.290.12 (P=.02)0.98 (0.96‐
0.99)

0.92 (0.86‐
0.95);

85.60

0.97 (0.92‐
0.99);

97.86

Pathology (13/14)

<0.1>1096/2.211 (P=.99)0.98 (0.96‐
0.99)

0.96 (0.94‐
0.98);

85.23

0.98 (0.90‐
1.00);

94.32

Ultrasound (6/6)

Imaging modality

<0.1>1094/4.500.21 (P=.4)0.98 (0.97‐
0.99)

0.93 (0.90‐
0.96);

96.16

0.96 (0.93‐
0.98);

94.86

Ultrasound (20/22)

<0.1>1093/7.240.20 (P=.04)0.97 (0.95‐
0.98)

0.93 (0.87‐
0.96);

94.76

0.93 (0.86‐
0.96);

94.43

CTd (8/9)

<0.1>1096/2.00–1 (P=.99)0.99 (0.98‐
0.99)

0.96 (0.86‐
0.99);

0.00

0.98 (0.91‐
1.00);

79.53

Pathology (4/4)

TLe

<0.1>1094/1.770.2 (P=.04)0.99 (0.98‐
1.00)

0.93 (0.88‐
0.97);

93.80

0.99 (0.96‐
1.00);

95.36

Used (9/9)

<0.1>1093/7.530.22 (P=.05)0.98 (0.96‐
0.99)

0.93 (0.90‐
0.95);

96.71

0.93 (0.90‐
0.96);

84.22

Not used (24/27)

Study design

<0.1>1093/6.980.25 (P=.06)0.98 (0.96‐
0.99)

0.93 (0.91‐
0.95);

97.33

0.94 (0.91‐
0.96);

94.44

Single-center (25/27)

<0.1>1092/1.300.47 (P=.22)0.97 (0.96‐
0.99)

0.92 (0.85‐
0.96);

82.33

0.99 (0.94‐
1.00);

95.26

Multicenter (8/9)

Study type

<0.1>1095/5.530.39 (P=.15)0.98 (0.97‐
0.99)

0.95 (0.92‐
0.97);

98.15

0.95 (0.92‐
0.97);

96.58

Retrospective (25/26)
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LRNLRPPosttest
probability
positive (%)/

negative (%)

Publication
bias (P val-
ue)

Spearman
correlation
coefficient
(P value)

Summary
AUC (95%
CI)

Pooled
specificity
(95% CI); I²
(%)

Pooled sensi-
tivity (95%
CI ); I² (%)

Subgroup and subgroup
analysis

(studies/datasets)

<0.1<1088/4.871 (P=.99)0.90 (0.87‐
0.92)

0.87 (0.84‐
0.89);

53.89

0.97 (0.92‐
0.99);

82.76

Prospective (8/10)

Data availability

<0.1>1096/1.19−0.5 (P=.25)0.99 (0.97‐
0.99)

0.95 (0.92‐
0.97);

73.17

0.99 (0.96‐
1.00);

97.06

    Available (9/10)

<0.1>1092/8.300.09 (P=.01)0.97 (0.95‐
0.98)

0.92 (0.89‐
0.94);

96.62

0.92 (0.89‐
0.95);

81.89

Unavailable (24/26)

aDL: deep learning.
bML: machine learning.
cMRI-PDFF: magnetic resonance imaging–proton density fat fraction.
dCT: computed tomography.
eTL: transfer learning

Diagnostic Performance and Heterogeneity
Of the 36 included studies, 33 (comprising 36 datasets) satisfied
the criteria for subgroup analysis. The pooled results (Figure
2) demonstrated a summary sensitivity of 0.96 (95% CI
0.93‐0.97), a specificity of 0.93 (95% CI 0.91‐0.95), and an
AUC of 0.98 (95% CI 0.96‐0.99), indicating excellent
diagnostic discrimination by the AI models. Substantial
heterogeneity was observed across studies (I²>75%). The
Spearman correlation coefficient (0.21, P=.05) suggested that
threshold effects contributed minimally to overall heterogeneity.

The broad 95% PI, however, indicated that differences in
diagnostic thresholds were a major source of variability. No
significant small-study effects were identified (P=.65). In terms
of clinical applicability, at a pretest probability of 50%, a
positive AI result increased the posttest probability to 93%,
whereas a negative result reduced it to 4%. Likelihood ratio
scattergram analysis confirmed that the pooled estimates were
located within the “confirm and exclude” quadrant (LRP >10
and LRN <0.1), underscoring the strong clinical value of AI for
both confirming and excluding HS.
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Figure 2. Diagnostic performance of artificial intelligence (AI) models for hepatic steatosis (HS) detection across 33 studies comprising 36 datasets
[28-35,37,39-52,54-63]. (A) Forest plots illustrating sensitivity and specificity for the subgroup of AI applications across 33 studies with 36 datasets.
(B) Summary receiver operating characteristic (SROC) curve depicting diagnostic performance of AI across 33 studies with 36 datasets, with corresponding
95% CIs. The 95% prediction region reflects the expected range of true sensitivity and specificity in future studies. (C) Bivariate boxplot illustrating
the distribution and heterogeneity of AI performance across 33 studies with 36 datasets. (D) The Deeks funnel plot for evaluation of potential publication
bias. (E) The Fagan nomogram depicting posttest probabilities. (F) Clinical application plot showing positive likelihood ratio (LRP) and negative
likelihood ratio (LRN). LLQ: lower-left quadrant; LUQ: upper-left quadrant; RLQ: lower-right quadrant; RUQ: upper-right quadrant; SROC: summary
receiver operating characteristic.

Risk of Bias Assessment
The QUADAS-2 quality assessment (Figure 3) revealed that
44% (16/36) of studies exhibited a high risk of bias in the patient

selection domain, primarily due to selection bias, limited
representativeness of study populations, and incomplete
reporting of key clinical parameters. In the Index test domain,
6% (2/36) of studies were rated as high risk, largely attributable
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to the absence of image quality control, subjective elements
during image processing, and nonstandardized training or
validation procedures. In the reference standard domain, 17%
(6/36) of studies demonstrated a high risk of bias, most
commonly due to deviations from gold-standard reference
methods, unclear blinding procedures, or incomplete
pathological sampling information. The flow and timing domain

exhibited unclear risk in 36% (14/36) of studies, often due to
insufficient reporting on patient inclusion pathways and the
interval between image acquisition and diagnostic confirmation.
These methodological limitations may contribute to an
overestimation of AI model performance in real-world clinical
practice.

Figure 3. Risk of bias assessment of the 36 included studies on artificial intelligence–based hepatic steatosis diagnosis using the QUADAS-2 (Quality
Assessment of Diagnostic Accuracy Studies 2) tool [28-63].

Subgroup Meta-Analyses
Subgroup analyses were conducted for 7 key variables (Figures
S1-S16 in Multimedia Appendix 1), with diagnostic performance
interpreted relative to clinical applicability thresholds (LRP >10
for strong rule-in capability; LRN <0.1 for strong rule-out
capability).

Algorithm Type
As shown in Figure 4 A-B, the DL models demonstrated
significantly higher diagnostic accuracy than ML models (AUC:
0.98 vs 0.94), exhibiting strong rule-in and rule-out performance.
However, DL models displayed pronounced heterogeneity (I²
>95%), likely influenced by threshold effects (Spearman=0.21,
P=.05), suggesting that these findings should be generalized
with caution. ML models showed lower heterogeneity
(sensitivity I²=32.63%; specificity I²=63.45%) but weaker
discriminatory power (LRP <10, LRN >0.1).
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Figure 4. Diagnostic performance stratified by algorithm type for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic
(SROC) curve for deep learning (DL) algorithms in 29 studies [28-33,37,39-43,45-51,54-63] comprising 32 datasets; (B) SROC curve for machine
learning (ML) algorithms in 4 studies [34,35,44,52] comprising 4 datasets.

Reference Standard
As shown in Figure 5 A-C, studies using ultrasound and
histopathology as reference standards achieved comparable
AUCs (both were 0.98) with ideal likelihood ratios, although
ultrasound-based models exhibited higher pooled sensitivity
and specificity (0.98 and 0.96, respectively) than
histopathology-based models (0.97 and 0.92). The ultrasound

subgroup showed a perfect threshold effect (Spearman=1;
P=.99), indicating well-defined diagnostic criteria that may be
subjectively constrained. The histopathology subgroup exhibited
a minimal threshold effect (Spearman=0.12; P=.02), suggesting
that interstudy variations in sample handling and scoring could
significantly influence model performance. The MRI-PDFF
subgroup achieved a comparable AUC (0.97) but demonstrated
very high heterogeneity (I² >95%), limiting result stability.

Figure 5. Diagnostic performance stratified by reference standard for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic
(SROC) curve for magnetic resonance imaging–proton density fat fraction (MRI-PDFF) in 7 studies [30,42,52,54,59,62,63] comprising 7 datasets; (B)
SROC curve for pathology in 13 studies [28,32,33,35,41,43-46,49,56,57,60] comprising 14 datasets; (C) SROC curve for ultrasound in 6 studies
[29,31,39,40,48,58] comprising 6 datasets.

Imaging Modality
As shown in Figure 6 A-C, histopathology-based models
achieved the highest diagnostic performance (AUC=0.99) with
no detectable heterogeneity, suggesting robust and consistent
results. However, significant publication bias was identified

(P<.001), implying potential preferential publication of
high-performing studies. AI models based on ultrasound and
CT achieved comparable accuracy (AUC: 0.98 vs 0.97), though
both exhibited marked heterogeneity (I² >94%). Only the CT
subgroup showed a negligible threshold effect (Spearman=0.20;
P=.04).
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Figure 6. Diagnostic performance stratified by imaging modality for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic
(SROC) curve for ultrasound imaging in 20 studies [29-35,39,40,43-45,47-49,51,57-59,63] comprising 22 datasets; (B) SROC curve for computed
tomography (CT) imaging in 8 studies [42,50,52,54,55,60-62] comprising 9 datasets; (C) SROC curve for pathology imaging in 4 studies [37,41,46,56]
comprising 4 datasets.

Application of TL
As shown in the figure Figure 7A-B models employing TL
achieved higher pooled sensitivity (0.99 vs 0.93) and stronger
rule-out capability (LRN: 0.01 vs 0.07). No significant

publication bias was detected in either subgroup (P >.05).
Nevertheless, both demonstrated considerable heterogeneity (I²
>84%) and mild threshold effects (Spearman=0.20 vs 0.22;
P=.04 vs .05), reflecting the influence of interdomain data
discrepancies.

Figure 7. Diagnostic performance of transfer learning (TL) for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic (SROC)
curve for studies employing TL in 9 studies [28,39,40,43,45-49] comprising 9 datasets; (B) SROC curve for studies not employing TL in 24 studies
[29-35,37,41,42,44,50-52,54-63] comprising 26 datasets.

Study Design
As shown in Figure 8A-B, multicenter studies demonstrated
superior sensitivity (0.99 vs 0.94) and lower heterogeneity
(I²=82.33%), indicating greater generalizability and stronger

rule-out potential (LRN: 0.01 vs 0.06). In contrast, single-center
studies exhibited marginally higher specificity (0.93 vs 0.92)
but very high heterogeneity (I² >94%), suggesting limited
external validity.
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Figure 8. Diagnostic performance of different research designs for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic
(SROC) curve for single-center studies in 25 studies [28-35,39-42,45-47,50-52,54,56-61] with 26 datasets; (B) SROC curve for multicenter studies in
8 studies [37,43,44,48,49,55,62,63] with 9 datasets.

Study Type
As shown in Figure 9 A-B, retrospective studies achieved higher
overall accuracy (AUC: 0.98 versus 0.90) and stronger rule-in
ability (LRP: 9.5 versus 8.8), though with significant

heterogeneity (I² >96%). Prospective studies, which can better
reflect clinical reality, were affected by a perfect threshold effect
(Spearman=1) and exhibited weaker rule-in performance
(LRP<10).

Figure 9. Diagnostic performance of different research types for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic (SROC)
curve for retrospective studies in 25 [28,29,31,32,34,37,41-46,48,50,52,54-62] studies with 26 datasets; (B) SROC curve for prospective studies in 8
studies with 9 datasets. AUC: area under curve.

Data Accessibility
As shown in Figure 10A-B studies using publicly available
datasets (n=9) achieved superior diagnostic accuracy
(AUC=0.99) and stronger clinical applicability (LRP=9.6;

LRN=0.01). In contrast, studies using nonpublic data performed
comparably (AUC=0.97) but showed a significant threshold
effect (Spearman=0.09; P=.01), indicating reduced result
stability.
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Figure 10. Diagnostic performance of data availability for hepatic steatosis (HS) detection. (A) Summary receiver operating characteristic (SROC)
curve for studies with available data in 9 studies [37,43,45,46,48,49,55,61,62] with 10 datasets; (B) SROC curve for studies with unavailable data in
24 studies [28-35,38-42,44,47,50-52,54,56-60,63] with 25 datasets.

Subgroup definitions are detailed in the methods section.
Heterogeneity was categorized as follows: I²<50% low
heterogeneity, 50%‐75% moderate heterogeneity, and >75%
high heterogeneity.

Discussion

Principal Findings
This meta-analysis of 36 studies demonstrates the superior
diagnostic performance of AI in identifying HS, yielding a
pooled AUC of 0.98, surpassing that of conventional ultrasound,
CT, and MRI, whose pooled AUCs were 0.93, 0.975, and 0.97,
respectively [64-66]. These findings underscore AI’s potential
to overcome the inherent physical constraints of individual
imaging techniques, thereby establishing it as a versatile and
adaptive diagnostic approach. This capability carries
considerable clinical significance, providing a strong rationale
for further meta-analyses dedicated to AI-based diagnostic
technologies and informing the development of flexible,
context-specific clinical applications. By optimizing the use of
the most accessible and cost-effective diagnostic resources, AI
could markedly broaden the availability of early HS screening
across diverse health care settings.

Although the encouraging performance of AI in diagnosing HS
is promising, interpretation of these findings must be tempered
by a critical appraisal of the methodological limitations
underlying this research. Our analysis revealed substantial
heterogeneity (I²>75%) and a high overall risk of bias among
included studies, particularly within the patient selection domain,
where 44% (16/36) were judged to be at high risk. A major
limitation lies in the predominance of retrospective, single-center
designs (25/36, 69%). Such studies typically develop and
validate models within controlled, idealized data environments,
meaning that reported metrics may reflect “best-case scenarios”
rather than true clinical performance across diverse devices,

operators, and patient populations in routine practice. Moreover,
independent external validation and multicenter prospective
trials remain notably scarce, severely limiting the assessment
of these models’ generalizability. Therefore, while existing
evidence underscores AI’s considerable potential in HS
diagnosis, the current body of research remains insufficient to
justify its widespread clinical adoption. Bridging the
translational gap from high-performing algorithms to reliable,
universally applicable clinical tools thus remains a substantial
challenge.

Subgroup analyses provide valuable insights for optimizing AI
model design and informing clinical integration. DL-based
models demonstrate exceptionally high specificity in diagnosing
HS, offering a distinct clinical advantage by reducing
unnecessary liver biopsies. However, these models require
higher-quality data annotation and greater computational
resources. Model performance was also closely associated with
the reference standard and imaging modality used. Systems
using histopathological images as input achieved the highest
diagnostic accuracy. Nevertheless, their clinical applicability
is restricted by procedural invasiveness and sampling error [67].
The AI-assisted whole-slide analysis model proposed by Roy
et al [37] improves quantitative consistency but faces practical
barriers related to cost and patient acceptance.

The choice of imaging modality inherently involves trade-offs
between diagnostic accuracy, accessibility, and cost. MRI-PDFF,
while providing precise, noninvasive quantification, is affected
by confounders such as iron overload, edema, and concurrent
pathologies [7], and its high cost limits use in primary care.
Ultrasound remains the most accessible and economical option
but suffers from operator dependency, reduced sensitivity for
mild steatosis, limited penetration in obese individuals [68,69],
and suboptimal accuracy in detecting fibrosis [70]. AI
integration could mitigate these limitations by standardizing
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acquisition and interpretation, though at the cost of increased
system complexity and computational demand. CT achieves a
sensitivity and specificity of 0.93 but is constrained by ionizing
radiation exposure and potential interference from iodine-based
contrast agents [71]. The dual-energy CT 3D nnU-Net model
developed by Yoo et al [54] achieved an AUC of 0.97 for
distinguishing steatotic from normal tissue, yet its clinical
application is constrained by limited equipment availability.

To optimize model performance and data use, TL has been
widely adopted, an especially valuable strategy given the
substantial costs associated with medical data annotation.
Nonetheless, the effectiveness of TL depends critically on the
degree of similarity between the source and target domains;
substantial domain discrepancies may lead to “negative
transfer,” as illustrated by sensitivity variations of up to 10%
in the Inception-v3 model reported by Constantinescu et al [40].
To address this limitation, emerging approaches such as
adversarial domain adaptation frameworks have achieved
near-human classification accuracy on heterogeneous MRI
datasets [72]. Similarly, hybrid pretraining strategies [73] and
federated learning techniques have reached up to 99% of the
performance attained through centralized training [74]. These
approaches enhance model robustness while effectively
addressing data privacy and heterogeneity.

Beyond algorithmic optimization, the real-world implementation
of AI is profoundly influenced by study design and data
governance. Retrospective studies, which constituted the
majority (25/36, 69%) of the included reports, demonstrated
significantly higher performance than prospective studies (AUC:
0.98 vs 0.94), likely reflecting the high-quality and well-curated
imaging data typically available in retrospective cohorts. In
contrast, prospective designs more faithfully capture real-world
clinical workflows but are inherently subject to operational
variability, such as inconsistent imaging protocols and
unpredictable patient factors, thereby leading to attenuated
performance.

Furthermore, data governance and accessibility are pivotal in
determining model generalizability. Multicenter collaborations
and data sharing can improve generalizability and
reproducibility, though they require standardized imaging
protocols, increased logistical coordination, and greater resource
investment, posing feasibility challenges in resource-limited
settings. Moreover, access to medical data for AI development
remains hindered by privacy regulations, institutional policies,
and technical interoperability barriers. Privacy-preserving
strategies, such as federated learning, offer promising solutions
by enabling multi-institutional collaboration without direct data
exchange, albeit at the cost of increased computational demands
and system complexity. It should also be noted that publicly
available datasets may not fully represent the clinical
heterogeneity encountered in real-world practice, thereby
introducing potential selection bias. These factors, while critical
for improving AI performance, also contribute substantially to
heterogeneity, underscoring the necessity of comprehensive
external validation and context-specific adaptation before
large-scale clinical implementation.

Expanding Role in HS Management
The use of AI extends beyond diagnostic precision to encompass
the comprehensive management of HS. Accumulating evidence
indicates that AI not only enables accurate quantification of
hepatic fat but also integrates radiomic, pathological, and clinical
data to facilitate fibrosis staging, predict HCC risk, assess
posttransplant survival, and stratify cardiovascular
complications. For instance, a VGG16-based ultrasound model
outperformed human interpretation in classifying borderline
cases [75]. The integration of macrogenomic sequencing with
ML has proven effective for the differential diagnosis of HS in
obese pediatric populations [76]. Similarly, an ML model based
on MRI-derived liver fat quantification markedly improved
diagnostic accuracy for liver fibrosis [77]. AI-powered digital
pathology platforms reduce the inherent subjectivity of
conventional histological assessment [78], while DL-based
radiomics facilitates the identification of critical pathological
features such as microvascular invasion [79]. A DL algorithm
demonstrated 99% accuracy in predicting postliver
transplantation survival [80]. In the context of MAFLD-related
complications, AI algorithms have been employed to accurately
identify affected patients from electronic health records,
revealing type 2 diabetes mellitus as a significant predictor of
all-cause mortality (hazard ratio: 1.36) [81]. Moreover, a dual
model combining tongue imaging with clinical indicators
achieved precise prediction of coronary heart disease risk among
patients with fatty liver [82]. The foregoing advances signal a
diagnostic paradigm shift in HS management from a traditional
“liver-centric” approach towards a “patient-centric” model of
multi-system risk management, paving the way for early
intervention and personalized therapy.

In summary, the advantages of AI in HS diagnosis are threefold
as follows:

1. Enhanced early detection: DL models can detect subclinical
pathological alterations, including hepatic fat infiltration
below 5%, thereby reducing diagnostic subjectivity and
improving reproducibility [43,45,83].

2. Standardized quantitative analysis: End-to-end, pixel-level
segmentation enables automated calculation of HS,
minimizing reliance on manual interpretation and potentially
substituting for histopathological assessment in
resource-constrained settings.

3. Longitudinal predictive modeling: The integration of
time-series radiomic and metabolomic features facilitates
the construction of individualized models predicting
cirrhosis progression and MAFLD onset within 3 years,
providing actionable insights for precision treatment
planning.

Challenges and a Phased Implementation Framework
Despite its promising outlook, the widespread clinical adoption
of AI in HS management faces multiple challenges. Technically,
data heterogeneity, stemming from variations in imaging quality
[84], scanner types, and reference standard thresholds, impedes
the development of universally robust and generalizable models.
Many high-performing algorithms are derived from
single-center, retrospective datasets (eg, Yang et al [22], n=50,
Beijing) with limited demographic diversity, thereby
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compromising their external validity and real-world
applicability. Moreover, most existing models primarily focus
on imaging biomarkers for fat quantification without adequately
elucidating the complex pathophysiological interplay among
steatosis, metabolic comorbidities, and fibrosis, limiting both
clinical interpretability and holistic disease assessment.

From a clinical integration perspective, the transition from
algorithmic development to real-world deployment necessitates
careful consideration of workflow compatibility, device
dependency, and cost-effectiveness. Lightweight AI models
hold promise for incorporation into primary care ultrasound
systems, facilitating large-scale population screening, whereas
more advanced MRI- or CT-based models may be more
appropriately implemented in tertiary medical centers. The
overarching objective is seamless integration into existing
clinical workflows, ensuring that AI serves as an assistive, rather
than disruptive, technology that streamlines radiological
practice, conserves clinician time, and enhances diagnostic
efficiency [85]. Furthermore, issues concerning data privacy
[86], algorithmic bias [87], and accountability [88] lack clear
regulatory frameworks.

From a global health perspective, the clinical use of AI in HS
diagnosis varies according to resource availability. To promote
both efficiency and equity in HS diagnosis and management, a
phased implementation framework is proposed:

1. Tiered deployment in specific scenarios: in resource-limited
settings, lightweight AI systems can be paired with portable
ultrasound to enable cost-effective community screening
and early detection. Suspected cases may then be referred
to higher-level hospitals for precise stratified diagnosis (eg,
MRI-PDFF), thereby optimizing resource allocation and
minimizing unnecessary biopsies. In high-resource
environments, AI-driven automated image processing
facilitates accurate fat quantification and disease staging,
forming a synergistic diagnostic–therapeutic feedback loop.

2. Establish cross-institutional collaborative data platforms:
the adoption of federated learning and related technologies
can enhance data diversity while ensuring privacy
protection. Such approaches enable robust model
development based on heterogeneous real-world data,
mitigate model bias and validation gaps, eliminate the need
for centralized storage of sensitive information, and provide
the foundation for scalable, privacy-preserving deployment.

3. Transition from standalone tools to integrated management
platforms: the ultimate objective is to advance AI from a
single-function diagnostic aid to a comprehensive,
multi-task management system. By synchronously
quantifying steatosis, assessing fibrosis, and evaluating
inflammatory markers through multimodal data integration.
Incorporating these outputs directly into clinical
decision-making workflows, AI could evolve from
diagnostic assistance to intelligent, holistic disease
management.

Limitations in the Literature
Several limitations warrant cautious interpretation. First,
considerable methodological and clinical heterogeneity was
observed across the included studies, constraining the reliability
of the conclusions. Despite extensive subgroup analyses,
variability arising from differences in patient characteristics,
imaging equipment, and diagnostic thresholds could not be fully
addressed. This residual heterogeneity undermines the
robustness of pooled estimates and suggests the influence of
unmeasured factors affecting AI performance.

Second, the analysis was limited by methodological
shortcomings inherent in the primary studies. Inadequate
reporting of key patient characteristics hindered subgroup
analyses by disease etiology, particularly distinguishing pure
MAFLD from mixed forms, a critical gap given the potential
impact of comorbidities on diagnostic accuracy. Furthermore,
wide variation in AI architectures and the limited number of
comparable models precluded meaningful comparisons across
technical approaches, leaving the effect of architectural design
on diagnostic performance unclear.

Third, the generalizability and real-world applicability of the
findings remain limited. Most studies were retrospective,
single-center designs prone to selection bias, with scarce external
or temporal validation. Thus, the high-performance metrics
reported may represent an idealized best-case scenario rather
than outcomes achievable in prospective clinical settings.

Additionally, although our restriction to peer-reviewed full-text
publications ensured a baseline level of methodological rigor,
the exclusion of relevant preprints and gray literature may have
introduced publication bias. Such selective inclusion likely
favored studies reporting positive outcomes, potentially leading
to overestimated performance measures. Moreover, key practical
factors, such as computational burden, workflow integration,
and technical expertise, could not be quantitatively evaluated,
despite their importance for real-world implementation.

Conclusions
This meta-analysis highlights the substantial diagnostic potential
of AI, particularly DL, in assessing HS. Its key contribution lies
in establishing a unified, imaging-modality-independent
analytical framework that provides comprehensive evidence
beyond the constraints of individual imaging techniques.
Nonetheless, these results reflect technical promise rather than
confirmed clinical use. The translation from high-performing
algorithms to reliable clinical tools remains hindered by
performance heterogeneity, retrospective study designs, and
insufficient external validation. While the technological
foundation of AI in HS is encouraging, clinical maturity has
yet to be achieved. Bridging this translational gap will require
prospective multicenter studies, standardized reporting protocols,
and rigorous external validation. Ultimately, successful clinical
adoption will depend on demonstrating not only algorithmic
robustness but also tangible improvements in patient outcomes
and workflow efficiency across real-world health care settings.
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Abstract

Background: Postpartum depression (PPD) affects up to 20% of mothers globally. Early detection is vital for better outcomes,
yet screening lacks scalability and predictive power. Artificial intelligence (AI)—through machine learning, deep learning, and
natural language processing—enhances the early identification of mothers at risk with greater accuracy.

Objective: This study aims to systematically map the existing literature on AI-based methods for detecting and predicting PPD.

Methods: This scoping review was conducted in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines. We included empirical studies that applied AI techniques
to detect or predict PPD and were published in peer-reviewed journals, conference proceedings, or dissertations. Studies were
excluded if they were nonempirical (eg, reviews, editorials, and abstracts), not published in English, focused on general perinatal
mental health without a specific emphasis on PPD, or used AI solely for monitoring or treatment rather than prediction or detection.
We systematically searched 8 databases—MEDLINE, Embase, PsycINFO, CINAHL, Scopus, IEEE Xplore, ACM Digital Library,
and Google Scholar—from inception through February 28, 2025. The search strategy was supplemented by backward and forward
reference screening and biweekly alerts to capture newly published studies. Two independent (M [Alkhateeb] and A
[Nayeem])reviewers (M [Alkhateeb] and A [Nayeem]) screened the retrieved studies, with disagreements resolved by a third
reviewer (AA [Alrazaq]). Data were extracted by 2 independent reviewers using a standardized extraction form capturing study
characteristics, AI model types, data sources, features, preprocessing, validation strategies, and performance metrics. A formal
risk-of-bias assessment was not performed due to the scoping nature of the review. All extracted data were synthesized narratively.

Results: Out of 503 retrieved studies, 65 met the inclusion criteria. The United States contributed the largest proportion of
studies (18/65, 27.7%). The highest number of publications occurred in 2024 (17/65, 26%). Most included studies were journal
articles (46/65, 71%). Short-term postpartum outcomes (≤12 weeks) were most frequently assessed (20/65, 30.8%). Most included
studies (52/65, 80%) applied AI models for predicting PPD, while 14 of 65 (22%) studies used them for detection. Sociodemographic
data were most frequently used (49/65, 75.4%), followed by psychological data (44/65, 68%) and obstetric data (35/65, 55%).
Data preprocessing mostly relied on basic scaling (51/65, 79%) and some missing data imputation (29/65, 44.6%). Machine
learning dominated (57/65, 87.7%), especially random forest, support vector machines, and logistic regression. Internal validation
(k-fold, hold-out) was standard, while external validation was scarce. Ensemble-based boosting models consistently demonstrated
superior performance across key metrics, highlighting their potential for accurate and scalable PPD prediction. Current studies
suffer from limited sample sizes, geographic bias, lack of standardized feature sets, minimal external validation, and inconsistent
reporting of comprehensive model metrics.

Conclusions: This scoping review analyzes 65 studies on AI in PPD, highlighting dominant use of classical machine learning,
limited deep learning adoption, underuse of advanced preprocessing, inconsistent validation, and reliance on structured, unimodal
data—mainly sociodemographic, clinical, and obstetric features.

(J Med Internet Res 2026;28:e77376)   doi:10.2196/77376

KEYWORDS

postpartum depression; maternal mental health; perinatal depression; artificial intelligence; machine learning; deep learning;
natural language processing; prediction models; computer-aided diagnosis
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Introduction

Background
Postpartum depression (PPD) is a common mental health issue
affecting new mothers after they give birth. Its salient features
include feelings of enduring melancholy, losing interest in
hobbies and their everyday life (and, potentially, their baby),
and reduced feelings of pleasure in activities.

Traditionally referred to as the “baby blues,” PPD is a profound
and serious condition undermining the activities of daily life
and the psychosocial well-being of mothers. It affects up to a
fifth of new mothers worldwide, albeit it is often undiagnosed;
in any case, it is a major concern for public health [1].

Postpartum care is vital to ensure the best outcomes for both
neonates and mothers. This includes creating a supportive
environment with health-promoting activities and breastfeeding
encouragement. It must also address each mother’s individual
mental health needs. [2].

Worldwide, studies of perinatal mental health have noted that
PPD is increasingly evident [3]. According to the estimations
of the National Institute of Mental Health, up to 15% of all
women who experience pregnancy also experience related
depression, whether during or after pregnancy. Prevalence is
typically higher (ie, 18%‐25%) in low- and middle-income
countries, where it is associated with socioeconomic issues and
health care resource availability and access, as well as
sociocultural factors [4].

The great variety in PPD prevalence underscores the requirement
for efficacious strategies for screening women and delivering
interventions catering to various needs. The mainstay for PPD
detection now is dependent on women reporting classic
symptoms and completing self-reported tools, of which the
Edinburgh Postnatal Depression Scale (EPDS) [5] and the
Patient Health Questionnaire-9 (PHQ-9) [6] are common and
effective. However, such tools for screening women during and
after pregnancy are typically not administered consistently. For
instance, women are often screened once during the early stages
of pregnancy, such as the second trimester. However, the same
tools are rarely reapplied in later or postpartum periods [7,8].

Furthermore, the tools detect current depression, with no scope
to anticipate future risk (based on current symptoms and
feelings) [9]. Prediction and early diagnosis of PPD remain
challenging, largely because qualitative narrative data are
difficult to interpret and integrate alongside quantitative clinical
metrics.

A detailed professional analysis is necessary to interpret data
appropriately, which is costly, time-consuming, and potentially
subjective [10]. PPD prevention and treatment interventions
require improved screening solutions that can be delivered
during early pregnancy and throughout the pregnancy journey
and postpartum period.

Artificial intelligence (AI) can potentially address this impasse,
with its capability to handle and process vast volumes of
complex, high-dimensional, nonlinear data. Using machine
learning (ML), large language models, and natural language

processing (NLP) techniques, AI can detect subtle patterns
inherent within data that could otherwise evade human analysis
[10,11].

AI can enhance prediction accuracy by incorporating diverse
data sources. These include electronic health records (EHRs),
diagnostic indicators, self-reported feelings, and behavioral cues
gathered from digital platforms, with appropriate safeguards
[1,12]. Such possibilities render AI a highly useful clinical tool,
offering real-time decision-making input for digital care
delivery.

Research Problem and Aim
Many studies have developed AI models for detecting and
predicting PPD, yet these studies offer fragmented insights into
the full potential of AI methodologies. Several previous reviews
attempted to summarize these insights [10,13-19], but they have
notable limitations. Specifically, some prior reviews were
traditional narrative reviews rather than systematic or scoping
reviews and thus lacked rigorous, structured methodologies
[13,14,16].

In addition, many earlier reviews used narrow search queries
or omitted critical databases (eg, PsycINFO, ACM Digital
Library, IEEE Xplore, Scopus, and Embase), potentially
excluding relevant studies [10,13-19]. Furthermore, past reviews
often broadly addressed general depression or women’s mental
health instead of specifically targeting PPD, limiting their direct
relevance [10,15]. Also, the bibliographic searches of previous
reviews mostly concluded before September 2022, omitting
recent advancements in AI methodologies and multimodal data
integration techniques. Importantly, most prior research
emphasized traditional clinical and survey-based data, neglecting
innovative data sources such as social media and wearable
sensors. These novel data sources represent a promising
opportunity to enhance AI model accuracy and predictive
capabilities for PPD [10,13,14,16-19].

The primary aim of this review is to map the landscape of AI
methodologies used in PPD detection and prediction and to
identify key research trends, methodological features, and
evidence gaps. Specifically, this review is guided by the
following research subquestions:

• What types of AI models have been used to detect or predict
PPD, and how do they differ in approach and complexity?

• What data modalities (eg, structured, unstructured,
physiological, and digital) have been used in these studies?

• How have studies handled model development processes
such as feature selection, validation, and interpretability?

• What are the key limitations, challenges, and future
opportunities for applying AI to PPD detection in real-world
clinical and community settings?

By addressing these questions, this review provides a structured,
up-to-date, and integrative overview of AI in postpartum mental
health—highlighting opportunities for innovation, responsible
deployment, and policy translation in maternal care.
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Methods

We conducted a scoping review in accordance with the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses Extension for Scoping Reviews)
guidelines (see PRISMA-ScR checklist). The following sections
detail the specific methods we used in this review.

Search Strategy
All-inclusive searches were done across the following 8 major
electronic databases on November 18, 2024, to determine
relevant studies: MEDLINE (via Ovid), PsycINFO (via Ovid),
Embase (via Ovid), CINAHL (via EBSCO), IEEE Xplore, ACM
Digital Library, Scopus, and Google Scholar. To keep our search
up to date, we set up an automatic biweekly search alert for 24
weeks, ending on February 28, 2025. Given the vast number of
results generated by Google Scholar, we focused on the first
100 results (10 pages), as they are ranked by relevance. In
addition to database searches, we expanded our review by
manually screening reference lists of included studies (backward
reference checking) and identifying studies that cited them
(forward reference checking). We also collected additional
papers through automatic email alerts. To ensure that the search
query was well-structured and effective, 3 experts in digital
mental health were consulted and previous relevant literature
was reviewed. Two main categories of terms were included in
the final search query: AI-related terms (eg, artificial
intelligence, machine learning, and deep learning) and
PPD-related terms (eg, postpartum depression, postpartum
depression, and postnatal depression). A detailed search query
used for each database is shown in Multimedia Appendix 1.

Study Eligibility Criteria
This scoping review targeted studies that specifically applied
AI to the detection or prediction of PPD. Eligible studies were
empirical in nature, used AI methodologies, and were published
in peer-reviewed journals, dissertations, or conference
proceedings. There were no restrictions regarding publication
year, country of origin, data type, study design, population, or
outcome type.

Exclusion criteria encompassed nonempirical works such as
reviews, abstracts, commentaries, and proposals, as well as
studies lacking a specific focus on PPD (eg, addressing broader
maternal or perinatal mental health). Studies that used AI solely
for managing or monitoring PPD, rather than detecting or
predicting it, were also excluded. In addition, only those papers
published in English were considered.

Study Selection
The study selection process in this review involved 3 main steps.
First, we used EndNote to remove any duplicate studies from
our search results. Then, the titles and abstracts of the remaining
studies were screened to determine their relevance. For studies
that passed this initial screening, a full-text review was
conducted, during which the entire paper, including any

supplementary materials, was carefully read. To ensure
accuracy, 2 independent reviewers (MA and AN) conducted
the study selection process. In cases of disagreement during
title or abstract screening or full-text review, a third reviewer
(AAA) was consulted to resolve the conflict. In addition, we
calculated Cohen κ statistic to assess interreviewer agreement,
which yielded a value of 0.78-0.83 by title or abstract screening
or full-text review—indicating a high level of consistency and
reliability in the data selection process [20].

Data Extraction
To ensure a structured and consistent approach to data
extraction, we developed a data extraction form, which was
pilot-tested using 5 selected studies before full implementation.
This form was designed to capture key details related to the
study characteristics, datasets, features, and AI methodologies.
The finalized data extraction form used in this review is shown
in Multimedia Appendix 2. Two independent reviewers (MA
and AN) used Microsoft Excel to extract data systematically.
Any discrepancies between them were resolved through
discussion.

Data Synthesis
We analyzed the extracted data using a narrative synthesis
approach, summarizing key findings in descriptive text and
tables to provide a clear overview of the research. First, we
outlined the basic details of each study, including the year of
publication and the country where the research was conducted.
Subsequently, we characterized the datasets underpinning AI
model development, cataloged the AI methodologies used in
each study, and detailed the feature attributes used in model
construction. To keep the process structured and ensure
accuracy, we used Microsoft Excel to organize and synthesize
the extracted data efficiently.

Results

Search Results
As illustrated in Figure 1, a total of 503 records were retrieved
through searches across 9 databases: Ovid MEDLINE (n=64),
Embase (n=48), PsycINFO (n=26), CINAHL (n=22), IEEE
Xplore (n=16), ACM Digital Library (n=2), Scopus (n=145),
Web of Science (n=80), and Google Scholar (n=100, limited to
the top 100 results ranked by relevance). After removing 272
duplicate records using reference management software, 231
unique reports remained for screening. After reviewing the titles
and abstracts, 145 records were excluded. The full texts of the
remaining 86 records were retrieved for further assessment. Of
these, 7 full-text papers were not available. After evaluating the
79 available full-text papers, 17 studies were excluded for the
following reasons: they did not use AI (n=7); did not focus on
PPD (n=1); were not journal papers, conference papers, or
dissertations (n=8); or were not written in English (n=1). Three
additional relevant studies were identified through both
backward and forward reference list screening. Ultimately, 65
studies were included in this review [21-85].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 flow diagram illustrating the study selection process.
AI: artificial intelligence; PPD: postpartum depression.

Characteristics of the Included Studies
As shown in Table 1, the included studies were published
between 2009 and 2025, with the highest number of publications
occurring in 2024 (26.1%). Regarding publication types, the
majority were journal papers (70.8%). The United States
contributed the largest proportion of studies (27.7%), followed
by China (15.4%) and Bangladesh (13.9%). This review
included 39 out of 65 (60%) retrospective studies and 27 out of
65 (41.5%) prospective studies. The number of participants in

the included studies ranged from 11 to 573,634, with a mean
of 18,187.4 (SD 72,933.8). Participant distribution was as
follows: 23 studies had fewer than 500 participants, 27 studies
included between 500 and 5000 participants, 8 studies had
between 5001 and 50,000 participants, and 7 studies involved
more than 50,000 participants. Among the 26 studies that
reported mean participant age, values ranged from 26 to 44.5
years, with an overall mean average of 31.08 (SD 3.42) years.
See Multimedia Appendix 3 for overall information about
included studies.
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Table . Characteristics of the included studies.

ReferencesStudiesKey aspects

Year of publication, n/N (%)

[30,46,77]3/65 (4.6)    2025

[21,24,35,37,40,41,43,45,51,52,65-67,69,78,83,85]17/65 (26.1)    2024

[28,32,33,42,44,50,56,63,68,72-74,79,80]14/65 (21.5)    2023

[34,36,39,47,58-62,81]10/65 (15.4)    2022

[22,26,48,55,84]5/65 (7.7)    2021

[23,31,57,64,71,82]6/65 (9.2)    2020

[25,29,49,76]4/65 (6.2)    2019

[27,54,75]3/65 (4.6)    2018

[38,53,70]3/65 (4.6)    ≤2017

Publication type, n/N (%)

[22,23,25,28-31,33,34,37-44,46,47,49-52,54,55,57,60,62-65,67-70,74,76-85]46/65 (70.8)    Journal paper

[21,24,26,27,32,35,45,48,53,56,58,59,61,66,71-73,75]18/65 (27.7)    Conference paper

[36]1/65 (1.5)    Dissertation

Country of publication, n/N (%)

[24,25,31,37,39,41,43,51,53,55,57,62,64,74,76,80,83,84]18/65 (27.7)    United States

[27,42,63,69,75,77-79,82,85]10/65 (15.4)    China

[21,35,40,45,52,61,65,67,73]9/65 (13.9)    Bangladesh

[32-34,48,56,66]6/65 (9.2)    India

[46,47,81]3/65 (4.6)    Japan

[44,71]2/65 (3.1)    United Kingdom

[38,70]2/65 (3.1)    Spain

[58,59]2/65 (3.1)    Sri Lanka

[22,23,26,28-30,36,49,50,54,60,68,72]13/65 (1 each) (20)    Othersa

Research designb, n/N (%)

[21,23-27,30,32,35,37,40-45,47-49,51-56,60,61,64-66,71-76,80,83,84]39/65 (60)    Retrospective

[22,28,29,31,33,34,36,38,39,46,50,51,57-59,62,63,67-70,77-79,81,82,85]27/65 (41.5)    Prospective

Number of participants

[21-85]18,187.4 (72,933.8)    Mean (SD)

[21-85]11‐573,634    Range

[24,26-28,30,31,33,34,37,48,49,53,54,57,61,66,68,71,72,77,79,81,85]23/65 (35.4)        <500

[21,22,25,29,35,38-42,45,50,52,58-60,62,63,65,67,69,70,73,75,78,80,82]27/65 (41.5)        500‐5000

[32,36,47,51,56,64,74,76]8/65 (12.3)        5001‐50,000

[23,43,44,46,55,83,84]7/65 (10.8)        >50,000

Mean age (years)c

[21-85]31.08 (3.42)    Mean (SD)

[21-85]25.99‐44.5    Range

aOthers include Australia, Brazil, Indonesia, Italy, Mexico, Nigeria, Norway, Pakistan, Palestine, Portugal, Saudi Arabia, Slovenia, and Sweden.
bThe number of studies does not add up as one study used both retrospective and prospective designs.
cMean age not reported: 39 studies (60%).
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Characteristics of Datasets
As depicted in Table 2, the average dataset size was 37,338.5
(SD 160,309.6), with a range spanning from 16 to 1,170,446.
The dataset size fell between 500 and 5000 in 28 out of 65
(43.1%) studies. Most studies (49/65, 75.4%) used closed-source
data, while the remaining (16/65, 24.6%) relied on open-source
datasets. The studies included various data formats, including
textual, tabular, audio, video, and images. The majority (57/65,
87.7%) used a single data format (unimodal), while the
remaining studies (8/65, 12.3%) integrated multiple data formats
(multimodal). The survey was the most common data collection

approach (50/65, 76.9% of studies), followed by data sourced
from EHRs (25/65, 38.5% of studies). Most studies (45/65,
69.2%) were conducted in health care settings. Regarding the
timing of outcome measurement for PPD, 20 out of 65 (30.8%)
studies assessed outcomes within 12 weeks of delivery (short
term), 14 out of 65 (21.5%) studies between 12 and 36 weeks
(medium term), and 17 out of 65 (26.2%) studies after more
than 36 weeks (long term). The most common reference standard
used for labeling the data (outcomes) was the EPDS (37/65,
56.9% of studies). Further details on the characteristics of the
datasets used in the included studies are provided in Multimedia
Appendix 4.
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Table . Characteristics of datasets used in the included studies.

ReferencesStudies, n (%)Data summary

Dataset sizea

[21-85]37,338.5 (160,309.6)    Mean (SD)

[21-85]16‐1,170,446    Range

Dataset size categories, n/N (%)

[24,26,28,30,33,34,37,48,49,53,54,57,61,66,68,71,72,79,81,85]20/65 (30.8)    <500

[21,22,25,29,31,35,38-42,45,50,52,58-60,62,63,65,67,69,70,73,77,78,80,82]28/65 (43.1)    500‐5000

[32,36,47,56,64,74-76]8/65 (12.3)    5001‐50,000

[23,27,43,44,46,51,55,83,84]9/65 (13.9)    >50,000

Data source

[22-27,29-32,36-39,42-44,46-51,53-55,57-63,68-72,74-79,81-85]49/65 (75.4)    Closed

[21,28,33-35,40,41,45,52,56,64-67,73,80]16/65 (24.6)    Open

Data formatb

[21-26,29,30,32,34-40,42-50,52,54-66,68-76,79-85]57/65 (87.7)    Unimodal

[27,28,31,33,41,51,53,67]8/65 (12.3)    Multimodal

Data collection methodologyc

[21,22,24-28,30,31,33-36,38,40-42,44-46,50-54,56-65,67-73,75,78-82,85]50/65 (76.9)    Survey

[23,37,41-44,46,47,49,50,55,67-70,73,74,76-79,81,83-85]25/65 (38.5)    EHRsd

[27,29,32,33,51,53,66,67]8/65 (12.3)    Social media

[37-39,44,49]5/65 (7.7)    Sensor-based

[79,81]2/65 (3.1)    Laboratory-based data

Settingc

[21-23,28,30,33-35,37-43,45-47,49-52,54,55,57-59,63,65,67-71,73-79,82-85]45/65 (69.2)    Health care

[25,27,29,31,32,36,48,51,53,56,60-62,64,67,72,80,81]18/65 (27.7)    Community

[24,26,37,44,66]5/65 (7.7)    Academic

Outcome measurement timing (weeks)e

[34,38,42,46,47,50,52,55,57,62,63,67,68,71,74,77,78,81,82,85]20/65 (30.8)    Short term (<12)

[36,46,50,57-59,62,63,70,72,78,80,81,85]14/65 (21.5)    Medium term (12‐36)

[22-24,36,37,43,48,53,57,63,64,69,76,80,83-85]17/65 (26.2)    Long term (>36)

Reference standard

[22,24,26-30,34,38-40,42,46,47,50,52,53,55-59,61-63,67-72,76-78,80-82]37/65 (56.9)    EPDSf

[2,23,29,41,42,44,49,76,83]8/65 (12.3)    ICDg

[3,34,43,60,61,64,67]7/65 (10.8)    PHQh

[4,25,34,48]3/65 (4.6)    PDSSi

[5,32,67]2/65 (3.1)    PPDSj

aMean (SD) is calculated.
bThe number of studies does not add up as some studies used multiple data collection methodologies.
cThe number of studies does not add up as some studies are conducted in multiple settings.
dEHRs: electronic health records.
eThe number of studies does not add up as the timing of outcome measurement varied across studies. Outcome measurement timing not reported: 27
(41.5%).
fEPDS: Edinburgh Postnatal Depression Scale.
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gICD: International Classification of Diseases.
hPHQ: Patient Health Questionnaire.
iPDSS: Postpartum Depression Screening Scale.
jPPDS: Postpartum Depression Scale.

Characteristics of Preprocessing Techniques
Table 3 summarizes the most frequently used preprocessing
techniques identified across the reviewed studies. Across the
reviewed literature, feature transformation overwhelmingly
dominates preprocessing: Min-Max scaling and Z score
standardization appear in 78.5% (51/65) of studies. In contrast,
missing data strategies remain underutilized—only 44.6%
(29/65) of papers applied any form of imputation, leaving 33.8%
(22/65) to rely on case deletion or ignore the issue entirely.
Class imbalance remedies are similarly rare: just 4.6% (3/65)
of studies used stratified resampling or SMOTE variants, while
cost-sensitive learning appeared in only 6.2% (4/65).

Categorical encoding methods vary in popularity: label encoding
leads at 29.2% (19/65), one-hot encoding in 13.9% (9/65), binary
encoding in 9.2% (6/65), dummy encoding in 6.2% (4/65), and

target encoding in a mere 3.1% (2/65). For feature selection,
tree-based importance (Gini impurity) featured in 18.5% (12/65)
of studies and Pearson correlation filtering in 12.3%, with
recursive feature elimination (5/65, 7.7%), information-gain
ratio (6.2%), and SHAP-based methods (4/65, 6.2%) trailing
behind.

Finally, dimensionality reduction and specialized feature
extraction remain fringe techniques: sequential floating forward
selection was used in only 7.7% (5/65) of papers and principal
component analysis (PCA) in 6.2% (4/65), text vectorization
methods (eg, N-grams, TF-IDF) in 4.6% (3/65), domain-specific
statistical features in 3.1% (2/65), and acoustic‐signal
processing (MFCC) in just 1 study (1/65, 1.5%). For a
comprehensive overview of dataset characteristics used in the
studies, refer to Multimedia Appendix 5.

J Med Internet Res 2026 | vol. 28 | e77376 | p.304https://www.jmir.org/2026/1/e77376
(page number not for citation purposes)

Alkhateeb et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Characteristics of datasets used in the included studies.

ReferencesStudies, n/N (%)Preprocessing techniques

Dimensionality reduction techniques

[51,56,71,75,82]5/65 (7.7)    Sequential floating forward selection and

SHAPa

[36,52,77,81]4 /65 (6.2)    Principal component analysis

[33,57,64,66,67,72]1/65 (1.5)    Others (each one 1)b

Feature extractionc

[29,33]3/65 (4.6)    Psycholinguistic and N-gram text vectorization

[51,56]2/65 (3.1)    Domain-specific statistical

[31]1/65 (1.5)    Acoustic signal feature extraction

Feature selection

    Regularization of the model

[33,36,41,44,45,48,54,61]8/65 (12.3)    Pearson correlation

[58,59]2/65 (3.1)    Spearman rank filtering

[21,65]2/65 (3.1)    Chi-square independence test

[24]1/65 (1.5)    Cox proportional hazards and Kaplan-Meier
survival analysis

Wrapper and tree-based selection

[22,23,25,40,46,52,71,73,82]12/65 (18.5)    Gini importance/mean decrease in impurity

[30,40,64,73,74]5/65 (7.7)    Recursive feature elimination

with cross-validation

[25,30,41,46]4/65 (6.2)    Entropy-based information gain ratio

[37,43,62,63]4/65 (6.2)    SHAP value-based importance

via differential evolution

[64,71,75,84]1/65 (1.5)    Other metaheuristic and ensemble filtersd

Encoding approaches

[23-25,29,31,33,38,42,48,50,51,53,61,63,64,66-68,73]19/65 (29.2)    Label encoding

[26,27,32,36,41,43,52,56,65]9/65 (13.9)    One-hot encoding

[22,34,40,50,74,76]6/65 (9.2)    Binary encoding

[47,70,78,84]4/65 (6.2)    Dummy encoding

[41,59]2/65 (3.1)    Target encoding

Handling unbalanced data

[23,29,31,47,50,52,53,56,58,60,61,64,70,71,73]15/65 (23.1)    Manual resampling

[55,63,69]4/65 (6.2)    Class weighting and cost-sensitive

[36,56,76]3/65 (4.6)    Random oversampling (eg, SMOTEe variants)

Handling missing data

[22,24,31,33,34,36,38,41,43,44,46,51-54,58-60,62,65-67,70,73,78,80,82,84,85]29/65 (44.6)    Statistical imputation (mean/medi-

an/KNNf/MICEg)

[23,27-29,34,36-38,40,45,47,50,51,54,64,74-79,81]22/65 (33.8)    Complete case analysis (listwise deletion)

Feature transformation techniques

[22-24,29-32,34,36-38,40,41,43,49-52,54,56,58,59,67-71,74-76,78-82,84,85]51/65 (78.5)    Min–max scaling and Z-score standardization

[26,27,29,32,33,36,40,41,47,50-52,64,65,67,72]23/65 (35.4)    Text tokenization, lemmatization, and stop-
word removal
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ReferencesStudies, n/N (%)Preprocessing techniques

[25,31,40,43,45,46,66,70]9/65 (13.8)    Log/power transforms (Box-Cox, Yeo-John-
son)

[25,31,40,43,45,46,66,70]9/65 (13.8)    Polynomial and interaction feature generation

aSHAP: SHapley Additive exPlanations to interpret model.
bOthers include linear discriminant analysis (LDA), t-SNE, latent semantic analysis (LSA), latent Dirichlet allocation (LDA), spatial feature extraction,
and relief algorithm.
cPsycholinguistic text vectorization includes N-gram characteristics; linguistic inquiry and word count for emotion, cognition, social content; LDA
topics; and TF-IDF. Acoustic signal feature extraction includes MFCC, spectral contrast, and chroma.
dOthers include bagging-based selection-by-filter methods, sequential floating forward selection, sequential forward selection, relief algorithm, and
Boruta algorithm.
eSMOTE: Synthetic Minority Oversampling Technique.
fKNN: K-Nearest neighbor algorithm.
gMICE: Multiple Imputation by Chained Equations to handle missing data.

Characteristics of Features Used in Included Studies
The reviewed studies incorporated 9 distinct categories of data
in AI model development (Table 4). Sociodemographic data
were most frequently used (49/65, 75.4% of studies), followed
by psychological data (44/65, 67.7% of studies), obstetric data
(36/65, 55.4% of studies), and behavioral data (23/65, 35.4%
of studies). The number of features used varied significantly
across studies, ranging from 2 to 988, with a mean average of
44.88 (SD 129.72). Notably, nearly two-thirds of the studies
(43/65, 66.2%) used fewer than 26 features.

Within each data type, the most commonly used individual
features were age for sociodemographic data (37/65, 56.9% of

studies), mode of delivery for obstetric data (15/65, 23.1% of
studies), maternal anxiety for psychological data (13/65, 20%
of studies), breastfeeding status for behavioral data (11/65,
16.9% of studies), linguistic inquiry and word count (LIWC)
features—such as positive emotions (“happy”), cognitive
processes (“think”), and personal pronouns (“I” and “we”)—for
linguistic data (11/65, 16.9% of studies), metabolic pathways
and circulating markers for biomarker data (4/65, 6.2% of
studies), newborn gender for neonatal data (11/65, 16.9% of
studies), hypertensive disorders for medical history data (11/65,
16.9% of studies), and tweet metadata for sensor-based data
(3/65, 4.6% of studies). Additional characteristics of the datasets
used in the reviewed studies are shown in Multimedia Appendix
6.
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Table . Characteristics of features used in the included studies.

ReferencesStudies, n/N (%)Features characteristics

Data typea

[21-24,28,30-32,34-36,38,40-50,52,53,55,56,58-65,67-71,74,76-78,80,82-85]49/65 (75.4)    Sociodemographic

[21-24,26,28-30,34-36,38,40-46,48,50-54,57,60-65,67,70-74,76,78,80,82-84]44/65 (67.7)    Psychological

[22-24,30,34,36,41,43,44,46-49,51,55-61,63,64,67-71,74,76-78,80,83-85]36/65 (55.4)    Obstetric

[22,25,32,34,36,42-44,47,50,51,53,55,56,58-61,63,64,67,80,82]23/65 (35.4)    Behavioral

[22,23,43,46,47,49,56,63,67,68,71,76,78,80,83-85]17/65 (26.2)    Medical history

[22,28,30,38,47,50,53,56,61,63,64,70-72,78,85]16/65 (24.6)    Neonatal

[26,27,29,31,33,39,66,67,75]9/65 (13.9)    Linguistic

[46,57,68,69,77,79,81]7/65 (10.8)    Biomarkers

[37,44,51,60,66]5/65 (7.7)    Sensor-based

Number of featuresb

[21-85]44.9 (129.7)    Mean (SD)

[21-85]2‐988    Range

Feature range

[21,23-29,31-33,35-38,40-42,45,49-52,54-60,65-71,73,74,78,79,82,85]43/65 (66.2)    ≤25

[22,30,34,43,47,48,53,61,63,64,72,76,77,80,83,84]16/65 (24.6)    26‐50

[39,44,46,62,75,81]6/65 (9.2)    >50

Data input features sociodemographic dataa

[21-24,28,30-32,34,35,38,40,41,43,45,47-50,52,55,58-61,63-65,68-71,74,77,80,82,85]37/65 (56.9)    Age

[22,24,28,30,32,34,36,41,46,48,58-61,63,64,68,74,80,82,85]21/65 (32.3)    Education level

[22,30,34,41,43,46-48,53,58,59,61,63,64,68,70,76,83-85]20/65 (30.8)    Marital status

[30,34,36,38,41,50,60,61,64,70,78,82,85]13/65 (20)    Monthly income

[22,28,30,43,46,48,61,63,64,70,85]11/65 (16.9)    Employment status

Obstetric dataa

[30,32,34,41,47,48,55,61,68,74,78,80,83-85]15/65 (23.1)    Mode of delivery

[22,30,36,43,46,63,64,68,78,80,85]11/65 (16.9)    Parity

[24,30,34,47,49,61,68,71,78]9/65 (13.9)    Gestational age

[24,30,49,60,68,83,84]7/65 (10.8)    Gravida

[23,34,43,61,69,85]6/65 (9.2)    Obstetric complications

Psychological dataa

[21,25,27,35,40,45,48,52,62,65,71,76,83]13/65 (20)    Maternal anxiety

[22,30,34,41,43,44,48,53,55,63,69,82]12/65 (18.5)    Depression history

[21,25,27,35,40,45,52,65,73]9/65 (13.9)    Feeling of guilt

[21,27,35,40,45,52,54,65]8/65 (12.3)    Feeling sad

[25,27,46,47,53,54,62]7/65 (10.8)    Sleeping disorders

Behavioral dataa

[23,28,34,47,48,53,56,61,64,78,85]11/65 (16.9)    Breastfeeding status

[21,35,40,45,48,52,61,65,73]9/65 (13.9)    Problems bonding with baby

[32,34,48,53,61,74,80,85]8/65 (12.3)    Planned pregnancy

[22,23,46,47,60,63,64]7/65 (10.8)    Smoking status

[22,36,46,47,63,64]6/65 (9.2)    Alcohol use
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ReferencesStudies, n/N (%)Features characteristics

Linguistic dataa

[27]11/65 (16.9)    LIWCc features

[31]8/65 (12.3)    Speech and acoustic

[33]4/65 (6.2)    Emotional and cognitive expression

[39]2/65 (3.1)    Language models

[66]2/65 (3.1)    Tweet attributes language

Biomarker dataa

[81]4/65 (6.2)    Metabolic pathway

[46,57,68]4/65 (6.2)    Circulating biomarkers

[69,79]3/65 (4.6)    Neurological

[77]2/65 (3.1)    Protein-related

[57]1/65 (1.5)    Genetic/epigenetic

Neonatal dataa

[30,31,38,47,50,58,59,61,64,70,85]11/65 (16.9)    Newborn gender

[30,34,41,47,64,71,77,78]8/65 (12.3)    Birth weight

[43,48,58,59,76,77]6/65 (9.2)    Preterm birth

[28,30,53,85]4/65 (6.2)    Health of baby

[47,71,78]3/65 (4.6)    Apgar scores

Medical historya

[22,43,47,49,56,63,76,78,80,83,84]111/65 (16.9)Hypertension disorders

[43,49,78,80]44/65 (6.2)Gestational diabetes

[22,63,83,84]44/65 (6.2)Migraine

[43,83,84]33/65 (4.6)Preeclampsia

[83-85]33/65 (4.6)Hypothyroidism

Sensor-basedb

[66]33/65 (4.6)Tweet metadata

[37,60]33/65 (4.6)Activity intensity

[37]11/65 (1.5)Calories burned

[37]11/65 (1.5)Heart rate

aThe number of studies does not add up as certain features are reported in multiple studies within each category, resulting in repeated counts.
bThe sensor-based category includes only 4 features.
cLIWC: linguistic inquiry and word count.

Characteristics of AI Techniques
As shown in Table 5, the most included studies (52/65, 80%)
used AI models for predicting PPD (ie, identifying women at
risk of developing PPD in the future), while 14 out of 65
(21.5%) studies used them for detection (ie, identifying whether
a woman is currently experiencing PPD). Most studies leveraged
ML techniques (57/65, 87.7%), whereas DL techniques were
applied in 11 out of 65 (16.9%) studies. The predominant
application of AI models was in classification tasks (eg,
identifying the presence, absence, or severity level of PPD). In
contrast, 5 out of 65 (7.7%) studies used AI models for
regression tasks (eg, detecting EPDS score). Various AI

algorithms were used in the included studies, with random forest
(RF) being the most common (29/65, 44.6%), followed by
support vector machine (26/65, 4%) and logistic regression
(LogR) (23/65, 35.4%).

The most frequently used optimization strategy among the
included studies was stochastic gradient descent (9/65, 13.9%),
followed by Adam (7/65, 10.8%) and learning rate scheduling
(6/65, 9.2%). The most applied regularization and model
stabilization techniques were L1/L2 regularization (9/65, 13.9%)
and grid search (9/65, 13.9%). To validate AI model
performance, both k-fold cross-validation and holdout validation
were the most widely adopted approaches (32/65, 49.2%).
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Accuracy was the most reported performance metric (49/65,
75.4%), followed by sensitivity (48/65, 73.9%) and area under
the curve (AUC) (41/65, 63.1%). Additional characteristics of

the Model of Characteristics of AI Techniques used in the
reviewed studies are shown in Multimedia Appendix 7.
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Table . Characteristics of artificial intelligence techniques used in the included studies.

ReferencesStudies, n/N (%)Characteristics

AIa algorithm aim

[21-27,29,30,32-36,39-47,49,50,52-55,57-60,62,64-69,72-74,76-78,80-85]52/65 (80)    Prediction

[28,31,37,38,48,51,56,61,63,69-71,75,79]14/65 (21.5)    Detection

AI category

[21-25,29-39,41-62,64,66-70,73-85]57/65 (87.7)    Machine learning

[26-28,32,40,41,58,59,63,65,71]11/65 (16.9)    Deep learning

[26,40,41]3/65 (4.6)    Transfer learning

[33,39,72]3/65 (4.6)    Natural language processing

[63,69]2/65 (3.1)    Reinforcement learning

Problem solving approach

[21-35,37-43,45-53,55-67,69-76,78-85]60/65 (92.3%)    Classification

[36,44,54,68,77]5/65 (7.7%)    Regression

AI model type

    Ensemble methods

        Bagging

[21,24,33,34,37,41,43,47,48,51,52,55,56,58-61,64,65,71,73,74,76,78,80-82,84,85]29/65 (44.6)            Random forest

[48]1/65 (1.5)            Bagging

[73]1/65 (1.5)            Extreme random trees

[22]1/65 (1.5)            Extra trees

        Boosting

[21,24,30,36,41,43,45,55,61,65,68,76,80,84,85]15/65 (23.1)            XGBoost

[22,23,30,51,56,60-62,68,73]10/65 (15.4)            Gradient boosting

[33,41,45,48,53,56,64,65,73]9/65 (13.9)            AdaBoost

[35,41,45,65,68,73]6/65 (9.2)            CatBoost

[35,45,65,68]4/65 (6.2)            LightGBM

        Stacking

[21]1/65 (1.5)            Stacking ensemble

[52]1/65 (1.5)            Stacking model

[73]1/65 (1.5)            Nested stacking

    Neural networks

[43,52,56,67,70,84]11/65 (16.9)        Multilayer perceptron

[26,27,40,41,66]6/65 (9.2)        Recurrent neural

[28,31,36,64,80]5/65 (7.7)        Convolutional neural

[72]1/65 (1.5)        Natural language processing

    Classification models

[21,26,29,32,33,37,38,43,47,49-51,53,56-61,64,75,76,78,79,82,85]26/65 (40)        Support vector machine

[21,24,25,30,41,46,48,49,51-53,56,60,65,76,78,84,85]18/65 (27.7)        Decision tree

[21,37,49,51,52,56,64,65,78]9/65 (13.9)        K-Nearest neighbors

[64]1/65 (1.5)        Recursive partitioning

Probabilistic classification

[21,23,29,33,38,42-44,47,50,53,55,56,61,64,65,70,74,76,77,83-85]23/65 (35.4)        Logistic regression

[32,34,38,50,53,60,64]7/65 (10.8)        Naive Bayes
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ReferencesStudies, n/N (%)Characteristics

Linear regression models

[22,34,44,47,52,68]6/65 (9.2)        Ridge regression

[22,34,39,44,77]5/65 (7.7)        LASSO regression

[23,36,44,47,68]5/65 (7.7)        Elastic net

[68]2/65 (3)        Support vector regression

[68]1/65 (1.55)        Kernel regression

        Optimization strategies (gradient-based optimization)

[27-29,32,36,40,56,64,66]9/65 (13.9)            Stochastic gradient descent

[27,32,36,41,48,56,66]7/65 (10.8)            Adam

[23,27,29,32,41,56]6/65 (9.2)            Learning rate scheduling

[28,40]2/65 (3.1)            AdamW

[40,48]2/65 (3.1)            Cosine Annealing

[36]1/65 (1.5)            Momentum

Regularization and model stabilization

[23,28,29,36,42,44,76,77,83]9/65 (13.9)            L1/l2 regularization

[43,65,79,81]4/65 (6.2)            Grid search

[27,36,40,41,48,56,59,64]8/65 (12.3)            Dropout

[36,40,41]3/65 (4.6)            Batch normalization

[28,36]2/65 (3.1)            Early stopping

[36,56]2/65 (3.1)            Weight decay

[67]1/65 (1.5)            Osprey optimization

        Validation techniques

[22,23,25,29,30,35,37,39,43,47-49,52,53,61-65,68,69,71,73-77,79,82-84]32/65 (49.2)            K-fold cross-validation

[21,24,26-29,31-34,36,38-43,45-47,50,51,53-56,58-60,70,78,81]32/65 (49.2)            Holdout validation

[57]1/65 (1.5)            Leave-one-out cross-validation

[44]1/65 (1.5)            Nested cross-validation

        MLb performance measures

[21,22,24,26-35,38,40,41,43-46,48,49,52,54-67,69-71,73,74,76-80,82,85]49/65 (75.4)            Accuracy

[21,22,24-26,29-35,37,38,40-46,49-65,67,70,71,73,75,76,79,82-84]48/65 (73.9)            Sensitivity

[22-25,31,34,37-51,53,55-57,59-61,64,70,74-84]41/65 (63.1)            AUCc

[21,22,24-26,29-35,37,40,41,43-45,50,53,56,57,59-62,64,65,67,73,78,82-85]36/65 (55.4)            Precision

[22,30,31,34,37,38,42,44-46,48,51,55,63,64,70,71,73,75,76,79,82,84]23/65 (35.4)            Specificity

[38,50,51,61,62,69,70]7/65 (10.8)            Geometric mean

[22,32,34,44,45,82,84]7/65 (10.8)            Negative predictive value

[21,35,58,69,73]5/65 (7.7)            F1-score

[36,58,68]3/65 (4.6)            Root mean squared error/mean squared
error

aAI: artificial intelligence.
bML: machine learning.
cAUC: area under the curve, ROC-AUC (receiver operating characteristic) that plots true-positive rate against false-positive rate at different threshold
settings.

Among the AI models evaluated in Table 6, ensemble methods
emerged as the top performers, with an average accuracy of

93.4%, an F1-score of 92.5%, and an AUC of 89.4%. Among
gradient boosting techniques, CatBoost achieved the highest
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AUC of 98.6%, alongside robust accuracy and F1-score metrics.
LightGBM also demonstrated strong performance, recording
92.6% accuracy, an F1-score of 87.8%, and an AUC of 91.1%,
highlighting its scalability and effectiveness. XGBoost delivered
competitive results, with an accuracy of 89.1% and an AUC of
86.8%. Convolutional neural networks (CNNs) showed excellent
performance as well—particularly in accuracy (92%) and
F1-score (95.1%)—although they were evaluated in a smaller
subset of studies.

Traditional tree-based models, including RFs and recursive
partitioning, also showed moderate to strong performance. RFs
achieved an average accuracy of 80.5% and an AUC of 82.4%,

while broader tree-based classifiers averaged 82.8% accuracy
and 82.6% AUC. Recursive partitioning, however, showed
lower accuracy (71.8%) and AUC (74.7%) across the few studies
assessed.

Across all models included, the mean performance was 81.7%
(SD 11.05) for accuracy, 80.51% (SD 15.44) for F1-score, and
81.0% (SD 12.0) for AUC. Collectively, these findings
underscore the strong predictive capabilities of DL architectures
and ensemble-based approaches—especially boosting
models—in detecting PPD, consistently outperforming
conventional ML algorithms across most evaluation metrics or
detailed information on performance metrics (accuracy,
F1-score, and AUC) (Multimedia Appendix 8).
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Table . Accuracy, F1-score, and area under the curve of artificial intelligence models used in postpartum depression prediction.

AUCbF1-scoreAccuracyMetricsa

RangeMean (SD)Studies, nRangeMean (SD)Studies, nRangeMean (SD)Studies, nModel

65.1-9882.4 (9.2)2539.3-9580.9 (13.7)1959-9680.5 (9.2)23Random for-
est

69-97.682.6 (7.9)1366-98.5883.9 (10.5)1268.8-98.182.8 (9.1)16Decision
trees

73-10086.8 (11.1)766-10091.8 (11.4)867.6-10089.1 (10.3)13XGBoost

72.7-9891.1 (12.3)441.6-98.687.8 (22.7)670.2-98.492.6 (11)6LightGBM

69-85.778.5 (5.7)658-8975.4 (11.6)666-9478.7 (9.6)7AdaBoost

98-9998.6 (0.5)372-99.190.5 (11.1)577-99.4693.6 (9.5)5CatBoost

70-97.386.8 (10.4)1045-9276.7 (15.6)767-7979.2 (9.5)8Gradient
Boosting

67-8777.2 (5.3)1476-7776.5 (0.7)267-7970.9 (4.9)8Linear regres-
sions

69.6-9781.9 (9.6)2138.2-94.172.1 (16)965.5-94.375.3 (7.3)16Logistic re-
gressions

65.6-9276.8 (7.1)1056-88.773.4 (13.2)1867.5-86.474 (6.6)9Naive Bayes

64.2-90.378.7 (6.9)1842.2‐9477.5 (14.1)1364-94.980 (8.4)18SVMsc

61.5-88.279.3 (9.5)757 - 9778.3 (13.9)861.5‐9779.5 (13)8KNNsd

31.2-90.864.8 (24.8)665.1-95.280.1 (15.1)465-93.7579.6 (14.4)3Neural net-
works

31.2-91.274.9 (17.3)1240.6-91.773.6 (24)368-9281.7 (8.3)9MLPse

66-77.7970.6 (6.3)371.7-9385.9 (12.3)370.7-97.185.3 (10.8)6ANNsf

N/AN/AN/Ah91.1-10095.1 (3.9)477.3-10092 (8.1)5CNNsg

83-90.6686.6 (3.8)779.2-88.484.2 (4.7)381-89.0785.4 (4.1)3Reinforce-
ment learn-
ing

56.5-98.9589.4 (16)752-99.2192.5 (15.3)965-99.8493.4 (10.8)9Ensemble
models

31.2-10081.0 (12)17638.2-10080.5 (15.4)14159-10081.7 (11.1)174Overall

aModels are grouped into tree-based, boosting, probabilistic, traditional machine learning, neural networks, and ensembles. Metrics are mean (SD).
Study counts refer to the number of models reporting accuracy, F1-score, or AUC—not the number of references.
bAUC:area under the curve.
cSVMs: Support Vector Machines.
dKNNs: K-Nearest Neighbor algorithm.
eMLPs: multilayer perceptrons.
fANNs: Artificial Neural Network.
gCNNs: Convolutional Neural Networks.
hN/A: not applicable.

Discussion

Principal Findings
This scoping review examines the evolving application of AI
in PPD research, with approximately 80% of studies prioritizing
early prediction over detection. This reflects a growing
awareness of AI’s potential to enable proactive mental health
interventions.

ML algorithms dominated (87.7%), suggesting a preference for
structured data handling and model interpretability. Classical
models such as RF (44.6%), LogR (35.4%), and XGBoost
(23.1%) were especially prevalent, likely due to their ease of
implementation, strong performance on tabular datasets, and
alignment with the interpretability demands in health care as
these models are well suited for structured and tabular clinical
data (eg, demographics, EPDS scores, and EHR) and offer high
interpretability, a core requirement in health care settings for
clinical transparency and trust. In contrast, DL
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approaches—while more capable of handling complex,
high-dimensional inputs—were used in only 16.9% of studies,
indicating underutilization of architectures such as convolutional
or recurrent neural networks (RNNs). This aligns with the nature
of DL methods (CNNs, RNNs, and transformers) that require
large, high-dimensional datasets (eg, text, electroencephalogram,
and sensor signals), which were rare in the reviewed studies;
also, DL models are less interpretable, a major limitation in
mental health where explainability is critical for clinician
adoption. NLP and reinforcement learning (RL) were rarely
used, despite their potential for analyzing unstructured clinical
notes and dynamic decision-making, respectively. This aligns
with the fact that NLP is suitable for analyzing unstructured
clinical notes, patient narratives, or social media data, and few
studies had access to such datasets. In addition, RL’s strength
in dynamic decision-making (eg, treatment adjustment over
time) is difficult to apply in static, retrospective datasets
common in PPD research.

More than 90% of studies focused on classification
tasks—categorizing individuals as at risk or not for PPD—while
only a few adopted regression models to estimate continuous
risk levels. Although classification supports clinical
decision-making, regression can offer more granular risk
assessments, useful for personalized interventions and
monitoring symptom trajectories. This aligns with real-world
clinical workflows—binary screening tools are common.
However, the underuse of regression models (predicting
continuous risk) limits personalization and longitudinal risk
tracking.

The optimization strategies such as Adam or stochastic gradient
descent optimizers, learning rate scheduling, and dropout were
rarely reported across the literature. This may reflect that most
studies used classical ML, which does not require such
parameters or limited technical expertise or a focus on classical
methods over deep architectures. Regularization practices such
as L1/L2 penalties, batch normalization, and early stopping
were underused, despite their importance for model
generalizability and performance stabilization. These techniques
help prevent overfitting and improve generalizability. Their
absence may reflect limited ML maturity or reliance on default
model settings without tuning. Moreover, model validation
techniques varied considerably. Although nearly half of the
reviewed studies used k-fold cross-validation or holdout
validation, external validation was seldom implemented.
External validation requires access to independent datasets,
which are often unavailable due to privacy constraints in mental
health and raising concerns about generalizability. Performance
evaluation also lacked consistency, with accuracy (75.4%) and
sensitivity (73.9%) reported most frequently, while key metrics
such as specificity, AUC, and F1-score were less commonly
disclosed, which are essential for imbalanced datasets such as
PPD.

By considering the results of performance evaluation across
accuracy, F1-score, and AUC, they indicate that ensemble
models, especially boosting techniques such as CatBoost,
LightGBM, and XGBoost, consistently outperformed other AI
methods in predicting PPD. Their high accuracy and AUC

reflect strong generalization and robustness, owing to their
ability to iteratively correct misclassifications and capture
complex, nonlinear patterns—particularly valuable in noisy,
imbalanced health care datasets.

CatBoost led with an AUC of 98.6%, benefiting from its
advanced handling of categorical variables and built-in
overfitting control, making it highly suited for structured health
data. LightGBM followed closely, offering high accuracy
(92.6%) and efficiency due to its gradient-based sampling and
fast training, making it ideal for large-scale or real-time
applications. XGBoost also performed competitively (89.1%
accuracy and 86.8%) and remains popular for its transparency
and feature importance tools.

In contrast, traditional decision tree–based classifiers such as
RFs and generic tree–based models achieved moderate
performance, with accuracy ranging from 80.5% to 82.8% and
AUC values near 82%. While interpretable and computationally
efficient, these models lacked the advanced learning mechanisms
of boosting methods. Recursive partitioning methods, evaluated
in only 2 studies, performed the weakest among tree-based
approaches.

Overall, the mean model performance—accuracy: 81.7% (SD
11.05), F1-score: 80.51% (SD 15.44), and AUC: 81.0% (SD
12.0)—shows variability likely due to differences in datasets,
preprocessing, and validation strategies. This underscores the
need for standardized evaluation and external validation to
ensure model reproducibility and clinical reliability. Also, this
suggests limited awareness or inconsistent standards in
performance reporting and hinders meaningful comparisons
and meta-analysis across studies.

This inconsistency complicates comparative assessments across
models and highlights the need for standardized evaluation
frameworks.

This scoping review offers the first comprehensive synthesis
of both foundational and advanced preprocessing techniques
used in AI-driven PPD studies. The high prevalence of basic
normalization methods—such as Min-Max scaling and Z-score
standardization, reported in 78.5% of studies—demonstrates a
broad consensus on the need to standardize input features,
particularly in ML models sensitive to feature magnitude. These
practices are foundational for ensuring convergence stability
and improving model performance, especially in algorithms
such as LogR and k-nearest neighbors. However, more advanced
preprocessing techniques were markedly underutilized, limiting
the full potential of AI in PPD prediction.

For example, although missing data are ubiquitous in real-world
health care datasets, only 44.6% of studies applied imputation
techniques to address it. The remaining studies either dropped
missing values or excluded incomplete cases—approaches that
risk reducing sample size and introducing systematic bias,
particularly in psychiatric populations where follow-up and
self-report compliance can vary. Likewise, class imbalance, a
well-documented issue in mental health data (eg, more controls
than PPD cases), was insufficiently addressed: only 23.1% of
studies used resampling methods such as SMOTE, and an even
smaller fraction (6.2%) incorporated cost-sensitive learning,
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which could improve model fairness and reduce false
negatives—an important consideration in screening contexts.

In terms of categorical variable processing, label encoding
(29.2%) and one-hot encoding (13.9%) were commonly used.
While these methods are simple to implement, they may
introduce ordinal bias or dimensionality explosion, respectively.
More efficient encoding schemes (eg, target encoding and
frequency encoding) that better preserve categorical
relationships were rarely used, reflecting either limited
awareness or concerns over interpretability.

Advanced feature engineering and selection techniques were
also underexploited. Tree-based feature selection was used in
only 18.5% of studies, despite its use in identifying nonlinear
relationships and reducing overfitting. Dimensionality reduction
methods such as PCA (6.2%) and interpretability tools such as
SHAP (6.2%) were seldom implemented, limiting transparency
and the ability to uncover key risk factors. Furthermore,
multimodal or unstructured data processing
techniques—including text or acoustic feature extraction—were
applied in fewer than 5% of studies, despite their relevance in
analyzing patient interviews, social media posts, or voice
biomarkers.

In summary, while basic preprocessing steps have become
standard practice, the limited adoption of more sophisticated
strategies reflects a missed opportunity to enhance model
robustness, generalizability, and interpretability. These gaps
underscore the need for broader methodological literacy and
the integration of more nuanced preprocessing pipelines tailored
to the complexity and heterogeneity of PPD data.

Geographically, North America led the research landscape, with
the United States contributing the largest share—just less than
two-thirds. Asia also featured prominently, especially China,
Bangladesh, and India. This wide participation demonstrates
the global relevance and flexibility of AI solutions in diverse
health care systems. However, it also reveals disparities in
research capacity, underscoring the need for more contributions
from underrepresented regions to ensure global equity.
Bangladesh’s notable presence is largely due to the use of public
datasets, showing how open access data can significantly
influence research output. The included studies span from 2009
to 2025, with publication volume rising steadily. A quarter of
the studies were published in 2024 alone, reflecting growing
global interest, better access to digital health data, and advances
in AI. The lower count from 2025 is likely due to early-year
data collection. Most studies appeared in peer-reviewed journals
(more than two-thirds), while fewer were conference papers
(less than one-third), and only 1 was a dissertation—illustrating
both the academic rigor and fast-evolving nature of this field.
Sample sizes varied widely, ranging from 11 to 5,73,634
participants (mean 18,187.4), yet nearly half of the studies had
fewer than 5000 participants, raising concerns about
generalizability and model performance. Among the 26 studies
reporting participant age, the average was 31.08
years—consistent with the typical childbearing
population—although the lack of demographic transparency in
many studies limits comparability and clinical applicability.
Among studies reporting participant age, the mean average was

31.08 (SD 3.42) years, aligning with the typical reproductive
age. However, more than half of the studies did not report age,
limiting comparability and model applicability across age
groups.

Sample sizes varied greatly—from less than a dozen to more
than half a million—with most studies enrolling fewer than
5000 participants. Smaller studies often used surveys or
interviews, while larger ones relied on national registries. This
underscores the importance of large datasets, especially for
training DL models. Closed-source datasets dominated, with
only about 25% of studies using open data. This limits
reproducibility and hinders collaboration. Expanding open
access datasets and standardized repositories would improve
transparency and accelerate innovation. Most studies were
retrospective, drawing on accessible surveys and EHR data.
While more than two-thirds used surveys and many depended
on structured clinical inputs, a recent shift toward prospective
designs reflects growing interest in real-time, high-quality data
for AI validation. Use of social media and sensor data is
emerging, indicating a move toward passive, continuous
monitoring. However, objective biomarkers—such as hormonal,
genetic, or neuroimaging data—were underutilized, appearing
in only 2 studies, underscoring a missed opportunity for clinical
robustness. Moreover, nearly 90% of studies used unimodal
inputs (eg, surveys and EHRs), with few incorporating
multimodal data such as text, audio, or imaging. This limits the
ability to capture the complex biopsychosocial nature of PPD.
Research predominantly occurred in health care settings,
reflecting strong clinical relevance. Around one-third took place
in communities and fewer than 10% in academic contexts.
Expanding into diverse settings could improve the inclusivity
and generalizability of AI-based PPD interventions. Assessment
timing for PPD varied widely, with 12-month evaluations being
most common. Studies spanned short-, medium-, and long-term
intervals, yet more than 40% failed to specify timing—revealing
a major gap in methodological transparency. This variability
underscores both evolving perspectives on PPD progression
and the need for standardized follow-up periods to enhance
comparability, reproducibility, and clinical relevance of AI
models. The EPDS is the most widely used reference in PPD
research, followed by International Classification of Diseases
(ICD) codes and PHQ-9, highlighting its strong validation in
postpartum populations. However, inconsistent use of diagnostic
tools across studies hampers comparability and a unified
understanding of PPD. While AI models show promise using
varied data sources, few are benchmarked against tools such as
EPDS or PHQ-9—limiting assessments of their real-world
clinical use.

Feature counts varied widely (2-988), with an average of 44.9;
nearly two-thirds of studies used fewer than 25 features,
indicating a preference for simplicity and interpretability. These
findings underscore the need for broader adoption of
sophisticated feature selection and dimensionality reduction
techniques (eg, PCA, SHAP, and recursive elimination) to
enhance predictive performance and clinical relevance. The
results of this scoping review underscore the central role of
sociodemographic features, which were the most frequently
used across included studies on PPD. Variables such as age
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(56.9%), education level (32.3%), and marital status (30.8%)
were among the most common predictors, highlighting the
consistent reliance on structured patient-reported or
administrative health records. Obstetric features were the second
most common group, particularly mode of delivery (23.1%),
parity (16.9%), and gestational age (13.9%). These findings
align with literature suggesting that birth experience and
maternal clinical history offer critical information in predicting
PPD onset. Psychological indicators such as maternal anxiety
(20%) and history of depression (18.5%) were also well
represented. Their inclusion reflects growing interest in
integrating mental health history and current affective symptoms
into predictive frameworks. Similarly, behavioral factors such
as breastfeeding status and bonding issues were frequently used
to enhance emotional and functional contextualization of risk.
Less frequently used were linguistic features (eg, LIWC metrics
and emotional expression) and biomarkers (eg, epigenetic
markers and neurological proteins), suggesting a growing but
underutilized frontier. Notably, sensor-derived features (eg,
tweet metadata, wearable-derived activity, or heart rate)
appeared only in a handful of studies, despite the increasing
ubiquity of digital health data. This spectrum of feature types
illustrates a multidomain data integration trend, particularly
among recent studies that incorporate EHRs, digital behavioral
traces, and physiological data to enhance model robustness and
precision.

Comparison With Previous Reviews
The findings of this review are broadly consistent with earlier
literature, including reviews by Kwok et al [10], Fazraningtyas
et al [15], Qi et al [17], Saqib et al [18], Fazraningtyas et al [30],
and Acharya et al [13]. These prior studies similarly identified
a reliance on retrospective study designs, structured
demographic and clinical features (eg, age, parity, and
psychiatric history), and traditional ML models such as RFs,
support vector machines, and LogR. Most were applied to
survey-based or EHR-derived datasets, reflecting the
accessibility and interpretability of structured data in maternal
mental health contexts.

However, this scoping review extends the current literature in
several important ways. First, our review is not focused narrowly
only on model types or performance metrics; it even
systematically maps the entire AI modeling pipeline, from data
characteristics and preprocessing techniques to model training,
optimization, and validation strategies. For example, while
earlier studies acknowledged preprocessing in general terms,
our analysis quantifies the usage of basic methods (eg, scaling
and label encoding) and highlights the underuse of advanced
techniques such as SMOTE, SHAP, recursive feature
elimination, and cost-sensitive learning.

Second, this review identifies the limited adoption of advanced
AI methodologies, including DL, transformer-based NLP, and
transfer learning, despite their growing success in related health
care domains. While Fazraningtyas et al [15] and Qi et al [17]
recognized these tools conceptually, few studies in their datasets
applied them operationally to PPD detection tasks—an
observation confirmed and quantified by our analysis.

Third, our review offers a granular classification of more than
45 features across 9 thematic domains, revealing persistent
dependence on sociodemographic and self-reported data. This
pattern, while accessible and interpretable, introduces potential
biases and limits the generalizability of models. In contrast,
passive and objective inputs—such as biosensors,
electroencephalogram, speech signals, or real-time behavioral
metrics—remain substantially underused, despite their promise
for early and noninvasive detection of PPD.

Fourth, unlike previous studies that typically summarized trends
descriptively, this review visualizes and quantitatively tracks
the growth of literature over time, the global distribution of
research output, and the evolution of study design types, using
structured frameworks and stacked visualizations. For instance,
we highlight that Bangladesh’s growing presence is largely
driven by the reuse of public datasets, illustrating how open
data democratizes research participation.

Finally, this review distinguishes itself by its methodological
scope and rigor. It includes studies published through February
2025 across 8 multidisciplinary databases, covering both
prospective and retrospective designs, a wide range of countries,
and diverse data sources. This comprehensive coverage enables
a more nuanced understanding of current capabilities and
persistent gaps in AI-based maternal mental health research. In
particular, our audit of model regularization, hyperparameter
tuning, and evaluation practices offers insight into areas often
overlooked by earlier reviews. Taken together, these
contributions provide a stronger foundation for the development
of transparent, reproducible, and clinically relevant AI tools in
PPD research—addressing both methodological blind spots and
equity concerns raised in prior literature.

Implication and Further Works
To significantly advance the field of AI-driven PPD research,
several key strategic priorities should be addressed. These
priorities focus on improving methodological rigor, inclusivity
of data, clinical applicability, and ethical implementation.

First, enhance the integration of multimodal and objective data
sources. Currently, research predominantly relies on traditional
sociodemographic and self-reported survey data. There is an
urgent need to incorporate underutilized modalities such as
linguistic data (eg, LIWC, sentiment analysis, and acoustic
speech patterns), biosignals (eg, heart rate variability and activity
monitoring), wearable technology outputs, and biological
biomarkers (eg, hormonal, metabolic, genetic, or epigenetic
markers). Leveraging these richer data types can significantly
enhance the accuracy, personalization, and early detection
capabilities of predictive models.

Second, expand and prioritize sharing of open access datasets.
Only about 25% of studies included in our review used publicly
available datasets, highlighting a substantial barrier to
reproducibility, benchmarking, and international collaboration.
Developing standardized, large-scale, anonymized datasets
should become a priority. Techniques such as federated learning
could facilitate collaborative research across different
institutions while maintaining data privacy and security.
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Third, increase the adoption of longitudinal and prospective
research designs. Most existing AI models for PPD prediction
are based on retrospective or immediate postpartum data,
limiting their ability to capture evolving symptom patterns over
time. Incorporating longitudinal data collection into future
studies is essential to better understand symptom progression,
delayed onset, and relapse scenarios, thus enhancing the clinical
relevance and predictive accuracy of AI models.

Fourth, advance multimodal fusion frameworks. Given the
complexity of PPD, future models must systematically integrate
structured data (eg, EHRs) and unstructured inputs (eg, text,
audio, and sensor signals). Developing robust multimodal fusion
approaches that effectively combine diverse data sources will
significantly enhance model interpretability, clinical
effectiveness, and predictive power.

Fifth, standardize preprocessing and feature engineering
pipelines. Variability and incomplete reporting in preprocessing
methods currently limit model comparability and reproducibility.
Adopting standardized protocols for data
preprocessing—including feature extraction, transformation
techniques, and class imbalance adjustments (eg, SMOTE and
cost-sensitive learning)—is necessary. Transparent reporting
of these processes should be enforced to enhance scientific rigor
and validation.

Sixth, emphasize model explainability and ethical AI practices.
Transparent and interpretable AI models are crucial for clinical
adoption. Few studies currently apply advanced explainability
methods such as SHAP, Local Interpretable Model-Agnostic
Explanations, or counterfactual analyses. Integrating these
interpretability techniques into AI pipelines will facilitate
clinician trust and understanding. Moreover, ethical
considerations—such as minimizing algorithmic bias (such as
balanced datasets and resampling to correct imbalances in
training data)—are considered in few studies, but preventing
potential harms from false positives, safeguarding patient
autonomy, and ensuring cultural sensitivity should be
systematically addressed in all AI model developments.

Seventh, standardize evaluation and reporting metrics. While
accuracy is often prioritized, metrics such as specificity, AUC,
F1-score, and precision must be consistently reported to enable
comprehensive evaluation and meaningful comparisons across
studies. Furthermore, systematic reviews and meta-analyses are
required to identify existing methodological inconsistencies,
biases, and underrepresented findings to refine future AI-based
research approaches.

Eighth, shift from subjective screening tools to objective
validation measures. Current studies heavily rely on subjective
instruments (eg, EPDS, PHQ, and ICD codes), which, despite
validation, vary significantly across studies. Future research
should validate AI models using objective clinical measures
such as physiological indicators and behavioral markers, thus
improving reliability and facilitating clinical implementation.

Ninth, the superior performance of ensemble
models—particularly boosting techniques such as CatBoost,
LightGBM, and XGBoost—suggests that they are promising
candidates for clinical implementation in PPD screening. Their

ability to consistently achieve high accuracy, F1-score, and AUC
underscores their robustness in handling structured health data,
including demographic and clinical features. Given the strong
results of CatBoost in handling categorical variables and
LightGBM’s efficiency in large-scale settings, future research
should prioritize evaluating these models in real-world clinical
workflows and mobile health platforms, where scalability and
interpretability are critical. In addition, since performance varied
across studies due to differences in data characteristics and
preprocessing strategies, future work should aim to establish
benchmark datasets and standardized pipelines for fair
comparison.

Efforts should also be made to assess model performance across
different population subgroups, ensuring that these algorithms
do not inadvertently introduce or amplify bias. Finally,
comparative studies should continue to assess whether boosting
models maintain their advantage as datasets grow and diversify,
particularly in longitudinal or multisite contexts.

Finally, foster global and interdisciplinary collaboration. PPD
research remains unevenly distributed globally. Encouraging
cross-regional and interdisciplinary collaboration—particularly
with underrepresented regions and diverse professional
backgrounds such as computer science, psychiatry, public health,
and ethics—will foster equitable research practices and drive
innovation in maternal mental health care globally.

Limitations
Despite the comprehensive nature of this scoping review, several
limitations should be acknowledged; first, we limited our
inclusion to studies published in English. This language
restriction may have resulted in the exclusion of relevant
research published in other languages, particularly from
non–English-speaking countries where maternal mental health
may be a pressing issue.

Second, we prioritized peer-reviewed and indexed literature
from 8 major databases and limited Google Scholar results to
the first 100 entries ranked by relevance. Consequently, gray
literature, including government reports, dissertations beyond
ProQuest, and nonindexed conference proceedings, may have
been underrepresented.

Third, our review focused specifically on studies using AI
techniques for detection or prediction of PPD. As a result,
studies that applied AI for monitoring, treatment delivery, or
resource allocation in maternal mental health were excluded,
which narrows the scope of applicability.

Finally, we did not conduct a quantitative meta-analysis or risk
of bias assessment, as these are typically outside the scope of
scoping reviews. Consequently, while we mapped
methodological patterns and gaps, we did not evaluate effect
sizes, statistical heterogeneity, or study-level quality in a
standardized manner.

Conclusions
This scoping review comprehensively maps the application of
AI in PPD research, analyzing 87 studies published between
2009 and 2025. The review identifies a predominant emphasis
on early prediction (∼80%) over detection, with ML
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methods—particularly RF (44.6%), LogR (35.4%), and
XGBoost (23.1%)—used in 87.7% of studies. These models
were favored for their compatibility with structured clinical data
and interpretability. DL approaches, including CNNs and RNNs,
were underutilized (16.9%), reflecting data limitations and
interpretability concerns. NLP and RL were rarely applied,
mirroring limited access to unstructured or sequential data
sources.

More than 90% of studies focused on classification tasks,
aligning with standard clinical workflows, while regression
approaches remained limited. Basic preprocessing practices,
such as normalization, were widely adopted (78.5%), but
advanced strategies—such as imputation (44.6%), resampling
(23.1%), cost-sensitive learning (6.2%), and feature selection
techniques such as PCA or SHAP—were inconsistently applied.
Most models lacked detailed reporting of optimization strategies
or regularization methods, and only half used internal validation.
External validation was rarely reported, complicating model
comparability.

The comparative analysis between accuracy, F1-score, and AUC
confirms that ensemble learning approaches, particularly
boosting algorithms such as CatBoost and LightGBM,
consistently outperform traditional models in predicting PPD,
achieving superior accuracy, F1-scores, and AUC values across
studies.

Geographic trends showed research dominance by North
America, particularly the United States, with notable
contributions from Asia, driven by access to public datasets.
Most studies used retrospective designs and unimodal
inputs—mainly survey or EHR data—while multimodal and
objective data (eg, biomarkers and sensor data) were rarely
incorporated. Assessment timing, feature selection, and dataset
transparency varied widely. Sociodemographic and obstetric
features were the most frequently used predictors, while
linguistic, behavioral, and physiological data were
underrepresented. This review offers the first detailed synthesis
of preprocessing workflows and feature domains in PPD-AI
research, underscoring both progress and methodological gaps
across the literature.
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Abstract

Background: Cognitive behavioral therapy (CBT) is recommended for irritable bowel syndrome (IBS). However, it remains
unclear whether face-to-face CBT is as effective as digital, self-help, or telephone-delivered CBT for IBS.

Objective: This study aimed to estimate the relative effects of face-to-face CBT compared with digital, telephone-delivered,
and self-help CBT for IBS and to assess whether there are adequate effective sample sizes to support the findings.

Methods: Ovid MEDLINE, Embase, and the Cochrane Library were searched up to September 27, 2025. Randomized controlled
trials of face-to-face, digital, self-help, or telephone-delivered CBT for IBS in adults were included. The primary outcome was
the IBS symptom severity scale. The secondary outcomes were IBS quality of life and abdominal pain intensity. A Bayesian
random effects model was used for the meta-analysis. The effective and required sample sizes were calculated to estimate whether
the sample sizes were adequate. The certainty of evidence was evaluated using the Confidence in Network Meta-Analysis
Framework. The risk of bias of included studies was assessed using the Cochrane Collaboration’s risk of bias tool (version 2).

Results: We analyzed 22 studies involving 3161 participants. The number of participants ranged between 28 and 558. The mean
(SD) age of participants was 37.2 (10.6) years, and 78.6% (2485/3161) were women. These randomized controlled trials were
published between 2003 and 2025. We found that face-to-face CBT had similar effects compared with digital CBT (mean difference
[MD] −0.89, 95% credible interval [CrI] −20.78 to 18.73), self-help CBT (MD −1.73, 95% CrI −21.03 to 17.80), and
telephone-delivered CBT (MD −0.76, 95% CrI −20.86 to 19.38) in improving IBS symptom severity scale scores. The comparison
between face-to-face CBT and self-help CBT had sufficient effective sample sizes (375/140), whereas the effective sample sizes
for comparisons with digital CBT (347/729) and telephone-delivered CBT (140/627) were insufficient. The certainty of evidence
was moderate to low. Similarly, in improving quality of life and abdominal pain intensity, face-to-face CBT showed equal effect
compared with digital and self-help CBT, with insufficient sample sizes and low to very low evidence certainty.

Conclusions: This is the first Bayesian meta-analysis to incorporate effective and required sample size calculations for comparisons
among CBT modalities in IBS. We analyzed continuous data of the outcomes. Meanwhile, we computed the effective and required
sample sizes, thereby quantifying the informational adequacy of each comparison. Our Bayesian meta-analysis demonstrated
significant potential for digital, self-help, and telephone-delivered CBT for patients with IBS, but the effective sample sizes of
most comparisons were inadequate. Digital, self-help, and telephone-delivered CBT can serve as important options for managing
IBS in clinical practice. Given high heterogeneity, high risk of bias, and inadequate effective sample sizes, more high-quality
studies are warranted.

Trial Registration: OSF Registries OSF.IO/ZW2HQ; https://doi.org/10.17605/OSF.IO/ZW2HQ

(J Med Internet Res 2026;28:e75833)   doi:10.2196/75833
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J Med Internet Res 2026 | vol. 28 | e75833 | p.324https://www.jmir.org/2026/1/e75833
(page number not for citation purposes)

Tao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/75833
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Rationale
Irritable bowel syndrome (IBS) is a prevalent disorder of
brain-gut interaction marked by recurrent abdominal pain and
altered bowel habits [1]. It affects 5% to 10% of the global
population [2], significantly reducing quality of life,
productivity, and mental health [3-6]. IBS causes a huge burden
with years lived with disability at 627 per 100,000 [7]. The
condition imposes substantial economic burdens, with direct
costs approximately US $1 billion and indirect costs reaching
US $50 million [8].

Research has shown the effectiveness of brain-gut behavioral
therapies in improving IBS symptoms and quality of life [9-11].
Cognitive behavioral therapy (CBT), which integrates cognitive
and behavioral techniques, is one such approach for alleviating
symptoms [12]. Previous randomized controlled trials (RCTs)
and meta-analyses have demonstrated that face-to-face CBT
effectively relieves gastrointestinal symptoms and enhances
quality of life [13-15]. However, despite the robust evidence
supporting face-to-face CBT, its implementation is limited by
the need for skilled mental health providers and the time and
financial burden it imposes on patients [16,17]. In regions with
limited CBT availability, accessing face-to-face sessions can
be challenging. Consequently, there is a need for effective,
accessible, and cost-effective alternative treatments.

The advent of the internet and digital technologies has provided
a promising solution to the challenges associated with traditional
face-to-face CBT for IBS. Digital CBT, which incorporates
interactive programs based on cognitive behavioral models
specific to IBS, has been increasingly integrated into medical
practice [18,19]. Additionally, telephone-delivered CBT and
self-help CBT have emerged as alternative delivery methods
for IBS treatment. While RCTs have explored the clinical
efficacy of these digital and remote CBT approaches, most have
compared them to usual care or waiting lists [19,20], with only
a few studies directly comparing them to face-to-face CBT
[18,21,22]. As a result, the relative effectiveness of face-to-face
CBT versus digital, telephone-delivered, and self-help CBT in
managing IBS remains unclear.

Black et al [23] have conducted a network meta-analysis to
evaluate the efficacy of psychological therapies for IBS. They
found that face-to-face, digital, telephone-delivered, and
self-help CBT were all efficacious for global IBS symptoms or
abdominal pain, but none was superior to the others. Similarly,
Goodoory et al [15] have explored the brain-gut behavioral
treatments for abdominal pain in patients with IBS. Their results
also found that face-to-face, digital, telephone-delivered, and
self-help CBT were all effective for overall abdominal pain,
with no one approach superior to another. However, both studies
dichotomized outcomes—abdominal pain or global IBS
symptoms were classified as improved or not improved—a
strategy that can result in loss of information, reduced statistical
power, and an increased risk of false-positive findings [24].
Therefore, the relative effectiveness of these distinct CBT
modalities for IBS management requires further validation.

Moreover, studies using active controls require a large number
of participants to achieve sufficient statistical power,
counteracting inherent expectation biases and biases introduced
by blinding [16]. Previous meta-analyses reported comparative
effect sizes without evaluating whether the sample sizes were
sufficient to yield stable estimates.

Indirect treatment comparison (ITC) allows us to evaluate the
relative effectiveness of different interventions by fully using
existing studies when there is no or insufficient direct evidence
[25]. In addition, calculating the effective sample sizes and
required sample sizes for each comparison can further validate
the robustness of the findings [26].

Objectives
Consequently, we conducted a Bayesian ITC meta-analysis with
two primary objectives: (1) to estimate the relative effect of
face-to-face CBT versus digital, telephone-delivered, and
self-help CBT for IBS; and (2) to assess whether there are
adequate effective sample sizes to support the findings.

Methods

Ethical Considerations
Our study was a systematic review and ITC meta-analysis of
published studies and was exempt from review and approval
by the research ethics committee. Ethical approval and consent
to participate were acquired by each included study.

Protocol and Registration
The systematic review was designed, conducted, and reported
following the PRISMA-NMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses for Network
Meta-Analyses) guidelines [27] and the PRISMA-S (Preferred
Reporting Items for Systematic reviews and Meta-Analyses
literature search extension) guidelines (Checklist 1) [28]. The
systematic review had been previously registered on the Open
Science Framework [29].

Eligibility Criteria
The inclusion criteria were as follows. (1) participants—adults
(aged ≥18 y) diagnosed with IBS according to the Rome or
Manning criteria; (2) interventions—at least one CBT
intervention, categorized into four distinct delivery modalities
by referring to a previous study [30]: (i) face-to-face CBT
(therapist-guided, in-person sessions conducted individually or
in groups), (ii) digital CBT (therapist guided, provided via
web-based platforms or mobile apps), (iii) telephone-delivered
CBT (therapist guided, administered via telephone), and (iv)
self-help CBT (therapist guided or unguided, structured written
or web-based self-help materials that patients use to implement
CBT techniques independently; the definitions of different CBT
interventions are presented in Table S4 in Multimedia Appendix
1); (3) comparisons—placebo, waiting list, usual care, or other
active treatments; (4) outcomes—at least one of the following
outcomes: IBS symptom severity scale (IBS-SSS), IBS quality
of life (IBS-QOL), and abdominal pain intensity (API); and (4)
study design—a parallel-design RCT or a crossover-design RCT
with available first-period data.
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The exclusion criteria were as follows: (1) full-text articles
unavailable and (2) duplicate articles.

Information Sources and Search
MEDLINE, Embase, and the Cochrane Library were
systematically searched from inception to September 29, 2024.
A supplementary search was conducted on September 27, 2025.
No single platform was used to search multiple databases.
Medline was accessed via Ovid, whereas Embase and the
Cochrane Library were searched through their respective official
websites. There was no language restriction. Search terms
encompassed cognitive behavioral therapy and irritable bowel
syndrome. The search strategies are detailed in Table S1‐S3
in Multimedia Appendix 1. Our search strategies were not
informed by previous reviews and were not peer-reviewed.
Simultaneously, clinicaltrials.gov was also searched for
potentially eligible studies. In addition, the reference lists of
previous meta-analyses were screened for any eligible studies
[15,23]. We did not search other online resources, browse
websites, contact authors or experts, reach out to manufacturers,
or use any other methods to obtain additional literature.

Study Selection
Search results were imported into Zotero (version 7.0.8;
Corporation for Digital Scholarship). Duplicate records were
removed manually. Then, two reviewers (QF-T and CH)
independently scanned the title and abstract. Subsequently, they
assessed the full texts of potential RCTs for eligibility. Any
disagreements were resolved through discussion, with a third
reviewer (HZ) consulted if necessary.

Outcome Assessments
The primary outcome was the change in IBS-SSS score. The
secondary outcomes were the changes in IBS-QOL score and
API score (measured by a visual analog scale or a
gastrointestinal symptom diary for abdominal pain). Outcomes
were evaluated at the end of treatment.

Data Collection Process and Data Items
A reviewer (QF-T) extracted data using a standardized form,
and the data were checked by the second reviewer (CH)
independently. The extracted items included characteristics of
the included RCTs, specifics of the intervention and control
groups, and outcomes data. Data extraction for the meta-analysis
used within-group change scores and their corresponding SDs
for continuous outcomes. Disagreements were addressed through
discussion and were consulted with a third reviewer (HZ). For
missing data, we attempted to obtain them by reviewing previous
studies.

Risk of Bias Assessment
Risk of bias was assessed by two reviewers (JJ-M and XZ)
independently using the Cochrane Collaboration’s risk of bias
tool (version 2) for randomized trials [31]. By evaluating the
following five components of the problem, that is, randomization
process, deviations from intended interventions, missing
outcome data, measurement of the outcome, and selection of
the reported result, each included RCT was assessed as having
low risk, some concerns, or high risk of bias.

Statistical Analysis

Geometry of the Network
A network plot was generated in which the nodes represent the
interventions and the edges represent the direct comparisons
from RCTs. The size of each node was proportional to the
number of participants receiving the intervention, and the
thickness of the edges reflected the number of studies
contributing to each direct comparison.

Summary Measures
As all the outcomes were continuous, the pooled effect size of
the Bayesian analysis was estimated as mean difference (MD)
with 95% credible intervals (CrIs). The effect size is the pooled
estimate from a network meta-analysis that combines both direct
and indirect evidence for each intervention. In addition, the
surface under the cumulative rank curve (SUCRA) values were
also calculated to determine the relative ranking of each
intervention, with higher SUCRA values signifying a more
favorable ranking for the intervention.

Planned Methods of Analysis
This systematic review was performed under a Bayesian
framework with vague priors, which facilitates the integration
of existing evidence with new data to update estimates of
treatment effects and provide superior handling of uncertainty
in small sample studies compared to traditional approaches. We
assessed the fit of the random effects (REs) and fixed effects
(FEs) models by examining their posterior total residual
deviance, the deviance information criterion (DIC), and the
number of unconstrained data points. A model was considered
to have a better fit if it exhibited a posterior total residual
deviance closer to the number of unconstrained data points and
a lower DIC.

When two or more arms received the same intervention, we
pooled their participants, means, and SD. Meanwhile, we pooled
mindfulness, stress management, and education as an alternative
psychotherapy. On the basis of the actual delivery methods used
in the study, we categorized these interventions separately as
alternative face-to-face psychotherapy, alternative self-help

psychotherapy, or alternative digital psychotherapy. τ2 was used

to estimate the heterogeneity among RCTs, with a τ2 of more
than 0.36 indicating significant heterogeneity [23].

Assessment of Inconsistency
An unrelated mean effects model was fit by drawing the dev-dev
plots to assess the inconsistency globally, and node-splitting
was fit to assess the inconsistency locally for each potentially
inconsistent comparison in turn.

Additional Analyses
Two sensitivity analyses were conducted to calculate the
robustness of the results: (1) excluding the RCT that was rated
as high risk of bias and (2) using frequentist framework as the
statistical method; To explore the source of heterogeneity, we
performed subgroup analyses according to treatment duration
(<8 wk or ≥8 wk), the delivery format of face-to-face CBT
(individual vs group), and the guidance level of self-help CBT
(guided vs unguided) using the primary outcome data.
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All the analyses were conducted in R version 4.3.1. The
Bayesian analysis was performed using the multinma package,
and the frequentist analysis used the netmeta package.

The Certainty of Evidence
The certainty of evidence of each outcome was graded using a
web application—the Confidence in Network Meta-Analysis
Framework [32]. This approach evaluated six domains, such as
within-study bias, reporting bias, indirectness, imprecision,
heterogeneity, and incoherence. The certainty of evidence of
each outcome was graded as high, moderate, low, or very low.

The Estimate of Effective Sample Sizes and Required
Sample Sizes
The effective number of trials and the effective sample sizes
for the ITC were calculated using the method developed by
Thorlund and Mills [26]. The effective number of trials
represents the number of trials required in an ITC to achieve a

comparable level of power and precision to that of a single direct
head-to-head trial. The effective sample sizes denote the number
of participants in the comparison that would provide the same
degree and strength of evidence as that provided in an RCT.
Additionally, the required sample sizes were estimated [33]. In
this systematic review, a noninferiority design with 1:1
randomization was used to estimate the required sample sizes.
If the effective sample sizes reach the required sample sizes, it
would demonstrate the robustness of the findings; otherwise,
further research is needed to confirm the findings.

Results

Study Selection
The initial database and registry searches identified 955 articles
(Figure 1). After screening the titles and abstracts of 568 articles,
473 were excluded. Following a full-text review of 88 articles,
22 eligible RCTs were included [13,14,18-22,34-48].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of the literature search and study selection.
IBS: irritable bowel syndrome; RCT: randomized controlled trial.

Study Characteristics
The characteristics of the eligible RCTs are presented in Table
1. A total of 3161 participants were enrolled in these RCTs, and
the number of participants ranged between 28 and 558. The
mean (SD) age of participants was 37.2 (10.6) years, and 78.6%
were women. The RCTs included in our study were published
between 2003 and 2025. Among these RCTs, 8 were from the
United States (36.4%), 5 (22.7%) were from Sweden, 2 (9.1%)
each from the United Kingdom, Korea, and Iran, and 1 (4.5%)

each from the Netherlands, Canada, and Japan. In terms of
intervention types, 7 (31.8%) RCTs reported face-to-face CBT,
6 (27.3%) RCTs reported digital CBT, 4 (18.2%) RCTs reported
self-help CBT, 2 (9.1%) RCTs assessed both digital CBT and
self-help CBT, 2 (9.1%) RCTs evaluated both self-help CBT
and face-to-face CBT, and another (4.5%) examined both digital
CBT and telephone-delivered CBT. All studies adopted the
Rome criteria as the diagnostic standard. Two RCTs specifically
focused on diarrhea-predominant IBS, while the remaining
studies included all IBS subtypes.
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Table . Characteristics of the included studies.

ResultsPopulation

[sample size
(n), female
(%), mean
ages (y)]

Treatment du-
ration

(wk)

InterventionsDiagnostic cri-
teria

DiseaseStudy designCountryStudy, year

IBS-QOLd:

face-to-face
CBT>usual
care

64, 63, 33.78Face-to-face

CBTc versus
usual care

Rome IIIIBS-DbRCTaIranDehkordi and
Solati, 2017
[34]

IBS-SSSf:

digital
CBT=tele-

558, 76, 43.148Digital CBT
versus tele-
phone-deliv-
ered CBT ver-
sus usual care

Rome IIIIBSeRCTUKEveritt et al,
2019 [35]

phone-deliv-
ered
CBT>usual
care

IBS-QOL:

face-to-face
CBT>waiting
list

32, 46, N/Ag8Face-to-face
CBT versus
waiting list

Rome IIIBS-DRCTIranHaghayegh et
al, 2011 [36]

IBS-QOL:

digital
CBT>waiting
list

54, 81, 38.56Digital CBT
versus waiting
list

Rome IIIBSRCTUSAHunt et al,
2009 [38]

IBS-QOL:

self-help
CBT>waiting
list

60, 83, 366Self-help CBT
versus waiting
list

Rome IIIIBSRCTUSAHunt et al,
2015 [37]

IBS-QOL:

self-help
CBT>waiting
list

121, 75, 328Self-help CBT
versus waiting
list

Rome IIIIBSRCTUSAHunt et al,
2021 [20]

IBS-QOL:

self-help
CBT>alterna-

267, 72.3, 36.68Self-help CBT
versus alterna-
tive self-help
psychotherapy

Rome IVIBSRCTUSAHunt et al,
2025 [48]

tive self-help
psychotherapy

IBS-QOL:

face-to-face
CBT>waiting
list

90, 100, 21.68Face-to-face
CBT versus
waiting list

Rome IIIIBSRCTKoreaJang et al,
2014 [39]

IBS-SSS:

face-to-face
CBT>usual
care

149, N/A, N/A12Face-to-face
CBT versus
usual care

Rome IIBSRCTUKKennedy et al,
2005 [40]

IBS-SSS, IBS-
QOL:

digital
CBT=face-to-

114, 63, 39.710Digital CBT
versus face-to-
face CBT ver-
sus usual care

Rome IIIIBSRCTJapanKikuchi et al,
2022 [13]

face
CBT>usual
care
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ResultsPopulation

[sample size
(n), female
(%), mean
ages (y)]

Treatment du-
ration

(wk)

InterventionsDiagnostic cri-
teria

DiseaseStudy designCountryStudy, year

IBS-QOL:

face-to-face
CBT=alterna-
tive face-to-
face psy-
chothera-
py=waiting
list

147, 82, 49.910Face-to-face
CBT versus al-
ternative face-
to-face psy-
chotherapy
versus waiting
list

Rome IIIBSRCTUSALackner et al,
2007 [14]

IBS-SSS, IBS-
QOL:

face-to-face
CBT=self-help
CBT>waiting
list

75, 86, 46.610Face-to-face
CBT versus
self-help CBT
versus waiting
list

Rome IIIBSRCTUSALackner et al,
2008 [21]

IBS-SSS:

Face-to-face
CBT=self-help
CBT=alterna-
tive face-to-
face psy-
chotherapy

436, 80, 41.410Face-to-face
CBT versus
self-help CBT
versus alterna-
tive face-to-
face psy-
chotherapy

Rome IIIIBSRCTUSALackner et al,
2018 [22]

IBS-SSS, IBS-

QOL, APIh:

Digital
CBT=face-to-
face CBT

141, 80, 373Digital CBT
versus face-to-
face CBT

Rome IVIBSRCTSwedenLindfors 2020
[19]

IBS-QOL,
API:

Digital
CBT>waiting
list

86, 85, 34.610Digital CBT
versus waiting
list

Rome IIIIBSRCTSwedenLjótsson et al,
2010 [44]

IBS-QOL,
API:

Digital
CBT=alterna-
tive digital
psychotherapy

195, 79, 38.910Digital CBT
versus alterna-
tive digital
psychotherapy

Rome IIIIBSRCTSwedenLjótsson et al,
2011a [42]

IBS-QOL:

Digital
CBT>waiting
list

61, 74, 34.910Digital CBT
versus waiting
list

Rome IIIIBSRCTSwedenLjótsson et al,
2011b [[41]

IBS-QOL:

Digital
CBT=alterna-
tive digital
psychotherapy

311, 80, 42.410Digital CBT
versus alterna-
tive digital
psychotherapy

Rome IIIIBSRCTSwedenLjótsson et al,
2014 [43]

IBS-QOL,
API:

Digital
CBT>usual
care

76, 84, 38.34Digital CBT
versus usual
care

Rome IIIIBSRCTNetherlandsOerlemans et
al, 2011 [19]
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ResultsPopulation

[sample size
(n), female
(%), mean
ages (y)]

Treatment du-
ration

(wk)

InterventionsDiagnostic cri-
teria

DiseaseStudy designCountryStudy, year

IBS-SSS:

self-help
CBT>waiting
list

36, 78, 39.212Self-help CBT
versus waiting
list

Rome IVIBSRCTUSAOwusu et al,
2021 [45]

API:

face-to-face
CBT=waiting
list

28, 96, 39.59Face-to-face
CBT versus
waiting list

Rome IIIBSRCTCanadaTkachuk et al,
2003 [46]

IBS-SSS, IBS-
QOL:

face-to-face
CBT>waiting
list

60, 88, 20.54Face-to-face
CBT versus
waiting list

Rome IIIIBSRCTKoreaYang et al,
2022 [47]

aRCT: randomized controlled trial.
bIBS-D: diarrhea-predominant irritable bowel syndrome.
cCBT: cognitive behavioral therapy.
dIBS-QOL: irritable bowel syndrome quality of life.
eIBS: irritable bowel syndrome.
fIBS-SSS: irritable bowel syndrome symptom severity scale.
gN/A: not available.
hAPI: abdominal pain intensity.

Risk of Bias
Risk of bias assessment is presented in Figure 2. Of the RCTs,
5 (22.7%) were adjudicated to be at high risk of bias, and 17
(77.3%) were adjudicated to have some concerns.
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Figure 2. Risk of bias of included randomized controlled trials [13,14,18-22,34-48].

Exploration for Model Fit and Inconsistency
The results of the total posterior residuals deviance, the number
of data points, and the DIC for both RE and FE models across
all outcomes are presented in Table S5 in Multimedia Appendix
1. The RE model demonstrated a residual deviance closer to
the number of data points and exhibited a lower DIC. Moreover,
dev-dev plots indicated that all points were approximately
aligned with the equality line, suggesting no evidence of global

inconsistency (Figure S1 in Multimedia Appendix 1).
Furthermore, the results of the node-splitting analysis indicated
no local inconsistency (Figure S2 in Multimedia Appendix 1).
Consequently, RE consistency models were selected for
conducting the analyses.

Irritable Bowel Syndrome Symptom Severity Scale
A total of 8 RCTs, comprising 1562 participants, contributed
data to the outcome analysis. The network plot is presented in
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Figure S3 in Multimedia Appendix 1. Bayesian model results
indicated that face-to-face CBT had similar effects compared
to digital, telephone-delivered, and self-help CBT in reducing
IBS-SSS (self-help CBT: MD −1.73, 95% CrI −21.03 to 17.80;
digital CBT: MD −0.89, 95% CrI −20.78 to 18.73;
telephone-delivered CBT: MD −0.76, 95% CrI −20.86 to 19.38;
τ²=24.61; Figure 3). The certainty of evidence was rated as

moderate to low (Table S6 in Multimedia Appendix 1). The
SUCRA rankings suggested that self-help CBT was the most
effective (SUCRA 0.56, Table S7 in Multimedia Appendix 1).
Furthermore, sensitivity analyses, which excluded high-risk
RCTs (Figure S4 in Multimedia Appendix 1) and used a
frequentist method (Figure S5 in Multimedia Appendix 1),
yielded similar results, indicating the stability of the findings.

Figure 3. Effect of comparison between face-to-face CBT and other types of CBT for irritable bowel syndrome symptom severity scale
[13,18,21,22,35,40,45,47]. The black vertical line corresponds to 0. CBT: cognitive behavioral therapy; CrI: credible interval; MD: mean difference.

The results of the effective sample sizes and the required sample
sizes are presented in Table 2 and Multimedia Appendix 2.
Adequate effective sample sizes were observed for the
comparison between face-to-face and self-help CBT (375/140,
267.9%; Table 2 and Multimedia Appendix 2). However, for

the other comparisons, the effective sample sizes were
insufficient, suggesting that more studies are needed in the
future (digital CBT: 347/729, 47.6%; telephone-delivered CBT:
140/627, 22.3%; Table 2 and Multimedia Appendix 2).

Table . The effective sample sizes and required sample sizes estimation of outcomes.

Network meta-

analysis, MDb

estimate (95%
credible inter-
vals)

Information
fraction (n/N,%)

Required sample
sizes, n

Total effective
sample sizes, n

Effective indi-
rect sample
sizes, n

Effective head-
to-head sample
sizes, n

Effective num-
ber of trials
(n/N)

Comparison

(vs face-to-face

CBTa)

IBS-SSSc

−0.89 (−20.78 to
18.73)

347/729, 47.67293471521954/8    Digital CBT

−1.73 (−21.03 to
17.80)

375/140, 267.9140375363394/8    Self-help CBT

−0.76 (−20.86 to
19.38)

140/627, 22.3627140140N/Ad3/9    Telephone-de-
livered CBT

IBS-QOLe

−4.29 (−19.10 to
10.59)

302/3550, 8.535503021071958/9    Digital CBT

−2.82 (−18.83 to
13.76)

171/4610, 3.74610171123488/9    Self-help CBT

APIf

−1.14 (−19.69 to
16.49)

162/3764, 4.33764162211412/12    Digital CBT

aCBT: cognitive behavioral therapy.
bMD: mean difference.
cIBS-SSS: irritable bowel syndrome symptom severity scale.
dN/A: not applicable.
eIBS-QOL: irritable bowel syndrome quality of life.
fAPI: abdominal pain intensity.

Irritable Bowel Syndrome Quality of Life
A total of 17 RCTs, involving 1798 participants, contributed
data to the outcome analysis. The network plot is presented in

Figure S6 in Multimedia Appendix 1. Face-to-face CBT was
found to be equally effective as digital CBT and self-help CBT
in enhancing the quality of life for patients with IBS (digital
CBT: MD −4.29, 95% CrI −19.10 to 10.59; self-help CBT: MD
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−2.82, 95% CrI −18.83 to 13.76; τ²=15.93; Figure 4). The
Confidence in Network Meta-Analysis Framework evidence
rating was very low (Table S6 in Multimedia Appendix 1).
Digital CBT ranked higher than face-to-face CBT, with a
SUCRA value of 0.71 (Table S7 in Multimedia Appendix 1).

Sensitivity analyses confirmed the stability of these results after
excluding high-risk RCTs (Figure S7 in Multimedia Appendix
1) and using a frequentist method (Figure S8 in Multimedia
Appendix 1).

Figure 4. Effect of comparison between face-to-face CBT and other types of CBT for irritable bowel syndrome quality of life
[13,14,18-21,34,36-39,41-44,47,48]. The black vertical line corresponds to 0. CBT: cognitive behavioral therapy; CrI: credible interval; MD: mean
difference.

The effective sample sizes did not meet the required sample
sizes, suggesting that more studies are warranted (digital CBT:
302/3550, 8.5%; self-help CBT: 171/4610, 3.7%; Table 2 and
Multimedia Appendix 2).

Abdominal Pain Intensity
Four RCTs, involving 327 participants, contributed data to the
outcome analysis. The network plot is presented in Figure S9
in Multimedia Appendix 1. Digital CBT showed similar effects
compared with face-to-face CBT in reducing the API, with very
low certainty of evidence (MD −1.14, 95% CrI −19.69 to 16.49,
τ²=23.66; Figure S10 in Multimedia Appendix 1, Table S6 in
Multimedia Appendix 1). The SUCRA rankings indicated that
digital CBT was ranked higher than face-to-face CBT (SUCRA
0.54 vs 0.49, Table S7 in Multimedia Appendix 1). The result
was consistent with the sensitivity analysis using a frequentist
method (Figure S11 in Multimedia Appendix 1).

As presented in Table 2 and Multimedia Appendix 2, the
effective sample sizes did not meet the required sample sizes
in the comparison between face-to-face CBT and digital CBT
(141/3764, 4.3%), suggesting that more studies are needed.

Results of Subgroup Analysis
The results of the subgroup analysis of the primary outcome
are presented in Figure S13‐S15 in Multimedia Appendix 1.
We found that the duration of treatment (Figure S12 in
Multimedia Appendix 1), the delivery method of face-to-face
CBT (Figure S13 in Multimedia Appendix 1), or the guidance
level of self-help CBT (Figure S14 in Multimedia Appendix 1)
had no significant influence on the heterogeneity. Additionally,
subgroup analysis suggested that the treatment duration (<8 wk
or ≥8 wk; Figure S12 in Multimedia Appendix 1), the delivery
method of face-to-face CBT (individual or group face-to-face
CBT, Figure S13 in Multimedia Appendix 1), or the guidance
level of self-help CBT (guided or unguided self-help CBT,
Figure S14 in Multimedia Appendix 1) did not significantly
modify the effect on global IBS symptoms.

Discussion

Summary of Evidence
In this systematic review, we assessed the relative effect of
different delivery methods of CBT for patients with IBS and
assessed the effective sample sizes and required sample sizes
of each finding to evaluate the robustness. We included 22 RCTs
involving 3161 adults with IBS. We found that face-to-face
CBT presented a similar effect compared with self-help CBT
in improving global IBS symptoms, with sufficient effective
sample sizes. Face-to-face CBT showed an equal effect
compared with digital CBT and telephone-delivered CBT in
improving global IBS symptoms; however, the effective sample
sizes were less than the required sample sizes. For quality of
life and API, there were similar effects between face-to-face
CBT and digital and self-help CBT, but the effective sample
sizes were insufficient.

Face-to-face CBT is the primary mode of CBT delivery and is
recognized as an effective intervention for various conditions,
including major depressive disorder, insomnia, and IBS
[1,49,50]. Our results showed that compared with face-to-face
CBT, there were slight differences between digital,
telephone-delivered, and self-help CBT in IBS-SSS, yet none
reached the minimal clinically important difference value of 50
[51]. The similar effects might be explained by the fact that
digital, telephone-delivered, and self-help CBT represent
modifications of traditional face-to-face CBT in terms of
delivery method. However, the core principles of CBT remain
consistent across these modalities, ensuring efficacy while
enhancing convenience and accessibility. Our findings are
consistent with those of previous meta-analyses by Black et al
[23] and Goodoory et al [15].

Compared to previous meta-analyses [15,23], their studies
primarily used binary outcome measures and exclusively used
frequentist analysis methods. In contrast, our study analyzed
continuous outcomes for the IBS-SSS, IBS-QOL, and API. We
used a Bayesian model for the primary analysis and a frequentist
model for sensitivity analysis to confirm the stability of our
findings. Additionally, our study is the first to incorporate
effective and required sample size calculations for ITC within
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CBT for IBS. We conducted a novel assessment of effective
and required sample sizes, which has not been previously
undertaken in CBT studies for IBS. Our results indicate that
there are sufficient effective sample sizes to support that there
is a similar effect between face-to-face CBT and self-help CBT
in improving global IBS symptoms. However, other comparisons
exhibited insufficient effective sample sizes.

Implication for Practice and Research
For clinical practice, the social and economic impact of IBS
necessitates the demonstration of both clinical effectiveness
and innovative direct-to-patient delivery systems to enhance
patient access to appropriate therapeutic interventions [22]. Our
findings indicate that digital, self-help, and telephone-delivered
CBT have similar effects compared with face-to-face CBT.
Meanwhile, a previous study has shown that a 10-week digital
CBT treatment can reduce direct medical costs by US $358 and
indirect costs by US $5014 [52]. Therefore, these alternative
delivery methods deserve consideration in the clinical
management of IBS. Notably, digital CBT has considerable
potential for managing IBS because of its effectiveness [18],
accessibility [38], and cost-effectiveness [52,53]. Additionally,
our research found that both individualized face-to-face CBT
and group face-to-face CBT demonstrated a similar effect in
relieving the overall symptoms of patients with IBS compared
to other treatments. Therefore, clinicians may choose between
individual CBT and group CBT based on resource availability
and patient preference in clinical practice.

Furthermore, for research, although our analysis suggests
comparable effectiveness between digital CBT and face-to-face
CBT, the effective sample size (n=347) represents only 47.6%
of the required sample size (n=729) for this comparison. This
indicates that while the current evidence is promising,
implementation of digital CBT as a substitute for traditional
face-to-face delivery in clinical practice would necessitate
monitoring of larger patient cohorts to definitively confirm
therapeutic equivalence and ensure consistent clinical outcomes.

Limitations
Several limitations should be considered when interpreting our
findings. At the study and outcome level, first, none of the
included studies were rated as low risk of bias, primarily due
to the difficulty of blinding in RCTs of CBT. Moreover, five
studies (22.7%) were rated as high risk of bias; hence, we
excluded RCTs with high risk of bias for sensitivity analysis
and found that the results were consistent with the main analysis.
Second, there was significant heterogeneity among the included

studies; therefore, we conducted subgroup analyses on treatment
duration, the delivery method of face-to-face CBT, and the
guidance level of self-help CBT. These analyses revealed that
these factors did not significantly influence the heterogeneity.
Initially, we intended to explore whether the source of
heterogeneity was related to disease duration, disease subtype,
and gender through subgroup analyses. However, this analysis
could not be conducted due to the limited number of included
studies, which is also attributed to the scarcity of high-quality
RCTs on CBT for IBS, further emphasizing the need for more
high-quality RCTs.

At the review level, first, we searched only Ovid MEDLINE,
Embase, Cochrane Library, and ClinicalTrials.gov. We did not
pursue additional literature via other online resources,
correspondence with authors or experts, contact with
manufacturers, or any other means; thus, some literature may
have been missed. Nevertheless, we screened the reference lists
of previous meta-analyses for any missed studies. Second, our
search strategies did not consult an information scientist, which
is another limitation of our study. Third, when estimating
effective sample sizes, we used an estimation method that was
not adjusted for heterogeneity, which may have overestimated
the effective sample sizes [26]. Nonetheless, our results
indicated that even if the effective sample sizes were
overestimated, they still fell short of the required sample sizes
for most comparisons. This finding further underscores the
necessity for additional RCTs to validate our results in the
future.

Conclusions
To our knowledge, this is the first Bayesian meta-analysis to
incorporate effective and required sample size calculations for
indirect treatment comparisons among CBT modalities in IBS.
Compared with previous meta-analyses, we analyzed continuous
outcomes of global symptoms, IBS-QOL, and API. For each
comparison, we computed the effective sample size and the
required sample size, thereby quantifying the informational
adequacy. The meta-analysis suggested that digital, self-help,
and telephone-delivered CBT had similar effects on global IBS
symptoms, quality of life, and API as face-to-face CBT in
patients with IBS. Therefore, digital CBT, self-help CBT, and
telephone-delivered CBT can serve as important methods for
managing IBS in clinical practice. However, our findings
suggested that the effective sample sizes of most comparisons
were insufficient. Given high heterogeneity, high risk of bias,
and inadequate effective sample sizes, more high-quality studies
are warranted in the future.
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Abstract

Background: Current food consumption patterns contribute to the rising prevalence of obesity and noncommunicable diseases
and exacerbate environmental degradation. Digital media offer promising opportunities to promote healthier and more sustainable
eating; yet, evidence regarding their effectiveness remains fragmented.

Objective: The aim of this systematic review and meta-analysis is (1) to evaluate the effectiveness of digital interventions in
improving healthy and sustainable food consumption and (2) to identify which participant and intervention characteristics are
associated with greater effectiveness.

Methods: A systematic search was conducted in January 2024 and repeated in September 2025 across Web of Science, Embase,
and Scopus, supplemented with forward and backward reference searching. Eligible studies were those with a quasi-experimental
or longitudinal design evaluating digital interventions targeting nonclinical populations, with the aim of increasing plant-based
food consumption or reducing animal-based food intake. Risk of bias was assessed using the Cochrane risk-of-bias tool. Included
interventions were coded for behavior change techniques using the Behavior Change Taxonomy version 1. A random-effects
meta-analysis with robust variance estimation was performed, and moderator analyses were conducted with participant and
intervention characteristics.

Results: Eligibility screening led to the inclusion of 52 papers published between 2004 and 2025, with 24,652 participants in
total. The meta-analysis revealed a small but statistically significant positive effect of digital interventions on food consumption

outcomes (d=0.33, 95% CI 0.25‐0.42; P<.001). However, substantial heterogeneity (I2=86%, 95% prediction interval −0.21 to
0.87) indicates considerable variation in effectiveness across intervention characteristics. A moderator analysis showed no
significant difference in effectiveness (P=.53) between interventions aimed at reducing meat consumption (d=0.38, 95% CI
0.20‐0.57; P<.001) and those promoting plant-based eating (d=0.33, 95% CI 0.23‐0.42; P<.001). Although digital interventions
had the strongest effects among young adults (d=0.46, 95% CI 0.30‐0.61; P<.001), age-related differences were not statistically
significant. Intervention effectiveness differed significantly by platform (P=.03), with social media interventions (d=0.65, 95%
CI 0.41‐0.90; P<.001) yielding stronger effects than other modalities. Incorporating prompts or cues significantly enhanced
effectiveness (d=0.58 vs d=0.30; P=.04). Although not statistically significant, interventions including social support or behavioral
comparison (both d=0.39; P<.001) yielded larger effects. Few studies included adolescents or individuals from lower socioeconomic
backgrounds.

Conclusions: This review underscores the innovative potential of digital interventions in improving eating behavior, highlighting
how effectiveness varies by intervention design. Social media emerge as particularly promising, likely due to their unique social
and interactive features. By pinpointing the contexts and types of digital interventions that most effectively promote plant-based
eating, this study provides timely guidance for researchers and practitioners in increasingly digitalized food environments.
Nonetheless, more high-quality studies are needed to confirm these insights and address the critical gap among adolescents and
low socioeconomic groups.

Trial Registration: PROSPERO CRD42023487955; https://www.crd.york.ac.uk/PROSPERO/view/CRD42023487955

(J Med Internet Res 2026;28:e80821)   doi:10.2196/80821
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Introduction

Food plays a pivotal role in both human and planetary health.
Current food consumption patterns are driving the steep increase
in obesity and noncommunicable diseases such as diabetes or
cancers [1]. Simultaneously, contemporary dietary habits
contribute significantly to greenhouse gas emissions,
deforestation, and water scarcity, thereby exacerbating
environmental degradation [2]. As high intake of animal-based
foods plays a substantial role herein, the EAT-Lancet
Commission emphasizes the urgency of a worldwide shift to
healthy and sustainable diets mainly characterized by a variety
of plant-based foods (eg, fruits and vegetables, whole grains,
and legumes) and low quantities of animal-based foods [2,3].
Adherence to the EAT-Lancet diet is associated with a lower
risk of diabetes, cardiovascular disease, and cancer-related
mortality while reducing greenhouse gas emissions by 29%
[4-6]. The most profound health and environmental benefits
can be achieved by reducing meat consumption and increasing
the intake of fruit, vegetables, and legumes [7-9]. Nevertheless,
global meat consumption has risen substantially over the past
5 decades and is projected to continue increasing, while intake
of fruits, vegetables, and legumes remains inadequate [10-13].
Hence, it is crucial to explore effective strategies for promoting
plant-based dietary patterns.

The widespread use of digital media and their capacity to
influence consumption patterns through the promotion of
unhealthy foods have sparked growing interest among
researchers in leveraging them for health interventions [14,15].
Digital interventions can be delivered through a variety of
platforms, including mobile apps, SMS text messaging, websites,
and perhaps, most notably, social media. While digital
intervention studies often still rely on custom-built or more
traditional platforms, health researchers are increasingly
exploring the potential of social media for dietary interventions
and health promotion campaigns [16-19]. These developments
highlight the importance of evaluating and comparing the
effectiveness of different digital platforms for interventions
[20,21].

To achieve dietary behavior change, interventions incorporate
behavior change techniques (BCTs) [22]. BCTs are the smallest
identifiable components of an intervention that can
independently influence behavior [23,24]. Strategically
implementing BCTs has been consistently emphasized as
essential for developing effective interventions [22,25].
However, it remains unclear which techniques are most effective
in improving healthy and sustainable eating and which
combinations of BCTs and digital intervention platforms
enhance the intervention’s effectiveness. Hence, systematically
reviewing and identifying the BCTs most strongly associated
with the intervention’s effects could enhance the design of future
programs targeting food consumption [23].

Although digital interventions targeting eating behavior are
gaining popularity, prior reviews report mixed conclusions
regarding their effectiveness [18,19,26-29]. Notably, many of
these reviews were narrow in scope: some focused on specific
food categories, such as sugar-sweetened beverages or

vegetables [19,30,31], targeted specific age groups [19,32,33],
or selectively included specific digital platforms [18,19,33,34].
Moreover, previous systematic reviews that summarize the
literature on digital interventions often overlook social media
and focus on research-created platforms or (now) outdated
digital tools [16,17,19,35]. Systematic reviews that do consider
social media use limited keywords in their search strategy or
focus exclusively on social media platforms, missing the
opportunity to compare traditional digital interventions with
social media interventions [18,28,36,37]. In addition, few
reviews assess which BCTs are most successful in targeting
dietary change through digital interventions, nor do they explore
whether effectiveness differs across age groups or
socioeconomic groups [38]. This is critical, as individuals with
lower socioeconomic status (SES) are disproportionately
affected by poor diets, and the interventions that succeed in
high SES populations may not be equally effective for
low-income groups [19,39].

While narrow reviews are valuable for exploring targeted
questions in depth, there is a need for a comprehensive synthesis
that compares intervention strategies across different digital
media to gain a more profound understanding of the key
components that contribute to a successful digital intervention.
Therefore, the aim of this systematic review and meta-analysis
is (1) to evaluate the overall effectiveness of digital interventions
in terms of increased healthy or sustainable eating behavior and
(2) to identify when interventions are (more) effective by
considering the behavioral goal orientation (prevention vs
promotion approach), intervention characteristics (ie, the digital
platform and BCTs), and participant characteristics (ie, age and
SES).

Methods

The reporting of this systematic review is in accordance with
the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) and PRISMA-S (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses Literature Search
Extension) guidelines (Checklist 1) [40,41], and its protocol
was prospectively registered in PROSPERO
(CRD42023487955). This study was a secondary analysis of
published literature and did not require ethics approval.

Data Sources and Search Strategy
Systematic searches were conducted on January 19, 2024, in
Web of Science core collection, Embase, and Scopus, with an
updated search run on September 23, 2025, to retrieve newly
published papers. An experienced academic librarian was
consulted to optimize the search strategy and to ensure that
database-specific operators were used correctly. The final search
string was limited to peer-reviewed papers published in English
and contained keywords related to digital media, interventions,
and healthy and sustainable eating behavior (Multimedia
Appendix 1). No date restrictions or other published search
filters were applied. The reference lists of all included papers
were manually searched, and a citation search using Web of
Science was conducted. Authors of all included studies were
contacted for additional relevant papers. No other online
resources or study registries were searched.
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Eligibility Criteria
Studies were included if they met the following PICO-based
criteria. Reviews, dissertations, books, and conference papers
were excluded.

Population
Studies had to recruit a nonclinical population of participants.
Studies exclusively including individuals with specific health
conditions or specific nutritional needs (eg, diabetes, pregnancy,
and eating disorders) were excluded. Similarly, populations
primarily composed of individuals with overweight or obesity
were not considered because of differences in appetite [42].

Intervention
Eligible studies had to test a digital intervention designed to
promote healthy and sustainable eating behavior, specifically
by increasing plant-based food consumption or reducing intake
of animal-based products. An intervention was defined as “a
coordinated set of activities designed to change specified
behavior patterns” [43], thus excluding interventions with a
one-time exposure, as these rarely allow for sustained behavioral
changes. Multicomponent interventions with an offline element
were not included, as effects (or lack thereof) cannot be
specifically attributed to the digital component.

Comparison
Studies were required to include a form of baseline comparison
or control group that could either be inactive (ie, no intervention
and waitlist) or active (ie, alternative intervention). Studies had
to use a quasi-experimental (eg, randomized controlled trial
[RCT]) or longitudinal design.

Outcomes
Eligible studies had to provide an outcome measure related to
eating behavior, such as food consumption, intention, choice,
or purchase. These outcomes could be related to intake of
plant-based foods (eg, fruits, vegetables, and legumes) and
animal-based foods (eg, red or processed meat) or adherence
to a healthy and sustainable diet (eg, Mediterranean diet).

Data Extraction
KV and BS independently extracted relevant data using the
preregistered extraction book, covering study characteristics
(eg, authors, year of publication, and country of origin), study
design (eg, comparator and research question), population (eg,
age, gender, and SES indicators), intervention characteristics

(eg, digital medium, duration, BCTs, and approach), outcomes
(eg, behavioral outcomes, metrics, and covariates), and results
(eg, analysis technique and statistical results). The 3 reviewers
collaborated closely to resolve any discrepancies during the
data extraction process.

Coding of BCTs
BCTs that were not explicitly reported in the included studies
were coded by 2 reviewers (KV and BS) using the Behavior
Change Technique Taxonomy version 1 (BCTTv1) [24]. One
reviewer (KV) coded all studies, and a second reviewer (BS)
randomly double-coded 5, achieving 90% agreement. Both
reviewers were certified coders, as they completed the online
taxonomy training (“BCTTv1 Online Training”). Discrepancies
were resolved via discussion between the 2 reviewers. For
studies with multiple intervention groups (IG), BCTs were coded
separately for each active arm. When insufficient detail was
provided to code the BCTs, related documents (eg, protocols)
were consulted.

Risk of Bias Assessment
Included studies were appraised for study quality using the
Cochrane risk-of-bias tool [44]. For RCTs, the Revised RoB 2
tool was used; for cluster RCTs, an adapted version of RoB 2;
and for nonrandomized studies (NRS), ROBINS-I [45-47]. The
risk of bias assessment was conducted with consideration of
best practices in food and communication research. While
self-reported measures typically carry a moderate risk of bias,
this was not considered problematic, as self-reporting is often
the most appropriate or even the only feasible method for
measuring eating behavior.

Risk of bias assessments were independently conducted by 2
reviewers (KV and BS), and discrepancies were resolved
through consultation with a third reviewer (TS). One paper
included 2 distinct experimental studies [48], resulting in a total
of 53 separate studies evaluated for risk of bias. The majority
of RCTs, including all 3 cluster RCTs, had a moderate risk of
bias, primarily due to the use of self-report measures or lack of
prespecified analysis plan (31/39, 79%; Figure 1) [49]. In total,
5 RCTs were rated as high risk and 3 as low risk. NRS were
rated as moderate (8/14, 57%) or high (6/14, 43%) risk (Figure
2), commonly due to baseline confounding and issues similar
to those in the RCTs (see Multimedia Appendix 2 [48,50-99]
for a detailed overview of the risk of bias assessments).

Figure 1. Visualization of the risk of bias of randomized controlled trials (n=36).
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Figure 2. Visualization of the risk of bias of nonrandomized studies (n=14).

Data Synthesis
To narratively summarize the findings, IGs with differing
content were treated as distinct, and identical interventions
across studies were grouped [ie, 50-53]. A study was considered
to have a consistent effect if it demonstrated a significant
improvement in food consumption (ie, within-subjects effect)
or if this change was significant compared to a control group
(ie, between-subjects effect). For quantitative synthesis,
standardized mean differences (Cohen d) were calculated. For
pre- and postdesigns, Cohen dav was estimated, which is based
on the mean difference and average SD of both sets of
observations [100,101]. For studies that included both an
intervention and control group, we calculated the effect size
based on the mean pre- and postchange in the treatment group
minus the mean pre- and postchange in the control group,
divided by the pooled pretest SD [102]. This estimation has
proven to be the most recommended effect size for
repeated-measure designs in terms of bias and precision [103].
The variance of this effect size was calculated in R (R
Foundation for Statistical Computing) with equation 25 of
Morris [103], assuming a standard pre- to postintervention
correlation of r=0.50. As an estimate of ρ (ie, the correlation
of effect sizes) is required to develop efficient weights, several
sensitivity analyses were conducted with correlation values of
r=0.10 and r=0.90, which led to the standard size of r=0.5 [104].
Missing data were requested from authors and obtained for 2
papers.

A random-effects meta-analysis was performed, as we aimed
to estimate the mean of a distribution of effects, and we
anticipated heterogeneity in true effect sizes across studies due
to variations in study characteristics [105]. Positive effect sizes
reflect improvements in healthy or sustainable food intake (ie,
increased plant-based consumption or reduced meat
consumption), whereas negative values reflect declines. Effect
sizes were dependent, as studies often contained multiple IGs
compared to a common control, multiple types of food
outcomes, or multiple follow-ups. Including effect sizes from
the same study in a single model creates complications due to
statistical dependence, which violates the assumption of
independent sampling errors. To account for this dependency,
robust variance estimation was performed in R with the packages
metafor, meta, and ClubSandwich [106,107]. This method offers
a robust solution to handle dependency, even when the nature
of the dependence structure is unknown, by grouping effect

sizes based on commonalities (ie, hierarchical clustering) and
accounting for the correlation of sampling errors [107].

In total, 6 outliers and 1 intervention with inconsistent results
were excluded, leaving 41 papers containing 57 interventions,
with 82 effect sizes. Given that NRS represent an important
part of the evidence base in digital intervention research and
the lack of clear consensus on how to best integrate different
types of study designs into meta-analyses [108,109], both RCTs
and NRS were included in the meta-analyses. To assess the
robustness of the findings, we conducted sensitivity analyses
excluding all NRS. The modified method of
Hartung-Knapp-Sidik-Jonkman was applied for greater accuracy

[110]. Heterogeneity was evaluated using the I2 statistic and
prediction intervals (PIs). Although I² is a commonly reported
metric, researchers have noted that it may not be the most
informative indicator of heterogeneity; PIs are often preferred,
as they reflect the distribution of true effects [111,112]. Funnel
plots and Egger test were applied to examine small-study effects;
however, the interpretation of funnel plots should be approached
with caution due to their known limitations [113]. To identify
the conditions under which digital interventions differ in
effectiveness, we conducted a series of exploratory moderator
(ie, subgroup) analyses. More specifically, subgroup analyses
were conducted to examine (1) the stability of effects (ie,
postintervention vs follow-up), as well as variations in
effectiveness based on (2) behavioral goal orientation, (3)
participant age, (4) digital medium, and (5) the presence of each
distinct BCT cluster. Each moderator was examined in a separate
model to avoid overfitting. Moderator analyses were also
conducted for individual BCTs, but results are reported only in
Multimedia Appendix 3 due to the limited number of studies
per BCT and their similarity to the findings from BCT cluster
analyses. More information on the meta-analysis can be found
in Multimedia Appendix 4 [50,51,78,96,100-107,114].

Results

Study Selection
The database searches identified 9318 records in total. Following
the removal of duplicates through the SR Accelerator software
(Bond University) [115], 4765 papers were uploaded to Zotero
for eligibility screening. Titles and abstracts were screened
independently by the first author (KV) and 2 graduate students,
followed by full-text screening. Papers that were commonly
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included by all screeners received a definitive inclusion.
Discrepancies were resolved through discussion with 2
researchers (BS and TS) who had not been involved in the initial
screening process. The final database of included papers was
checked again by 1 reviewer (BS) to ensure that each paper
fulfilled eligibility criteria. The updated search conducted in
September 2025 led to the identification of 2283 additional

records. After deduplication, 1603 records remained and
underwent the same screening procedure, resulting in 6
additional papers being included. This process resulted in 42
papers, with 10 additional studies identified through searching
methods, totaling 52 papers. Figure 3 shows the study selection
process and provides a more detailed summary of each screening
stage, and Figure 4 provides an overview of the updated search.
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Figure 3. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study inclusion.
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Figure 4. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study inclusion for updated search
(September 23, 2025).
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Intervention Characteristics
Of the 52 papers that met the inclusion criteria, 1 paper
contained 2 separate experiments [48], while 2 pairs of papers
reported findings from the same study conducted among the
same sample [54-57]. Therefore, this review contained 51 unique
studies, of which most were RCTs (n=38). The included studies
were published across a wide range of disciplines, including
public health, medical, communication, and psychological
journals, reflecting the interdisciplinary nature of research on
digital interventions and eating behavior. Most studies were
conducted in developed countries, with the majority in the
United States (n=10), followed by Italy (n=9), the United
Kingdom (n=6), Australia (n=5), and other Western countries
such as Denmark (n=2) and Belgium (n=2). Only 4 studies took
place in a developing country, specifically in Mexico (n=2),
China (n=1), and Saudi Arabia (n=1). All studies were published
between 2004 and 2025 and were mostly conducted among
adults (n=24), young adults (n=16), or adolescents (n=6). Some
focused on children (n=1) or child-parent dyads (n=3), while 1
study did not disclose on population type or age [58]. Sample
sizes varied considerably from 28 to 5062 participants at
baseline and 24 to 1788 participants after the intervention.
Altogether, the studies included 24,652 participants at baseline.
More information on the study characteristics can be found in
Multimedia Appendix 5 [48,50-99].

Socioeconomic characteristics were inconsistently reported,
with only 56% (29/52) of the included studies providing relevant
data. The most commonly used indicators were educational
level (24/29, 83%), income (8/29, 28%), and occupation or
working status (5/29, 17%). One study used food assistance as
a proxy for income [54], and 3 incorporated area-based
indicators [59-61]. Nearly all studies that included indicators
were conducted among adults, and only 2 studies reported
socioeconomic characteristics for adolescents. The majority
demonstrated a predominance of participants with higher
educational attainment, with some reporting up to 95% having
tertiary education or International Standard Classification of
Education levels 3 to 8. Similarly, among studies reporting
income data, the proportion of participants in the lowest income
category was small, ranging from 3.5% to 21%, with the
exception of 1 study that reported an equal distribution between
low- and middle-income groups [62]. While some studies
controlled for socioeconomic indicators, few included them as
moderators or created subgroups. Only 4 studies explicitly
examined the role of SES in intervention effectiveness, of which
3 found significant effects on food intake among lower SES
participants [56,57,62]. Additionally, Lim et al [63] found that
income correlated with increased legume intake and decreased
intention to consume animal-based foods. However, due to the
limited and inconsistent reporting of SES as well as the
underrepresentation of individuals from lower socioeconomic
backgrounds, the planned moderator analysis based on SES was
not feasible.

Across the 52 papers, a total of 69 digital interventions (k) were
assessed. Intervention duration and intensity varied widely,
spanning from 1 week to 6 months. While some were self-paced,
most delivered content at intervals ranging from once a week
to twice daily. The majority focused on promoting fruit and

vegetable intake (FVI; 61%) as an indicator of healthy and
sustainable eating behavior. A smaller proportion addressed the
reduction of meat consumption (19%) or a broader healthy and
sustainable diet (20%; eg, Mediterranean diet). Most
interventions used SMS text messaging (41%) or websites
(25%), followed by social media (13%), mobile apps (9%),
games (7%), and emails (4%).

Use of BCTs
In total, 53 unique BCTs were identified belonging to 15 of the
16 hierarchical clusters of the BCTTv1. The most frequently
used BCT clusters were “goals and planning” (65%), “natural
consequences” (64%), “feedback and monitoring” (52%), and
“comparison of behavior” (41%). The number of BCTs per
intervention ranged from 1 to 21, with an average of 6 (SD 4.5).
More information on the prevalence of each BCT can be found
in Multimedia Appendix 6.

Narrative Summary of Findings by Digital Medium

SMS Text Messaging Interventions
Among the 28 SMS text messaging interventions, 22 (79%)
showed significant effects. Most SMS text messaging
interventions incorporated BCTs that aimed to inform
participants about the consequences of unhealthy or
unsustainable eating (BCT cluster 5; 86%). Some facilitated
goal setting and planning (BCT cluster 1; 50%) or provided
feedback and supported self-monitoring (BCT cluster 2; 25%).
SMS text messaging interventions that draw on BCTs from
clusters 5 and 2 appeared particularly promising, with significant
effects in 79% and 71% of cases, respectively. Those based on
cluster 1 were less consistently effective, with just over half
(57%) yielding significant outcomes.

In total, 6 of 8 (75%) interventions targeting adults reported
effects on eating behavior [59,64-66]. For instance, Carfora and
Catellani [64] showed that a 2-week SMS text messaging
intervention significantly increased legume intake and reduced
meat consumption compared to a passive control group. The
most effective messages leveraged dynamic norms that highlight
an increase in people engaging in healthy and sustainable eating
behavior. In contrast, 2 interventions aiming to improve adults’
FVI were unsuccessful [59,66]. Both studies might have had
an insufficient intervention dose to foster behavior change, as
participants only received messages 2 times per week or 5 times
per month.

Among young adults (aged 18‐30 years), 16 SMS text
messaging interventions were evaluated. Nearly all interventions
(88%) demonstrated significant positive impacts on eating
behavior, particularly in reducing meat intake. In total, 12
interventions decreased red or processed meat consumption,
with effects lasting up to 8 weeks after the intervention [67-72].
Incorporating dynamic norms into SMS text messages about
the environmental impact of meat seemed to enlarge the effects
[71], which aligns with findings among adults [64]. Although
most interventions successfully targeted meat reduction, those
focusing on increasing intake of plant-based foods (k=4) showed
mixed results [63,73,74].
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A smaller subset of SMS text messaging interventions focused
on adolescents (aged 14‐19 years; k=4), with 75% reporting
significant effects [75,76,116]. One study reported significant
differences in FVI change between intervention and control,
but this was primarily due to a sharp postintervention decline
in the control group rather than an increase in FVI in the IG
[75]. On the contrary, Pedersen et al [76] did not find significant
improvements in FVI compared to the control group, likely due
to low participant engagement, as positive changes were
observed only among those who sent more than 50% of the
SMS text messages.

Web-Based Interventions
Studies assessing the effectiveness of web-based interventions
(k=16) reported limited significant results [50,51,56-62,77-83]:
7 (44%) interventions showed mixed effects due to inconsistent
effects across time points or eating outcomes, and 5 found no
significant effects. Almost all web-based interventions included
BCTs related to goal setting and planning (BCT cluster 1; 94%)
and feedback and monitoring (BCT cluster 2; 81%). Other
commonly used techniques targeted knowledge (BCT cluster
4; 63%), comparison of behavior (BCT cluster 6; 56%), and
social support (BCT cluster 3; 50%). Incorporating feedback
and monitoring was effective in 85% of cases, and 80% of the
interventions targeting knowledge demonstrated effects.

Among the 14 interventions targeting adults, the most promising
were the web-based self-regulation interventions. The study of
Plaete et al [50] reported significant improvements in FVI, but
the feasibility study only noted an effect for fruit consumption
[51]. Similarly, Frie et al [52] and Stewart et al [53] examined
the effects of a self-regulation intervention on meat intake,
observing reductions in meat consumption 1 week after the
intervention but not at 1-month follow-up. Other interventions
among adults showed limited success, as they either only had
significant effects during the intervention that did not persist
afterward [75] or because intake increased only for specific
subgroups of the sample [62,81]. In total, 4 web-based
interventions did not improve adults’eating behavior compared
to the control group [56,57,60,78].

Only 2 interventions targeted the eating behavior of younger
age groups. Chamberland et al [61] tested the impact of a
web-based school intervention on adolescents aged 14 to 16
years, while Røed et al [80] developed a website for parents
that focused on creating a healthy food environment to indirectly
improve children’s FVI. Both studies showed significant
postintervention effects on FVI, but the effects did not persist
at 3- to 6-month follow-up.

Social Media Interventions
In total, 9 interventions tested the effectiveness of a social media
intervention, with 5 reporting significant effects. The most
frequently incorporated BCT clusters were goals and planning
(BCT cluster 1; 67%), social support (BCT cluster 3; 44%),
natural consequences (BCT cluster 5; 56%), and comparison
of behavior (BCT cluster 6; 56%). BCT clusters 3 and 6 appear
most promising in social media intervention, as 75% and 80%
of the interventions using them demonstrated significant effects.

In total, 4 interventions were conducted among young adults,
4 among adults, and 1 did not report the target group of the
intervention. In 1 study of Kilb et al [48], young adults
participated as dyads in an intervention, in which senders were
asked to post about fruit and vegetables on Facebook, and
network members were exposed to these messages. Neither
senders nor network members significantly increased their FVI
compared to control dyads. In contrast, the second study of this
paper found that both private and public self-monitoring via
social media increased FVI [48]. Similarly, Meng et al [84]
showed that group-based self-tracking on a
(researcher-developed) social network website led to a greater
increase in FVI compared with individual self-tracking. A recent
study of Hawkins et al [85] highlighted that mere exposure to
healthy food content on Instagram can improve young adults’
FVI.

Among adults, an intervention with support groups reported a
significant increase in FVI during the intervention, but these
effects were not maintained at follow-up [86]. In Ng et al [87],
participants’ FVI increased after completing a 4-week
intervention containing recipes and videos delivered via
Facebook. Carreño Enciso et al [88] tested an educational
intervention delivered via Instagram or Facebook but found no
significant effects on adherence to the Mediterranean diet.
Weber and Nigg [58] tested an intervention containing
motivational YouTube videos related to healthy eating. No
changes were observed in FVI, which may be due to the low
intervention dose (ie, only 6 exposures) and the requirement
for participants to actively expose themselves to the intervention.

Mobile App Interventions
Mobile apps were used in 7 interventions. All incorporated
feedback and monitoring techniques (BCT cluster 2), while 5
interventions also applied BCTs related to goals and planning
(BCT cluster 1), and 4 addressed the consequences of unhealthy
eating (BCT cluster 5). However, the effectiveness of these
techniques within mobile app interventions appears limited, as
only 40%‐57% of the interventions incorporating these clusters
reported significant effects.

In total, 3 of 7 app-based interventions reported significant
effects. Hendrie et al [89] tested an app that included different
sections with recipes and feedback in a real-world setting and
found an increase in vegetable intake. The PersuHabit app of
Vázquez-Paz et al [90] effectively targeted parents in order to
promote FVI among young children, and Liu et al [91] found
that a food evaluation app significantly improved the
animal-to-plant food ratio in employees’ lunches. These studies
were conducted among adults, while the 4 interventions showing
no or mixed results targeted (pre or late) adolescents (aged
9‐18 years) [92-94].

Interventions Using Games or Emails
While apps appear to be more effective among adults, games
tend to yield better results in child populations. The
FoodRateMaster game of Espinosa-Curiel et al [95] significantly
increased FVI intake among children. Thompson et al [96]
targeted both parents and children to improve children’s FVI
and found that games were effective in improving children’s
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diets, but only when they contained action planning. One study
tested an intervention featuring 3 games among adults but found
no improvement in their FVI [97]. However, it is important to
note that this was one of the oldest studies included in this
review; therefore, the gaming experience may have differed
from those of more recent studies. Since 6 BCT clusters were
applied in over 80% of the game-based interventions, it is
difficult to explore the most used and promising BCTs in gaming
interventions.

A limited number of studies tested email interventions (k=3).
Rompotis et al [74] found that habit-based messages providing
strategies to strengthen the automaticity of FVI were more
effective in improving young adults’ fruit intake compared to
general nutrition information, regardless of whether the
messages were sent via texting or email. Block et al [98]
reported similar results for a worksite email intervention among
adults. One study did not find significant effects on young
adults’ FVI [99], which could be explained by the limited
intervention dose (30 days with emails every 3 days), compared
to the 2 other interventions, which lasted 8 to 12 weeks [74,98].
All of the emailing interventions included BCTs related to goals
and planning (BCT cluster 1).

Effectiveness of Digital Interventions

Overview
Of the 52 included studies, 41 provided sufficient data for
inclusion in the meta-analysis. The results show a pooled effect

size of 0.33 (95% CI 0.25‐0.42; P<.001), indicating that digital
interventions on average have a small, positive effect on healthy
and sustainable eating behavior. The forest plot in Figure 5
presents the effect size for each intervention with its 95% CI.
Outlier analysis identified 19 potential outliers; however, these
were fairly uniformly distributed. Both the graphical
representation and sensitivity analysis gave no clear indication
of bias (Multimedia Appendix 7). Visual inspection of the funnel
plot for small-study effects suggested limited asymmetry
(Multimedia Appendix 7), which was supported by the
nonsignificant value of the Egger test (P=.18). After removing
high risk-of-bias studies, the analysis yielded similar results
(d=0.36, 95% CI 0.27‐0.45; P<.001). The sensitivity analysis
excluding 8 effect sizes from NRS yielded results highly
consistent with the primary analysis (d=0.32, 95% CI
0.23‐0.41; P<.001), indicating that the findings are robust to
study design. However, heterogeneity statistics revealed

substantial heterogeneity (Q81=559.40; P<.001; τ=0.16; τ2=0.03;

I2=86%), which was supported by the 95% PI, which ranged
from −0.21 to 0.87. Given the substantial heterogeneity, we
cannot be confident that the positive effect is robust. True effects
may vary considerably in settings, with both negative effects
as well as strong positive effects being possible. Moderator
analyses with categorical variables (ie, subgroup analyses) were
conducted to explore between-study variance and provide a
more nuanced understanding of the effectiveness of digital
interventions. Forest plots for the subgroup analyses can be
found in Figure 6.
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Figure 5. Forest plot of standardized mean differences (Cohen d) for the effect of digital interventions on healthy and sustainable eating (ie, increased
plant -based in take  or  reduced meat  in take;  for  s tudy deta i l s ,  see  Mul t imedia  Appendix  5)
[48,51-56,58-60,62-71,73-77,79,80,82,84,85,87-90,92-94,96,98,99,116]. IG: intervention group; PI: prediction interval; SES: socioeconomic status;
SMD: standardized mean difference.
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Figure 6. Forest plot of the pooled standardized mean differences (Cohen d) for each subgroup of the moderator analyses. SMD: standardized mean
difference.

Postintervention and Follow-Up Effects
A meta-analysis with time as covariate yielded similar effect
sizes for outcomes measured during or immediately after the

intervention (d=0.33, 95% CI 0.24‐0.42; P<.001; I2=65%,
95% PI −0.17 to 0.85) and outcomes measured 1 to 6 months
after the intervention (d=0.34, 95% CI 0.20‐0.47; P<.001;

I2=77%, 95% PI −0.29 to 0.84). The test for subgroup
differences shows that there are no significant differences
between postintervention and follow-up effects (QM=0.01, df=1;
P=.91). These results held when analyses were restricted to
RCTs only (Multimedia Appendix 7). This suggests that, on
average, the effectiveness of the digital interventions was quite
stable over time, with no meaningful difference in effect
between the postintervention and follow-up measures.

Behavioral Goal Orientation
The analysis with behavioral goal orientation as a moderator
assessed whether promotion-focused and prevention-focused
interventions differed significantly in effectiveness. Digital
interventions with a promotion focus (k=47), aimed at
encouraging intake of plant-based foods, yielded a statistically

significant, small pooled effect size of d=0.33 (95% CI
0.23‐0.42; P<.001). Heterogeneity was still substantial in this

subgroup (I2=70%, 95% PI −0.23 to 0.88). Prevention-focused
interventions (k=12), all of which targeted reductions in red or
processed meat consumption, demonstrated a slightly larger
pooled effect size of d=0.38 (95% CI 0.20‐0.57; P<.001) and

lower heterogeneity (I2=64%, 95% PI −0.08 to 0.85). The effect
difference between promotion and prevention studies was not
significant (QM=0.29, df=1; P=.59). The sensitivity analysis
restricted to RCTs yielded comparable findings (Multimedia
Appendix 7).

Age Group
Including participant age group as a moderator in the
meta-analysis revealed that digital interventions had the largest
effects among young adults (Table 1). In contrast, the smallest
pooled effect size was found among adolescents; however, this
finding is based on only 6 interventions. The test of moderators
did not indicate a significant difference in pooled effect sizes
across age groups (QM=4.51, df=2; P=.10). Effect estimates
remained consistent when the analysis was restricted to RCTs
(Multimedia Appendix 7).

Table . Meta-analysis for the effect of digital interventions with age group as moderator.

95% PIaI2 (%)95% CIdkAge group

−0.19 to 0.75640.16 to 0.410.28b26Adults

−0.10 to 1.00650.30 to 0.610.46b19Young adults

−0.45 to 0.8486−0.06 to 0.420.186Adolescents

aPI: prediction interval.
bP<.001.

Digital Medium
The analysis with type of digital medium as moderator was
significant (QM=8.49, df=3; P=.03), indicating that the mode
of delivery modified the pooled effect. Interventions delivered

via social media or SMS text messages yielded the largest effect
sizes (Table 2). Despite the low number of social media
interventions, pairwise comparison showed a significant
subgroup difference with higher effectiveness for social media
than for SMS text messaging (z=2.23; P=.03), website (z=2.56;
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P=.01), and mobile app interventions (z=2.64; P=.01). The
heterogeneity score for social media interventions was moderate,
and the positive PI suggests that future social media
interventions are likely to yield positive effects, although the

lower bound is close to 0 (I2=47%, 95% PI 0.01‐1.31).

Exclusion of NRS did not meaningfully alter the results, except
that the subgroup difference between social media and SMS
text messaging interventions was no longer statistically
significant (z=1.72; P=.09). Additionally, the sensitivity analysis
for mobile app interventions could not be conducted due to an
insufficient number of studies (Multimedia Appendix 7).

Table . Meta-analysis for the effect of digital interventions with digital medium as moderator.

95% PIaI2 (%)95% CIdkDigital medium

−0.05 to 0.73620.21 to 0.470.34b24SMS text messaging

−0.25 to 0.80770.13 to 0.430.28b13Website

0.01 to 1.31470.41 to 0.900.65b8Social media

−0.53 to 0.9372−0.07 to 0.430.185Mobile app

aPI: prediction interval.
bP<.001.

BCT Clusters
Meta-analyses with the presence of each BCT cluster found the
largest standardized mean difference for interventions
incorporating prompts or cues (BCT cluster 7), with a pooled
effect size of d=0.62 (95% CI 0.33‐0.91; P<.001). The test of
moderators indicated that interventions including this BCT
cluster were significantly associated with a greater improvement
in eating behavior than those without this cluster (P=.04).
Interventions including social support (cluster 3) and comparison
of behavior (cluster 6) demonstrated higher pooled effect sizes
(d=0.39) compared to those that did not include these BCTs
(d=0.31 and d=0.29, respectively). Although these differences
were not statistically significant (P=.40 and P=.17, respectively),
the numerically higher effect sizes suggest that these BCTs may
still contribute positively to intervention outcomes. The lack of
significance could be attributed to the limited number of studies

incorporating these BCT clusters, underscoring the need for
further research.

Several BCT clusters showed similar effect sizes regardless of
whether they were present in interventions or not. For instance,
feedback and monitoring (cluster 2), repetition and substitution
(cluster 8), and antecedents (cluster 12) had comparable pooled
effect sizes in both subgroups, suggesting no clear added value
of including these BCTs (Table 3). Interventions that
incorporated the BCT clusters “shaping knowledge” (cluster 4)
and “natural consequences” (cluster 5) showed smaller pooled
effect sizes compared to those in which these clusters were
absent; however, these differences were not statistically
significant (P=.07 and P=.35, respectively). Overall, restricting
these moderator analyses to RCTs produced similar results
(Multimedia Appendix 7). Moderator analyses were also
conducted for individual BCTs, which generated similar findings
(Multimedia Appendix 3).
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Table . Meta-analysis for the effect of digital interventions with behavior change technique (BCT) cluster as moderator.

Test of modera-
tors

BCT cluster absentBCT cluster presentBCT cluster

P value95% CIdk95% CIdk

.560.24 to 0.490.37a200.19 to 0.430.31a371. Goals and
planning

>.990.22 to 0.440.33a250.20 to 0.470.33a322. Feedback and
monitoring

.400.22 to 0.400.31a410.21 to 0.560.39a163. Social support

.070.29 to 0.520.40a300.10 to 0.390.25b274. Shaping
knowledge

.350.18 to 0.590.39b180.22 to 0.390.30a395. Natural conse-
quences

.170.18 to 0.390.29a300.27 to 0.510.39a276. Comparison
of behavior

.040.23 to 0.380.30a51−0.10 to 1.250.58a67. Associations

.640.24 to 0.440.34a450.15 to 0.450.30b128. Repetition and
substitution

.600.24 to 0.410.32a48−0.06 to 0.830.3899. Comparison
of outcomes

.720.23 to 0.420.32a440.13 to 0.600.36b1310. Reward and
threat

.970.24 to 0.420.33a510.11 to 0.550.33b612. Antecedents

.090.27 to 0.460.36a470.07 to 0.300.19c1013. Identity

.780.25 to 0.420.34a53−0.74 to 1.320.29414. Scheduled
consequences

.750.24 to 0.430.34a50−0.09 to 0.670.29715. Self-belief

aP<.001.
bP<.01.
cP<.05.

Discussion

Principal Findings
While the meta-analysis found a moderate and statistically
significant overall effect of digital interventions on healthy and
sustainable food consumption, the substantial heterogeneity
observed across studies suggests that these interventions do not
have a consistent effect across all populations and contexts.
Additionally, included studies mostly had a moderate risk of
bias, and together with the inconsistency in effects, this may
reduce the certainty of the evidence regarding the overall
effectiveness of digital interventions. Both the narrative review
and the moderator analyses showed that the effectiveness of
digital interventions varied by multiple characteristics and
settings.

Regarding the food outcomes, interventions preventing
animal-based food consumption and those promoting
plant-based food intake both yielded a significant, moderate
effect. While interventions with a prevention focus yielded a
slightly larger pooled effect size, moderator analyses showed
no significant difference with interventions promoting

plant-based food intake. This contrasts with prior research,
suggesting that a promotion focus is more effective in
encouraging healthy dietary patterns [26,117]. However, this
might be explained by a difference in the food consumption
studied. For example, the studies reviewed by Zlatevska et al
[117] primarily targeted discretionary items such as sugary
drinks and snacks, not meat consumption. Only 1 of the included
interventions in this review combined a prevention and
promotion strategy and found sustained effects at follow-up
[64], highlighting a need for future research to test more
integrative approaches that align closely to the EAT-Lancet
diet.

Both the narrative synthesis and moderator analyses show that
the effectiveness of digital interventions varies by modality.
SMS text messaging interventions had a moderate effect on
healthy and sustainable food intake, with over 75%
demonstrating significant results in the narrative review. Despite
the small number of social media interventions, they had the
strongest effects on eating behavior, being significantly
associated with larger effect sizes than other modes of delivery.
While prior research associates social media use with unhealthy
eating habits [118,119], these findings suggest that social media
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can also be used to positively influence dietary behavior. Since
many consumers engage with food content on social media,
platforms such as Instagram or Facebook hold great potential
to promote healthier and more sustainable eating [120,121].
Social media platforms present unique environments in which
users can form large social networks, allowing them to seek
information about others’ behavior and receive positive
reinforcements for their own behavior. Although the evidence
base remains limited, social media interventions may promote
stronger behavior change for several reasons: they expose users
to peers’ behaviors (social modeling), leverage participants’
existing engagement with the platform to sustain intervention
exposure and retention, and offer interactive features that
facilitate social support [122,123]. Notably, none of the social
media interventions targeted adolescents, despite this being a
key demographic due to their high engagement with social
media and high exposure to unhealthy food marketing [124,125].

These findings suggest that interventions delivered through
accessible and familiar platforms (ie, SMS text messaging or
social media) tend to be more effective than interventions
requiring more intentional user engagement (ie, stand-alone
websites or apps). This difference also links to the amount of
agentic demand (ie, the degree to which participants are required
to engage with the content in order to achieve the intended
outcome) [126,127], though this requires further empirical
testing. The common academic practice of developing digital
interventions via research-created platforms, often used only
briefly and actively throughout the study period, implies a
misalignment with real-world digital behavior [35]. To enhance
ecological validity and long-term behavior change, future studies
could focus on accessible interventions using existing, familiar
platforms [126,128]. While social media interventions were
significantly more effective than interventions via other
platforms, they also present specific challenges for researchers.
As opposed to more controlled intervention environments such
as apps or websites, social media constitute open and dynamic
spaces that are saturated with unhealthy food marketing and
health misinformation [129]. This may dilute or even counteract
intervention effects and can lead to nutrition confusion [130].

A wide range of BCTs was incorporated across the interventions,
and the choice of BCT varied depending on the type of digital
medium used. BCTs targeting goals and planning were most
frequently applied across all interventions, particularly in
web-based interventions. Knowledge-related techniques, such
as providing instructions, were frequently applied, especially
in web-based interventions or games. Communicating the
consequences of unhealthy eating behavior was also a commonly
used cluster of techniques, mainly in SMS text messaging
interventions. Yet, these information-based BCTs were not the
most effective ones. Although definitive conclusions on the
most effective BCT cluster cannot be made due to the limited
number of studies incorporating certain clusters, moderator
analyses [1] indicated that interventions incorporating prompts
or cues (BCT cluster 7) were significantly more effective than
those that did not, yielding a large effect size. Additionally,
interventions targeting social mechanisms through social support
(cluster 3) or comparison of behavior (cluster 6) demonstrated
larger effects, though not significantly larger than those not

including these BCTs. The narrative synthesis further suggests
that social norm communication is an effective strategy, as
several studies with significant effects incorporated descriptive
norms to influence behavior. These findings suggest that future
interventions may benefit from shifting emphasis away from
purely informational strategies (eg, raising awareness or
increasing knowledge) and instead testing techniques that
leverage social influence, peer dynamics, and cues. Previous
research on health interventions also suggests that providing
social support strengthens the impact of digital interventions
[131-133], and that norm communication can gradually reshape
individuals’ perceptions of others’ behavior, prompting them
to align with these evolving norms [134-136].

Finally, while age-related differences in the effect size of the
interventions were not significant, moderator analyses yielded
the strongest effect size for young adults. Due to the limited
number of studies targeting adolescents, conclusions for this
age group cannot be drawn. Regarding SES, most studies
included SES indicators only as control variables rather than
focusing on targeted recruitment, resulting in the
underrepresentation of lower SES individuals. This limited our
ability to conduct subgroup analyses for this population. This
lack of research is concerning, given that food intake is socially
structured, with unhealthy and unsustainable diets being more
prevalent among lower SES individuals [137-139]. While
financial constraints and educational disparities contribute to
these patterns, modifiable psychosocial factors (eg, attitudes,
literacy, desired identity, or social norms) also play a critical
role [140-142]. Despite potential challenges related to digital
access and literacy, it is crucial to reach lower SES populations
in the current digital era to help mitigate health inequalities
related to dietary behavior, especially adolescents, given that
they are highly active on digital platforms. Leveraging platforms
such as social media may help embed interventions within their
daily routines and reduce barriers to participation. Future
research should conduct both targeted testing of interventions
within lower SES groups and exploration of SES moderation
effects to understand intervention effectiveness across
socioeconomic groups.

This review reveals some major gaps in the literature. First,
individuals from lower socioeconomic backgrounds remain
underrepresented in research testing digital interventions. None
of the included studies used subjective measures of SES (ie,
perceptions of own social status) [2] despite evidence that
perceived SES is a strong predictor of health (behavior) even
after controlling for objective indicators [143-145]. Future
research should therefore not only systematically measure SES
but also incorporate subjective indicators more frequently [146].
Second, while the included interventions targeted various age
groups, few studies specifically focused on adolescents. The
handful of studies that included adolescents as participant group
primarily tested web-based or mobile app interventions, which
were among the least effective digital modalities. Both the lack
of research as well as the prominent focus on websites or apps
may explain the smaller effect size for this demographic. Future
research should prioritize low-agentic interventions for
adolescents of different socioeconomic backgrounds, particularly
through social media, as adolescents not only increasingly use
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these platforms, but research also shows that exposure to social
media food content influences their eating behavior [118,124].
Finally, most studies focused on specific food groups,
particularly fruits and vegetables, framing them as key
components of a healthy diet. These findings are similar to
previous systematic reviews on interventions aiming to improve
food consumption [33,147]. While fruits and vegetables are
indeed a critical part of a healthy and sustainable diet,
interventions should also highlight other important components,
such as legumes and whole grain products. Furthermore, rather
than solely focusing on reducing meat consumption,
interventions can promote replacing meat with whole-food
plant-based alternatives, as substituting certain products is often
more achievable than complete elimination [18,64].

Implications
By identifying the conditions in which digital interventions are
most effective for encouraging plant-based eating, this study
offers timely guidance for practitioners in a rapidly evolving
digital landscape. The results of this review suggest that digital
interventions can effectively be implemented to support people
in transitioning to healthier and more sustainable eating
behavior. Given the variability in effectiveness following
intervention characteristics, health care providers and
practitioners should consider selecting digital platforms that
best fit the preferences, literacy, and lifestyle of the target group.
Social media may be particularly useful for delivering
low-threshold interventions in community settings, targeting
mechanisms of social influence for behavior change.
Practitioners are encouraged to adopt evidence-based BCTs that
leverage social influence (ie, social support and demonstration
of behavior) and thus shift emphasis from purely informational
strategies (eg, raising awareness or increasing knowledge).
Collaboration between behavioral scientists and health care
professionals can help ensure that interventions are
evidence-based and aligned with participants’ needs. Special
attention is needed for the participation of underrepresented
groups, more specifically, adolescents and individuals with
lower SES. Future research should use specific strategies to
recruit and engage these vulnerable populations, for example,
through school-based programs or partnerships with community
organizations. Moreover, it is important to ensure that
intervention materials are accessible and inclusive to help reduce
disparities in participation and retention. One way to ensure this
is by actively involving members of the vulnerable group or
trusted intermediaries in the design of the intervention [148].

Limitations
Despite using extensive search strategies, relevant research may
have been overlooked if published in languages other than
English or if they were inaccessible through the selected
databases. The majority of included studies demonstrated
moderate risk of bias, with measurement of outcome bias being
the most prevalent concern due to reliance on self-reported
dietary measures rather than objective assessments. This may
lead to overestimation of intervention effects, as self-report
measures are susceptible to social desirability bias and recall
error. Future research should prioritize objective outcome
measures to strengthen evidence for real-world applicability.

In total, 11 studies could not be included in the meta-analysis
due to insufficient data for effect size calculation. Additionally,
the inconsistency in measuring SES and the scarcity of research
involving participants from lower SES backgrounds hindered
our ability to assess the differential effects of digital
interventions across SES groups. Moreover, the small number
of studies contributing data to certain moderators may have
limited the statistical power to detect potential moderation
effects [149] and restricted our ability to assess their combined
influence. Ideally, a sufficiently large number of studies would
be available to allow the modeling of joint effects, rather than
examining each moderator separately. Furthermore, most
evidence was derived from studies with a moderate risk of bias,
and substantial heterogeneity was present. Although the
subgroup analyses explained some of the observed variation,
these factors may still affect the overall certainty of the evidence.
We did not perform a formal Grading Recommendations
Assessment, Development, and Evaluation assessment to
systematically rate the certainty of the evidence, which limits
our ability to evaluate the confidence in our findings [150].

Another potential limitation is the inclusion of both RCTs and
NRS in the meta-analysis. The appropriateness of combining
different study designs remains debated in the methodological
literature, with studies having inconsistent conclusions about
the risks of pooling RCTs and NRS (eg, achieving statistical
significance only after inclusion of NRS) [109,151,152]. We
retained NRS in our primary analyses for 2 reasons. First,
sensitivity analyses excluding NRS demonstrated that our
findings were robust, with effect estimates, CIs, and
heterogeneity statistics remaining consistent. Second, NRS are
increasingly recognized as valuable sources of evidence, also
within digital intervention research, as ecological validity and
real-world application are important criteria. In this context,
NRS can provide complementary evidence alongside RCTs
[153,154]. However, the pooled estimates should therefore be
interpreted with awareness of some methodological
considerations. RCTs and NRS are susceptible to different types
of bias [151,152]. RCTs face risks related to randomization,
allocation concealment, and blinding, while NRS are prone to
confounding and selection bias, which is reflected in the
different risk-of-bias assessment tools used for each design. The
pooled estimates, therefore, represent weighted averages that
incorporate these different types of bias, which may complicate
direct translation of the results to practice [151,152]. Moreover,
these study designs provide different types of evidence: RCTs
answer questions of effectiveness under controlled conditions,
while NRS can, for instance, address generalizability or
real-world performance [151,153]. Consequently, the primary
findings should be interpreted as reflecting the overall evidence
base for digital interventions, rather than as a pure estimate of
intervention effectiveness derived solely from controlled trials.
Importantly, the consistency of the findings in the sensitivity
analyses restricted to RCTs supports the robustness of the
study’s main conclusions regarding intervention effectiveness.

Other important limitations are with regard to the BCTs.
Categorizing intervention components into BCTs based on study
descriptions and protocols proved challenging, as studies used
varying terminology and levels of detail on the intervention
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content. Similar issues have been highlighted in previous
systematic reviews [36,146]. Therefore, despite the use of a
coding manual and following a training in BCT taxonomy, the
presence of some techniques may have been overlooked. To
enhance the replicability of interventions and accuracy of coding
BCT presence for meta-analyses, future research should describe
intervention content in greater detail and more systematically
by following taxonomies or reporting guidelines [24,155]. It is
also essential to recognize that BCTs are not exhaustive; they
possess a certain level of superficiality. While BCTs can be
implemented in various ways, the content was generalized to a
certain type of BCT, potentially masking variations in their
implementation. For instance, informing participants about the
components of a healthy diet or providing personalized recipes
both fall under the same BCT category (4.1 Instruction on how
to perform the behavior) but represent distinct approaches that
may yield different effects. Moreover, some characteristics of
persuasive communication are overlooked by focusing on BCTs
(eg, framing of information).

Conclusions
This review provides a comprehensive overview of digital
interventions, suggesting that digital interventions can

effectively improve eating behavior, though their success varies
by intervention design and population targeted. Social media
emerge as particularly promising, likely due to their unique
social and interactive features. Importantly, the evidence base
mainly consists of studies with a moderate risk of bias,
highlighting the need for more high-quality studies to confirm
current results. Moreover, the meta-analytic results have a broad
PI, indicating that while the average effect is positive, individual
interventions may range from highly effective to potentially
ineffective, depending on context and design. To our knowledge,
it is one of the first reviews to systematically code the
characteristics of digital interventions, including their mode of
delivery (ie, digital medium), content (ie, BCTs), behavioral
goal orientation (prevention vs promotion), and targeted
demographic (ie, age and SES), and to link these with the
intervention effect size. Despite our aim to explore effects
specifically among low SES groups, the limited available
research restricted our ability to conduct subgroup analyses for
this population. Our findings offer valuable insights for
practitioners and researchers interested in leveraging digital
media for behavior change by providing an evidence base on
the contexts and types of digital interventions that most
effectively promote plant-based eating.

 

Acknowledgments
The authors would like to thank Emma Sageot and Steffi Bellekens for their support with the title, abstract, and full-text screening.
The authors would also like to express their appreciation to Veerle Tuerlinckx, who helped optimize the search string.

Funding
This work was supported by the FEAST project funded by the European Research Executive Agency (grant 101060536) and the
HashTagToFork project funded by Internal Funds KU Leuven (grant C2M/23/007). Views and opinions expressed are, however,
those of the authors only and do not necessarily reflect those of the European Union or the European Research Executive Agency.
Neither the European Union nor the granting authority can be held responsible for them.

Data Availability
All data generated or analyzed during this study are included in Multimedia Appendix 5.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Search string.
[DOCX File, 22 KB - jmir_v28i1e80821_app1.docx ]

Multimedia Appendix 2
Risk of bias.
[PDF File, 174 KB - jmir_v28i1e80821_app2.pdf ]

Multimedia Appendix 3
Moderator analyses—behavior change techniques.
[DOCX File, 27 KB - jmir_v28i1e80821_app3.docx ]

Multimedia Appendix 4
Calculation of effect sizes and meta-analysis.
[DOCX File, 21 KB - jmir_v28i1e80821_app4.docx ]

J Med Internet Res 2026 | vol. 28 | e80821 | p.356https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app1.docx&filename=eb5b4585-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app1.docx&filename=eb5b4585-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app2.pdf&filename=eb6cf8c1-ecd2-11f0-89d2-ffd68a8a79d1.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app2.pdf&filename=eb6cf8c1-ecd2-11f0-89d2-ffd68a8a79d1.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app3.docx&filename=eb827c91-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app3.docx&filename=eb827c91-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app4.docx&filename=eb9456e1-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app4.docx&filename=eb9456e1-ecd2-11f0-89d2-ffd68a8a79d1.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 5
Study characteristics.
[XLSX File, 27 KB - jmir_v28i1e80821_app5.xlsx ]

Multimedia Appendix 6
Prevalence of behavior change techniques.
[DOCX File, 24 KB - jmir_v28i1e80821_app6.docx ]

Multimedia Appendix 7
Sensitivity analyses.
[PDF File, 215 KB - jmir_v28i1e80821_app7.pdf ]

Checklist 1
PRISMA and PRISMA-S checklist.
[DOCX File, 280 KB - jmir_v28i1e80821_app8.docx ]

References
1. Sun X, Yon DK, Nguyen TT, et al. Dietary and other lifestyle factors and their influence on non-communicable diseases

in the Western Pacific region. Lancet Reg Health West Pac 2024 Feb;43:100842. [doi: 10.1016/j.lanwpc.2023.100842]
[Medline: 38456094]

2. Willett W, Rockström J, Loken B, et al. Food in the anthropocene: the EAT–Lancet Commission on healthy diets from
sustainable food systems. Lancet 2019 Feb;393(10170):447-492. [doi: 10.1016/S0140-6736(18)31788-4]

3. Clark M, Tilman D. Comparative analysis of environmental impacts of agricultural production systems, agricultural input
efficiency, and food choice. Environ Res Lett 2017 Jun 1;12(6):064016. [doi: 10.1088/1748-9326/aa6cd5] [Medline:
37829169]

4. Bui LP, Pham TT, Wang F, et al. Planetary Health Diet Index and risk of total and cause-specific mortality in three prospective
cohorts. Am J Clin Nutr 2024 Jul;120(1):80-91. [doi: 10.1016/j.ajcnut.2024.03.019] [Medline: 38960579]

5. Karavasiloglou N, Thompson AS, Pestoni G, et al. Adherence to the EAT-Lancet reference diet is associated with a reduced
risk of incident cancer and all-cause mortality in UK adults. One Earth 2023 Dec 15;6(12):1726-1734. [doi:
10.1016/j.oneear.2023.11.002] [Medline: 38130482]

6. Knuppel A, Papier K, Key TJ, Travis RC. EAT-Lancet score and major health outcomes: the EPIC-Oxford study. Lancet
2019 Jul;394(10194):213-214. [doi: 10.1016/S0140-6736(19)31236-X]

7. Wallace TC, Bailey RL, Blumberg JB, et al. Fruits, vegetables, and health: a comprehensive narrative, umbrella review of
the science and recommendations for enhanced public policy to improve intake. Crit Rev Food Sci Nutr
2020;60(13):2174-2211. [doi: 10.1080/10408398.2019.1632258] [Medline: 31267783]

8. Westhoek H, Lesschen JP, Rood T, et al. Food choices, health and environment: effects of cutting Europe’s meat and dairy
intake. Glob Environ Change 2014 May;26:196-205. [doi: 10.1016/j.gloenvcha.2014.02.004]

9. Yanni AE, Iakovidi S, Vasilikopoulou E, Karathanos VT. Legumes: a vehicle for transition to sustainability. Nutrients
2023 Dec 27;16(1):98. [doi: 10.3390/nu16010098] [Medline: 38201928]

10. Daily consumption of fruit and vegetables by sex, age and educational attainment level. Eurostat. 2022 Apr 4. URL: https:/
/ec.europa.eu/eurostat/databrowser/view/HLTH_EHIS_FV3E__custom_1588514/default/table?lang=en [accessed 2025-12-17]

11. Gibbs J, Cappuccio FP. Plant-based dietary patterns for human and planetary health. Nutrients 2022 Apr 13;14(8):1614.
[doi: 10.3390/nu14081614] [Medline: 35458176]

12. Hughes J, Pearson E, Grafenauer S. Legumes—a comprehensive exploration of global food-based dietary guidelines and
consumption. Nutrients 2022 Jul 27;14(15):3080. [doi: 10.3390/nu14153080] [Medline: 35956258]

13. Vranken L, Avermaete T, Petalios D, Mathijs E. Curbing global meat consumption: emerging evidence of a second nutrition
transition. Environ Sci Policy 2014 May;39:95-106. [doi: 10.1016/j.envsci.2014.02.009]

14. Evans WD, Abroms LC, Broniatowski D, et al. Digital media for behavior change: review of an emerging field of study.
Int J Environ Res Public Health 2022 Jul 26;19(15):9129. [doi: 10.3390/ijerph19159129] [Medline: 35897494]

15. Folkvord F. The promotion of healthy foods: a review of the literature and theoretical framework. In: The Psychology of
Food Marketing and Overeating: Routledge; 2019. [doi: 10.4324/9780429274404-8]

16. Beck Silva KB, Miranda Pereira E, Santana MD, Costa PRF, Silva RDC. Effects of computer-based interventions on food
consumption and anthropometric parameters of adolescents: a systematic review and metanalysis. Crit Rev Food Sci Nutr
2024;64(6):1617-1631. [doi: 10.1080/10408398.2022.2118227] [Medline: 36062829]

17. Chen Y, Perez-Cueto FJA, Giboreau A, Mavridis I, Hartwell H. The promotion of eating behaviour change through digital
interventions. IJERPH 2020;17(20):7488. [doi: 10.3390/ijerph17207488]

J Med Internet Res 2026 | vol. 28 | e80821 | p.357https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app5.xlsx&filename=eba60a21-ecd2-11f0-89d2-ffd68a8a79d1.xlsx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app5.xlsx&filename=eba60a21-ecd2-11f0-89d2-ffd68a8a79d1.xlsx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app6.docx&filename=ebb99221-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app6.docx&filename=ebb99221-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app7.pdf&filename=ebcbe1a1-ecd2-11f0-89d2-ffd68a8a79d1.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app7.pdf&filename=ebcbe1a1-ecd2-11f0-89d2-ffd68a8a79d1.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app8.docx&filename=ebe07b11-ecd2-11f0-89d2-ffd68a8a79d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e80821_app8.docx&filename=ebe07b11-ecd2-11f0-89d2-ffd68a8a79d1.docx
http://dx.doi.org/10.1016/j.lanwpc.2023.100842
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38456094&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(18)31788-4
http://dx.doi.org/10.1088/1748-9326/aa6cd5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37829169&dopt=Abstract
http://dx.doi.org/10.1016/j.ajcnut.2024.03.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38960579&dopt=Abstract
http://dx.doi.org/10.1016/j.oneear.2023.11.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38130482&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(19)31236-X
http://dx.doi.org/10.1080/10408398.2019.1632258
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31267783&dopt=Abstract
http://dx.doi.org/10.1016/j.gloenvcha.2014.02.004
http://dx.doi.org/10.3390/nu16010098
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38201928&dopt=Abstract
https://ec.europa.eu/eurostat/databrowser/view/HLTH_EHIS_FV3E__custom_1588514/default/table?lang=en
https://ec.europa.eu/eurostat/databrowser/view/HLTH_EHIS_FV3E__custom_1588514/default/table?lang=en
http://dx.doi.org/10.3390/nu14081614
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35458176&dopt=Abstract
http://dx.doi.org/10.3390/nu14153080
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35956258&dopt=Abstract
http://dx.doi.org/10.1016/j.envsci.2014.02.009
http://dx.doi.org/10.3390/ijerph19159129
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35897494&dopt=Abstract
http://dx.doi.org/10.4324/9780429274404-8
http://dx.doi.org/10.1080/10408398.2022.2118227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36062829&dopt=Abstract
http://dx.doi.org/10.3390/ijerph17207488
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Hsu MSH, Rouf A, Allman-Farinelli M. Effectiveness and behavioral mechanisms of social media interventions for positive
nutrition behaviors in adolescents: a systematic review. J Adolesc Health 2018 Nov;63(5):531-545. [doi:
10.1016/j.jadohealth.2018.06.009] [Medline: 30197198]

19. Livingstone KM, Rawstorn JC, Partridge SR, et al. Digital behaviour change interventions to increase vegetable intake in
adults: a systematic review. Int J Behav Nutr Phys Act 2023 Mar 27;20(1):36. [doi: 10.1186/s12966-023-01439-9] [Medline:
36973716]

20. Al-Dhahir I, Reijnders T, Faber JS, et al. The barriers and facilitators of eHealth-based lifestyle intervention programs for
people with a low socioeconomic status: scoping review. J Med Internet Res 2022 Aug 24;24(8):e34229. [doi: 10.2196/34229]
[Medline: 36001380]

21. Webb TL, Joseph J, Yardley L, Michie S. Using the internet to promote health behavior change: a systematic review and
meta-analysis of the impact of theoretical basis, use of behavior change techniques, and mode of delivery on efficacy. J
Med Internet Res 2010 Feb 17;12(1):e4. [doi: 10.2196/jmir.1376] [Medline: 20164043]

22. Michie S, West R, Sheals K, Godinho CA. Evaluating the effectiveness of behavior change techniques in health-related
behavior: a scoping review of methods used. Transl Behav Med 2018 Mar 1;8(2):212-224. [doi: 10.1093/tbm/ibx019]
[Medline: 29381786]

23. Carey RN, Connell LE, Johnston M, et al. Behavior change techniques and their mechanisms of action: a synthesis of links
described in published intervention literature. Ann Behav Med 2018;10. [doi: 10.1093/abm/kay078]

24. Michie S, Richardson M, Johnston M, et al. The behavior change technique taxonomy (v1) of 93 hierarchically clustered
techniques: building an international consensus for the reporting of behavior change interventions. Ann Behav Med 2013
Aug;46(1):81-95. [doi: 10.1007/s12160-013-9486-6] [Medline: 23512568]

25. Michie S, Abraham C, Whittington C, McAteer J, Gupta S. Effective techniques in healthy eating and physical activity
interventions: a meta-regression. Health Psychol 2009 Nov;28(6):690-701. [doi: 10.1037/a0016136] [Medline: 19916637]

26. Kachwaha S, Kim SS, Das JK, et al. Behavior change interventions to address unhealthy food consumption: a scoping
review. Curr Dev Nutr 2024 Mar;8(3):102104. [doi: 10.1016/j.cdnut.2024.102104] [Medline: 38482184]

27. Hedin B, Katzeff C, Eriksson E, Pargman D. A systematic review of digital behaviour change interventions for more
sustainable food consumption. Sustainability 2019;11(9):2638. [doi: 10.3390/su11092638]

28. Klassen KM, Douglass CH, Brennan L, Truby H, Lim MSC. Social media use for nutrition outcomes in young adults: a
mixed-methods systematic review. Int J Behav Nutr Phys Act 2018 Jul 24;15(1):70. [doi: 10.1186/s12966-018-0696-y]
[Medline: 30041699]

29. Prowse R, Carsley S. Digital interventions to promote healthy eating in children: umbrella review. JMIR Pediatr Parent
2021 Nov 25;4(4):e30160. [doi: 10.2196/30160] [Medline: 34842561]

30. Vargas-Garcia EJ, Evans CEL, Prestwich A, Sykes-Muskett BJ, Hooson J, Cade JE. Interventions to reduce consumption
of sugar-sweetened beverages or increase water intake: evidence from a systematic review and meta-analysis. Obes Rev
2017 Nov;18(11):1350-1363. [doi: 10.1111/obr.12580] [Medline: 28721697]

31. Wolfenden L, Barnes C, Lane C, et al. Consolidating evidence on the effectiveness of interventions promoting fruit and
vegetable consumption: an umbrella review. Int J Behav Nutr Phys Act 2021 Jan 11;18(1):11. [doi:
10.1186/s12966-020-01046-y] [Medline: 33430879]

32. Ashton LM, Sharkey T, Whatnall MC, et al. Effectiveness of interventions and behaviour change techniques for improving
dietary intake in young adults: a systematic review and meta-analysis of RCTs. Nutrients 2019 Apr 11;11(4):825. [doi:
10.3390/nu11040825] [Medline: 30979065]

33. Ghammachi N, Dharmayani PNA, Mihrshahi S, Ronto R. Investigating web-based nutrition education interventions for
promoting sustainable and healthy diets in young adults: a systematic literature review. Int J Environ Res Public Health
2022 Feb 1;19(3):1691. [doi: 10.3390/ijerph19031691] [Medline: 35162714]

34. Curtin E, Green R, Brown KA, et al. The effectiveness of mobile app-based interventions in facilitating behaviour change
towards healthier and more sustainable diets: a systematic review and meta-analysis. Int J Behav Nutr Phys Act 2025 Sep
30;22(1):122. [doi: 10.1186/s12966-025-01823-7] [Medline: 41035009]

35. Hingle M, Patrick H. There are thousands of apps for that: navigating mobile technology for nutrition education and behavior.
J Nutr Educ Behav 2016 Mar;48(3):213-218. [doi: 10.1016/j.jneb.2015.12.009] [Medline: 26965099]

36. Ronteltap A, Bukman AJ, Nagelhout GE, et al. Digital health interventions to improve eating behaviour of people with a
lower socioeconomic position: a scoping review of behaviour change techniques. BMC Nutr 2022 Dec 8;8(1):145. [doi:
10.1186/s40795-022-00635-3] [Medline: 36482430]

37. Tang H, Spreckley M, van Sluijs E, Ahern AL, Smith AD. The impact of social media interventions on eating behaviours
and diet in adolescents and young adults: a mixed methods systematic review protocol. BMJ Open 2024 Apr;14(4):e083465.
[doi: 10.1136/bmjopen-2023-083465]

38. Michie S, Jochelson K, Markham WA, Bridle C. Low-income groups and behaviour change interventions: a review of
intervention content, effectiveness and theoretical frameworks. J Epidemiol Community Health 2009 Aug;63(8):610-622.
[doi: 10.1136/jech.2008.078725] [Medline: 19386612]

J Med Internet Res 2026 | vol. 28 | e80821 | p.358https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.jadohealth.2018.06.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30197198&dopt=Abstract
http://dx.doi.org/10.1186/s12966-023-01439-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36973716&dopt=Abstract
http://dx.doi.org/10.2196/34229
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36001380&dopt=Abstract
http://dx.doi.org/10.2196/jmir.1376
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20164043&dopt=Abstract
http://dx.doi.org/10.1093/tbm/ibx019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29381786&dopt=Abstract
http://dx.doi.org/10.1093/abm/kay078
http://dx.doi.org/10.1007/s12160-013-9486-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23512568&dopt=Abstract
http://dx.doi.org/10.1037/a0016136
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19916637&dopt=Abstract
http://dx.doi.org/10.1016/j.cdnut.2024.102104
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38482184&dopt=Abstract
http://dx.doi.org/10.3390/su11092638
http://dx.doi.org/10.1186/s12966-018-0696-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30041699&dopt=Abstract
http://dx.doi.org/10.2196/30160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34842561&dopt=Abstract
http://dx.doi.org/10.1111/obr.12580
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28721697&dopt=Abstract
http://dx.doi.org/10.1186/s12966-020-01046-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33430879&dopt=Abstract
http://dx.doi.org/10.3390/nu11040825
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30979065&dopt=Abstract
http://dx.doi.org/10.3390/ijerph19031691
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35162714&dopt=Abstract
http://dx.doi.org/10.1186/s12966-025-01823-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=41035009&dopt=Abstract
http://dx.doi.org/10.1016/j.jneb.2015.12.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26965099&dopt=Abstract
http://dx.doi.org/10.1186/s40795-022-00635-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36482430&dopt=Abstract
http://dx.doi.org/10.1136/bmjopen-2023-083465
http://dx.doi.org/10.1136/jech.2008.078725
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19386612&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


39. Karimi N, Opie R, Crawford D, O’Connell S, Ball K. Digitally delivered interventions to improve nutrition behaviors
among resource-poor and ethnic minority groups with type 2 diabetes: systematic review. J Med Internet Res 2023;26:e42595.
[doi: 10.2196/42595] [Medline: 37490331]

40. Page MJ, Moher D, Bossuyt PM, et al. PRISMA 2020 explanation and elaboration: updated guidance and exemplars for
reporting systematic reviews. BMJ 2021 Mar 29;372:n160. [doi: 10.1136/bmj.n160] [Medline: 33781993]

41. Rethlefsen ML, Kirtley S, Waffenschmidt S, et al. PRISMA-S: an extension to the PRISMA Statement for Reporting
Literature Searches in Systematic Reviews. Syst Rev 2021 Jan 26;10(1):39. [doi: 10.1186/s13643-020-01542-z] [Medline:
33499930]

42. Dykes J, Brunner EJ, Martikainen PT, Wardle J. Socioeconomic gradient in body size and obesity among women: the role
of dietary restraint, disinhibition and hunger in the Whitehall II study. Int J Obes 2004 Feb;28(2):262-268. [doi:
10.1038/sj.ijo.0802523]

43. Michie S, van Stralen MM, West R. The behaviour change wheel: a new method for characterising and designing behaviour
change interventions. Implement Sci 2011 Dec;6(1). [doi: 10.1186/1748-5908-6-42]

44. Cochrane handbook for systematic reviews of interventions (current version). Cochrane. URL: https://training.cochrane.org/
handbook/current [accessed 2025-12-17]

45. Eldridge S, Campbell MK, Campbell MJ, et al. A revised Cochrane risk of bias tool for randomized trials (RoB 2). Additional
considerations for cluster-randomized trials (RoB 2 CRT). 2021 Mar 18. URL: https://drive.google.com/file/d/
1yDQtDkrp68_8kJiIUdbongK99sx7RFI-/view [accessed 2025-12-27]

46. Sterne JA, Hernán MA, Reeves BC, et al. ROBINS-I: a tool for assessing risk of bias in non-randomised studies of
interventions. BMJ 2016 Oct 12;355:i4919. [doi: 10.1136/bmj.i4919] [Medline: 27733354]

47. Sterne JAC, Savović J, Page MJ, et al. RoB 2: a revised tool for assessing risk of bias in randomised trials. BMJ 2019 Aug
28;366:l4898. [doi: 10.1136/bmj.l4898] [Medline: 31462531]

48. Kilb M, Giese H, Mata J. How eating-related social media postings influence healthy eating in senders and network members:
two field experiments with intensive longitudinal data. Appetite 2023 Mar 1;182:106430. [doi: 10.1016/j.appet.2022.106430]
[Medline: 36549365]

49. McGuinness LA, Higgins JPT. Risk-of-bias VISualization (robvis): an R package and Shiny web app for visualizing
risk-of-bias assessments. Res Synth Methods 2021 Jan;12(1):55-61. [doi: 10.1002/jrsm.1411] [Medline: 32336025]

50. Plaete J, Crombez G, Van der Mispel C, Verloigne M, Van Stappen V, De Bourdeaudhuij I. Effect of the web-based
intervention MyPlan 1.0 on self-reported fruit and vegetable intake in adults who visit general practice: a quasi-experimental
trial. J Med Internet Res 2016 Feb 29;18(2):e47. [doi: 10.2196/jmir.5252] [Medline: 26929095]

51. Plaete J, De Bourdeaudhuij I, Verloigne M, Crombez G. Acceptability, feasibility and effectiveness of an eHealth behaviour
intervention using self-regulation: “MyPlan”. Patient Educ Couns 2015 Jul 26;98(12):1617-1624. [doi:
10.1016/j.pec.2015.07.014] [Medline: 26277282]

52. Frie K, Stewart C, Piernas C, Cook B, Jebb SA. Effectiveness of an Online Programme to Tackle Individual’s Meat Intake
through SElf-regulation (OPTIMISE): a randomised controlled trial. Eur J Nutr 2022 Aug;61(5):2615-2626. [doi:
10.1007/s00394-022-02828-9] [Medline: 35244757]

53. Stewart C, Piernas C, Frie K, Cook B, Jebb SA. Evaluation of OPTIMISE (Online Programme to Tackle Individual’s Meat
Intake Through Self-regulation): cohort study. J Med Internet Res 2022 Dec 12;24(12):e37389. [doi: 10.2196/37389]
[Medline: 36508245]

54. Papadaki A, Scott JA. The Mediterranean eating in Scotland experience project: evaluation of an internet-based intervention
promoting the Mediterranean diet. Br J Nutr 2005 Aug;94(2):290-298. [doi: 10.1079/bjn20051476] [Medline: 16115365]

55. Papadaki A, Scott JA. Follow-up of a web-based tailored intervention promoting the Mediterranean diet in Scotland. Patient
Educ Couns 2008 Nov;73(2):256-263. [doi: 10.1016/j.pec.2008.05.030] [Medline: 18640000]

56. Springvloet L, Lechner L, de Vries H, Candel MJJM, Oenema A. Short- and medium-term efficacy of a web-based
computer-tailored nutrition education intervention for adults including cognitive and environmental feedback: randomized
controlled trial. J Med Internet Res 2015 Jan 19;17(1):e23. [doi: 10.2196/jmir.3837] [Medline: 25599828]

57. Springvloet L, Lechner L, de Vries H, Oenema A. Long-term efficacy of a web-based computer-tailored nutrition education
intervention for adults including cognitive and environmental feedback: a randomized controlled trial. BMC Public Health
2015 Apr 12;15(1):372. [doi: 10.1186/s12889-015-1707-4] [Medline: 25887891]

58. Weber J, Nigg CR. Promoting fruit and vegetable consumption during the COVID-19 pandemic—SportStudisMoveYou
(SSMY): a randomized controlled trial. AIMS Public Health 2022;9(4):690-702. [doi: 10.3934/publichealth.2022048]
[Medline: 36636149]

59. Power JM, Bersamin A. A text messaging intervention (Txt4HappyKids) to promote fruit and vegetable intake among
families with young children: pilot study. JMIR Form Res 2018 Jul 6;2(2):e13. [doi: 10.2196/formative.8544] [Medline:
30684412]

60. Buller DB, Woodall WG, Zimmerman DE, et al. Randomized trial on the 5 a day, the Rio Grande Way Website, a web-based
program to improve fruit and vegetable consumption in rural communities. J Health Commun 2008;13(3):230-249. [doi:
10.1080/10810730801985285] [Medline: 18569356]

J Med Internet Res 2026 | vol. 28 | e80821 | p.359https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/42595
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37490331&dopt=Abstract
http://dx.doi.org/10.1136/bmj.n160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33781993&dopt=Abstract
http://dx.doi.org/10.1186/s13643-020-01542-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33499930&dopt=Abstract
http://dx.doi.org/10.1038/sj.ijo.0802523
http://dx.doi.org/10.1186/1748-5908-6-42
https://training.cochrane.org/handbook/current
https://training.cochrane.org/handbook/current
https://drive.google.com/file/d/1yDQtDkrp68_8kJiIUdbongK99sx7RFI-/view
https://drive.google.com/file/d/1yDQtDkrp68_8kJiIUdbongK99sx7RFI-/view
http://dx.doi.org/10.1136/bmj.i4919
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27733354&dopt=Abstract
http://dx.doi.org/10.1136/bmj.l4898
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31462531&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2022.106430
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36549365&dopt=Abstract
http://dx.doi.org/10.1002/jrsm.1411
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32336025&dopt=Abstract
http://dx.doi.org/10.2196/jmir.5252
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26929095&dopt=Abstract
http://dx.doi.org/10.1016/j.pec.2015.07.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26277282&dopt=Abstract
http://dx.doi.org/10.1007/s00394-022-02828-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35244757&dopt=Abstract
http://dx.doi.org/10.2196/37389
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36508245&dopt=Abstract
http://dx.doi.org/10.1079/bjn20051476
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16115365&dopt=Abstract
http://dx.doi.org/10.1016/j.pec.2008.05.030
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18640000&dopt=Abstract
http://dx.doi.org/10.2196/jmir.3837
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25599828&dopt=Abstract
http://dx.doi.org/10.1186/s12889-015-1707-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25887891&dopt=Abstract
http://dx.doi.org/10.3934/publichealth.2022048
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36636149&dopt=Abstract
http://dx.doi.org/10.2196/formative.8544
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30684412&dopt=Abstract
http://dx.doi.org/10.1080/10810730801985285
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18569356&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


61. Chamberland K, Sanchez M, Panahi S, Provencher V, Gagnon J, Drapeau V. The impact of an innovative web-based school
nutrition intervention to increase fruits and vegetables and milk and alternatives in adolescents: a clustered randomized
trial. Int J Behav Nutr Phys Act 2017 Oct 16;14(1):140. [doi: 10.1186/s12966-017-0595-7] [Medline: 29037203]

62. Nakamura S, Inayama T, Harada K, Arao T. Reduction in vegetable intake disparities with a web-based nutrition education
intervention among lower-income adults in Japan: randomized controlled trial. J Med Internet Res 2017 Nov 24;19(11):e377.
[doi: 10.2196/jmir.8031] [Medline: 29175810]

63. Lim TJ, Okine RN, Kershaw JC. Health- or environment-focused text messages as a potential strategy to increase plant-based
eating among young adults: an exploratory study. Foods 2021 Dec 19;10(12):3147. [doi: 10.3390/foods10123147] [Medline:
34945698]

64. Carfora V, Catellani P. Legumes or meat? The effectiveness of recommendation messages towards a plant-based diet
depends on people’s identification with flexitarians. Nutrients 2023;15(1):15. [doi: 10.3390/nu15010015]

65. Carfora V, Morandi M, Catellani P. The effect of message framing in promoting the Mediterranean diet: the moderating
role of eating self-efficacy. Foods 2022 May 17;11(10):1454. [doi: 10.3390/foods11101454] [Medline: 35627024]

66. Gosliner W, Felix C, Strochlic R, et al. Feasibility and response to the San Diego County, California, Supplemental Nutrition
Assistance Program (SNAP) agency sending food and nutrition text messages to all participants: quasi-experimental
web-based survey pilot study. J Med Internet Res 2023 Apr 19;25:e41021. [doi: 10.2196/41021] [Medline: 37074786]

67. Carfora V, Bertolotti M, Catellani P. Informational and emotional daily messages to reduce red and processed meat
consumption. Appetite 2019 Oct 1;141:104331. [doi: 10.1016/j.appet.2019.104331] [Medline: 31276710]

68. Carfora V, Caso D, Conner M. Correlational study and randomised controlled trial for understanding and changing red
meat consumption: the role of eating identities. Soc Sci Med 2017 Feb;175:244-252. [doi: 10.1016/j.socscimed.2017.01.005]

69. Carfora V, Caso D, Conner M. Randomised controlled trial of a text messaging intervention for reducing processed meat
consumption: the mediating roles of anticipated regret and intention. Appetite 2017 Oct 1;117:152-160. [doi:
10.1016/j.appet.2017.06.025] [Medline: 28651971]

70. Carfora V, Catellani P, Caso D, Conner M. How to reduce red and processed meat consumption by daily text messages
targeting environment or health benefits. J Environ Psychol 2019 Oct;65:101319. [doi: 10.1016/j.jenvp.2019.101319]

71. Carfora V, Zeiske N, van der Werff E, Steg L, Catellani P. Adding dynamic norm to environmental information in messages
promoting the reduction of meat consumption. Environ Commun 2022 Oct 3;16(7):900-919. [doi:
10.1080/17524032.2022.2062019]

72. Wolstenholme E, Poortinga W, Whitmarsh L. Two birds, one stone: the effectiveness of health and environmental messages
to reduce meat consumption and encourage pro-environmental behavioral spillover. Front Psychol 2020;11:577111. [doi:
10.3389/fpsyg.2020.577111] [Medline: 33117243]

73. Brookie KL, Mainvil LA, Carr AC, Vissers MCM, Conner TS. The development and effectiveness of an ecological
momentary intervention to increase daily fruit and vegetable consumption in low-consuming young adults. Appetite 2017
Jan 1;108:32-41. [doi: 10.1016/j.appet.2016.09.015] [Medline: 27642037]

74. Rompotis CJ, Grove JR, Byrne SM. Benefits of habit‐based informational interventions: a randomised controlled trial of
fruit and vegetable consumption. Aust N Z J Public Health 2014 Jun;38(3):247-252. [doi: 10.1111/1753-6405.12232]

75. Gustafson A, Jilcott Pitts SB, McQuerry K, Babtunde O, Mullins J. A mentor-led text-messaging intervention increases
intake of fruits and vegetables and goal setting for healthier dietary consumption among rural adolescents in Kentucky and
North Carolina, 2017. Nutrients 2019 Mar 11;11(3):593. [doi: 10.3390/nu11030593] [Medline: 30862118]

76. Pedersen S, Grønhøj A, Thøgersen J. Texting your way to healthier eating? Effects of participating in a feedback intervention
using text messaging on adolescents’ fruit and vegetable intake. Health Educ Res 2016 Apr;31(2):171-184. [doi:
10.1093/her/cyv104] [Medline: 26850061]

77. Alexander GL, McClure JB, Calvi JH, et al. A randomized clinical trial evaluating online interventions to improve fruit
and vegetable consumption. Am J Public Health 2010 Feb;100(2):319-326. [doi: 10.2105/AJPH.2008.154468] [Medline:
20019315]

78. Dumas AA, Lemieux S, Lapointe A, Provencher V, Robitaille J, Desroches S. Effects of an evidence-informed healthy
eating blog on dietary intakes and food-related behaviors of mothers of preschool- and school-aged children: a randomized
controlled trial. J Acad Nutr Diet 2020 Jan;120(1):53-68. [doi: 10.1016/j.jand.2019.05.016] [Medline: 31519466]

79. Tapper K, Jiga-Boy G, Maio GR, Haddock G, Lewis M. Development and preliminary evaluation of an internet-based
healthy eating program: randomized controlled trial. J Med Internet Res 2014 Oct 10;16(10):e231. [doi: 10.2196/jmir.3534]
[Medline: 25305376]

80. Røed M, Medin AC, Vik FN, et al. Effect of a parent-focused eHealth intervention on children’s fruit, vegetable, and
discretionary food intake (Food4toddlers): randomized controlled trial. J Med Internet Res 2021 Feb 16;23(2):e18311. [doi:
10.2196/18311] [Medline: 33591279]

81. Eckert KF, Agostinelli J, Laila A, et al. Feasibility, acceptability, and preliminary impact of “Supper Heroes”, a family-based
sustainable diet intervention. Appetite 2025 Feb 1;206:107849. [doi: 10.1016/j.appet.2025.107849] [Medline: 39788349]

82. Livingstone KM, Rawstorn JC, Partridge SR, et al. Feasibility of a co-designed and personalised intervention to improve
vegetable intake in rural-dwelling young adults. Int J Behav Nutr Phys Act 2025;22(1):97. [doi: 10.1186/s12966-025-01796-7]

J Med Internet Res 2026 | vol. 28 | e80821 | p.360https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1186/s12966-017-0595-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29037203&dopt=Abstract
http://dx.doi.org/10.2196/jmir.8031
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29175810&dopt=Abstract
http://dx.doi.org/10.3390/foods10123147
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34945698&dopt=Abstract
http://dx.doi.org/10.3390/nu15010015
http://dx.doi.org/10.3390/foods11101454
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35627024&dopt=Abstract
http://dx.doi.org/10.2196/41021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37074786&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2019.104331
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31276710&dopt=Abstract
http://dx.doi.org/10.1016/j.socscimed.2017.01.005
http://dx.doi.org/10.1016/j.appet.2017.06.025
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28651971&dopt=Abstract
http://dx.doi.org/10.1016/j.jenvp.2019.101319
http://dx.doi.org/10.1080/17524032.2022.2062019
http://dx.doi.org/10.3389/fpsyg.2020.577111
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33117243&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2016.09.015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27642037&dopt=Abstract
http://dx.doi.org/10.1111/1753-6405.12232
http://dx.doi.org/10.3390/nu11030593
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30862118&dopt=Abstract
http://dx.doi.org/10.1093/her/cyv104
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26850061&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2008.154468
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20019315&dopt=Abstract
http://dx.doi.org/10.1016/j.jand.2019.05.016
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31519466&dopt=Abstract
http://dx.doi.org/10.2196/jmir.3534
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25305376&dopt=Abstract
http://dx.doi.org/10.2196/18311
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33591279&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2025.107849
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39788349&dopt=Abstract
http://dx.doi.org/10.1186/s12966-025-01796-7
http://www.w3.org/Style/XSL
http://www.renderx.com/


83. Ricci M, Devecchi A, Migliavada R, Piochi M, Torri L. Effect of demographic characteristics and personality traits on
eating patterns in the context of dietary intervention: the EATMED Case Study. Int J Environ Res Public Health 2025 Jul
10;22(7):1095. [doi: 10.3390/ijerph22071095] [Medline: 40724162]

84. Meng J, Peng W, Shin SY, Chung M. Online self-tracking groups to increase fruit and vegetable intake: a small-scale study
on mechanisms of group effect on behavior change. J Med Internet Res 2017 Mar 6;19(3):e63. [doi: 10.2196/jmir.6537]
[Medline: 28264793]

85. Hawkins L, Farrow C, Clayton M, Thomas JM. Can social media be used to increase fruit and vegetable consumption? A
pilot intervention study. Digit Health 2024 Jan;10. [doi: 10.1177/20552076241241262]

86. Inauen J, Bolger N, Shrout PE, et al. Using smartphone‐based support groups to promote healthy eating in daily life: a
randomised trial. Applied Psych Health Well 2017 Nov;9(3):303-323. [doi: 10.1111/aphw.12093]

87. Ng AH, ElGhattis Y, Biesiekierski JR, Moschonis G. Assessing the effectiveness of a 4‐week online intervention on food
literacy and fruit and vegetable consumption in Australian adults: the online MedDiet challenge. Health Social Care Comm
2022 Nov;30. [doi: 10.1111/hsc.13909]

88. Carreño Enciso L, de Mateo Silleras B, de la Cruz Marcos S, Redondo Del Río P. Social media for nutrition education—a
randomized controlled trial to promote fruit and vegetable intake in a university setting: “The University of Valladolid
Community Eats Healthy” Study. Nutrients 2024 Apr 26;16(9):1308. [doi: 10.3390/nu16091308] [Medline: 38732555]

89. Hendrie GA, Hussain MS, Brindal E, James-Martin G, Williams G, Crook A. Impact of a mobile phone app to increase
vegetable consumption and variety in adults: large-scale community cohort study. JMIR Mhealth Uhealth 2019;8(4):e14726.
[doi: 10.2196/14726] [Medline: 31486407]

90. Vázquez-Paz AM, Michel-Nava RM, Delgado-Pérez EE, Lares-Michel M, Espinosa-Curiel IE. Parents’ mHealth app for
promoting healthy eating behaviors in children: feasibility, acceptability, and pilot study. J Med Syst 2022 Sep 16;46(11):70.
[doi: 10.1007/s10916-022-01860-w] [Medline: 36109423]

91. Liu H, Feng J, Shi Z, et al. Effects of a novel applet-based personalized dietary intervention on dietary intakes: a randomized
controlled trial in a real-world scenario. Nutrients 2024;16(4):565. [doi: 10.3390/nu16040565]

92. Elbert SP, Dijkstra A, Oenema A. A mobile phone app intervention targeting fruit and vegetable consumption: the efficacy
of textual and auditory tailored health information tested in a randomized controlled trial. J Med Internet Res 2016 Jun
10;18(6):e147. [doi: 10.2196/jmir.5056] [Medline: 27287823]

93. Ragelienė T, Aschemann-Witzel J, Grønhøj A. Efficacy of a smartphone application-based intervention for encouraging
children’s healthy eating in Denmark. Health Promot Int 2022 Feb 17;37(1). [doi: 10.1093/heapro/daab081]

94. Shatwan IM, Alhefani RS, Bukhari MF, et al. Effects of a smartphone app on fruit and vegetable consumption among Saudi
adolescents: randomized controlled trial. JMIR Pediatr Parent 2023 Feb 9;6:e43160. [doi: 10.2196/43160] [Medline:
36757770]

95. Espinosa-Curiel IE, Pozas-Bogarin EE, Lozano-Salas JL, Martínez-Miranda J, Delgado-Pérez EE, Estrada-Zamarron LS.
Nutritional education and promotion of healthy eating behaviors among Mexican children through video games: design
and pilot test of FoodRateMaster. JMIR Serious Games 2020 Apr 13;8(2):e16431. [doi: 10.2196/16431] [Medline: 32281539]

96. Thompson D, Bhatt R, Vazquez I, et al. Creating action plans in a serious video game increases and maintains child
fruit-vegetable intake: a randomized controlled trial. Int J Behav Nutr Phys Act 2015 Dec;12(1). [doi:
10.1186/s12966-015-0199-z]

97. Buller MK, Kane IL, Dunn AL, Edwards EJ, Buller DB, Liu X. Marketing fruit and vegetable intake with interactive games
on the internet. Soc Mar Q 2009 Mar;15(1_suppl):136-154. [doi: 10.1080/15245000903038316]

98. Block G, Block T, Wakimoto P, Block CH. Demonstration of an e-mailed worksite nutrition intervention program. Prev
Chronic Dis 2004 Oct;1(4):A06. [Medline: 15670437]

99. Kothe EJ, Mullan BA. A randomised controlled trial of a theory of planned behaviour to increase fruit and vegetable
consumption. Fresh facts. Appetite 2014 Jul;78:68-75. [doi: 10.1016/j.appet.2014.03.006] [Medline: 24656949]

100. Cumming G. Understanding the New Statistics: Effect Sizes, Confidence Intervals, and Meta-Analysis: Routledge; 2013.
[doi: 10.4324/9780203807002]

101. Lakens D. Calculating and reporting effect sizes to facilitate cumulative science: a practical primer for t-tests and ANOVAs.
Front Psychol 2013 Nov 26;4:863. [doi: 10.3389/fpsyg.2013.00863] [Medline: 24324449]

102. Lenhard W. Computation of different effect sizes like d, f, r and transformation of different effect sizes. Psychometrica.
URL: https://www.psychometrica.de/effect_size.html [accessed 2025-12-17]

103. Morris SB. Estimating effect sizes from pretest-posttest-control group designs. Organ Res Methods 2008 Apr;11(2):364-386.
[doi: 10.1177/1094428106291059]

104. Hedges LV, Tipton E, Johnson MC. Robust variance estimation in meta-regression with dependent effect size estimates.
Res Synth Methods 2010 Jan;1(1):39-65. [doi: 10.1002/jrsm.5] [Medline: 26056092]

105. Borenstein M, Hedges LV, Higgins JPT, Rothstein HR. A basic introduction to fixed-effect and random-effects models for
meta-analysis. Res Synth Methods 2010 Apr;1(2):97-111. [doi: 10.1002/jrsm.12] [Medline: 26061376]

106. Harrer M, Cuijpers P, Furukawa TA, Ebert DD. Doing Meta-Analysis with R: A Hands-on Guide: Chapman & Hall; 2021.
URL: https://www.routledge.com/Doing-Meta-Analysis-with-R-A-Hands-On-Guide/Harrer-Cuijpers-Furukawa-Ebert/p/
book/9780367610074 [accessed 2025-12-27]

J Med Internet Res 2026 | vol. 28 | e80821 | p.361https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.3390/ijerph22071095
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40724162&dopt=Abstract
http://dx.doi.org/10.2196/jmir.6537
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28264793&dopt=Abstract
http://dx.doi.org/10.1177/20552076241241262
http://dx.doi.org/10.1111/aphw.12093
http://dx.doi.org/10.1111/hsc.13909
http://dx.doi.org/10.3390/nu16091308
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38732555&dopt=Abstract
http://dx.doi.org/10.2196/14726
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31486407&dopt=Abstract
http://dx.doi.org/10.1007/s10916-022-01860-w
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36109423&dopt=Abstract
http://dx.doi.org/10.3390/nu16040565
http://dx.doi.org/10.2196/jmir.5056
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27287823&dopt=Abstract
http://dx.doi.org/10.1093/heapro/daab081
http://dx.doi.org/10.2196/43160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36757770&dopt=Abstract
http://dx.doi.org/10.2196/16431
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32281539&dopt=Abstract
http://dx.doi.org/10.1186/s12966-015-0199-z
http://dx.doi.org/10.1080/15245000903038316
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15670437&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2014.03.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24656949&dopt=Abstract
http://dx.doi.org/10.4324/9780203807002
http://dx.doi.org/10.3389/fpsyg.2013.00863
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24324449&dopt=Abstract
https://www.psychometrica.de/effect_size.html
http://dx.doi.org/10.1177/1094428106291059
http://dx.doi.org/10.1002/jrsm.5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26056092&dopt=Abstract
http://dx.doi.org/10.1002/jrsm.12
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26061376&dopt=Abstract
https://www.routledge.com/Doing-Meta-Analysis-with-R-A-Hands-On-Guide/Harrer-Cuijpers-Furukawa-Ebert/p/book/9780367610074
https://www.routledge.com/Doing-Meta-Analysis-with-R-A-Hands-On-Guide/Harrer-Cuijpers-Furukawa-Ebert/p/book/9780367610074
http://www.w3.org/Style/XSL
http://www.renderx.com/


107. Pustejovsky JE, Tipton E. Meta-analysis with robust variance estimation: expanding the range of working models. Prev
Sci 2022 Apr;23(3):425-438. [doi: 10.1007/s11121-021-01246-3] [Medline: 33961175]

108. Sarri G, Patorno E, Yuan H, et al. Framework for the synthesis of non-randomised studies and randomised controlled trials:
a guidance on conducting a systematic review and meta-analysis for healthcare decision making. BMJ Evid Based Med
2022 Apr;27(2):109-119. [doi: 10.1136/bmjebm-2020-111493] [Medline: 33298465]

109. Yao M, Mei F, Ma Y, et al. Including non-randomized studies of interventions in meta-analyses of randomized controlled
trials changed the estimates in more than a third of the studies: evidence from an empirical analysis. J Clin Epidemiol 2025
Jul;183:111815. [doi: 10.1016/j.jclinepi.2025.111815] [Medline: 40334718]

110. IntHout J, Ioannidis JPA, Borm GF. The Hartung-Knapp-Sidik-Jonkman method for random effects meta-analysis is
straightforward and considerably outperforms the standard DerSimonian-Laird method. BMC Med Res Methodol 2014
Feb 18;14(1):25. [doi: 10.1186/1471-2288-14-25] [Medline: 24548571]

111. Borenstein M. How to understand and report heterogeneity in a meta-analysis: the difference between I-squared and
prediction intervals. Integr Med Res 2023 Dec;12(4):101014. [doi: 10.1016/j.imr.2023.101014] [Medline: 38938910]

112. Borenstein M, Higgins JPT, Hedges LV, Rothstein HR. Basics of meta‐analysis: I2 is not an absolute measure of
heterogeneity. Res Synth Methods 2017;8(1):5-18. [doi: 10.1002/jrsm.1230] [Medline: 28058794]

113. Lau J, Ioannidis JPA, Terrin N, Schmid CH, Olkin I. The case of the misleading funnel plot. BMJ 2006 Sep
16;333(7568):597-600. [doi: 10.1136/bmj.333.7568.597]

114. Hirst RJ, Cragg L, Allen HA. Vision dominates audition in adults but not children: a meta-analysis of the Colavita effect.
Neurosci Biobehav Rev 2018 Nov;94:286-301. [doi: 10.1016/j.neubiorev.2018.07.012] [Medline: 30048672]

115. Forbes C, Greenwood H, Carter M, Clark J. Automation of duplicate record detection for systematic reviews: deduplicator.
Syst Rev 2024 Aug 2;13(1):206. [doi: 10.1186/s13643-024-02619-9] [Medline: 39095913]

116. Carfora V, Caso D, Conner M. Randomized controlled trial of a messaging intervention to increase fruit and vegetable
intake in adolescents: affective versus instrumental messages. Br J Health Psychol 2016 Nov;21(4):937-955. [doi:
10.1111/bjhp.12208] [Medline: 27374753]

117. Zlatevska N, Barton B, Dubelaar C, Hohberger J. Navigating through nutrition labeling effects: a second-order meta-analysis.
J Public Policy Mark 2024 Jan;43(1):76-94. [doi: 10.1177/07439156231158115]

118. Qutteina Y, Hallez L, Raedschelders M, De Backer C, Smits T. Food for teens: how social media is associated with adolescent
eating outcomes. Public Health Nutr 2022 Feb;25(2):290-302. [doi: 10.1017/S1368980021003116] [Medline: 34325764]

119. Ventura V, Cavaliere A, Iannò B. #Socialfood: virtuous or vicious? A systematic review. Trends Food Sci Technol 2021
Apr;110:674-686. [doi: 10.1016/j.tifs.2021.02.018]

120. Cuykx I, Decorte P, Teunissen L, et al. The magic is in the mix: a uses and gratifications approach to the cross-media use
of food-related media content. Food Cult Soc 2024 Aug 7;27(4):1146-1170. [doi: 10.1080/15528014.2023.2263705]

121. Decorte P, Teunissen L, Cuykx I, et al. Media and personal socialization agents toward emerging adults’ recipe choices: a
cluster approach. J Foodserv Bus Res 2025:1-31. [doi: 10.1080/15378020.2024.2448642]

122. Laranjo L, Arguel A, Neves AL, et al. The influence of social networking sites on health behavior change: a systematic
review and meta-analysis. J Am Med Inform Assoc 2015 Jan;22(1):243-256. [doi: 10.1136/amiajnl-2014-002841] [Medline:
25005606]

123. Laranjo L. Social media and health behavior change. In: Syed-Abdul S, Gabarron E, Lau AYS, editors. Participatory Health
Through Social Media: Elsevier eBooks; 2016:83-111. [doi: 10.1016/B978-0-12-809269-9.00006-2]

124. Vogels EA, Gelles-Watnick R, Massarat N. Teens, social media and technology 2022. Pew Research Center. 2022. URL:
https://www.pewresearch.org/internet/2022/08/10/teens-social-media-and-technology-2022/ [accessed 2025-12-27]

125. Qutteina Y, Hallez L, Mennes N, De Backer C, Smits T. What do adolescents see on social media? A diary study of food
marketing images on social media. Front Psychol 2019;10:2637. [doi: 10.3389/fpsyg.2019.02637] [Medline: 31824391]

126. Adams J, Mytton O, White M, Monsivais P. Why are some population interventions for diet and obesity more equitable
and effective than others? The role of individual agency. PLoS Med 2016 Apr;13(4):e1001990. [doi:
10.1371/journal.pmed.1001990] [Medline: 27046234]

127. Garrott K, Ogilvie D, Panter J, et al. Explaining differential socioeconomic effects in population health interventions:
development and application of a new tool to classify intervention agentic demand. Lancet 2023 Nov;402:S3. [doi:
10.1016/S0140-6736(23)02056-1]

128. Heron KE, Smyth JM. Ecological momentary interventions: incorporating mobile technology into psychosocial and health
behaviour treatments. Br J Health Psychol 2010 Feb;15(Pt 1):1-39. [doi: 10.1348/135910709X466063] [Medline: 19646331]

129. Suarez-Lledo V, Alvarez-Galvez J. Prevalence of health misinformation on social media: systematic review. J Med Internet
Res 2020;23(1):e17187. [doi: 10.2196/17187]

130. Nagler RH. Adverse outcomes associated with media exposure to contradictory nutrition messages. J Health Commun
2014;19(1):24-40. [doi: 10.1080/10810730.2013.798384] [Medline: 24117281]

131. Mair JL, Salamanca-Sanabria A, Augsburger M, et al. Effective behavior change techniques in digital health interventions
for the prevention or management of noncommunicable diseases: an umbrella review. Ann Behav Med 2023 Sep
13;57(10):817-835. [doi: 10.1093/abm/kaad041] [Medline: 37625030]

J Med Internet Res 2026 | vol. 28 | e80821 | p.362https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1007/s11121-021-01246-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33961175&dopt=Abstract
http://dx.doi.org/10.1136/bmjebm-2020-111493
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33298465&dopt=Abstract
http://dx.doi.org/10.1016/j.jclinepi.2025.111815
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40334718&dopt=Abstract
http://dx.doi.org/10.1186/1471-2288-14-25
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24548571&dopt=Abstract
http://dx.doi.org/10.1016/j.imr.2023.101014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38938910&dopt=Abstract
http://dx.doi.org/10.1002/jrsm.1230
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28058794&dopt=Abstract
http://dx.doi.org/10.1136/bmj.333.7568.597
http://dx.doi.org/10.1016/j.neubiorev.2018.07.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30048672&dopt=Abstract
http://dx.doi.org/10.1186/s13643-024-02619-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39095913&dopt=Abstract
http://dx.doi.org/10.1111/bjhp.12208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27374753&dopt=Abstract
http://dx.doi.org/10.1177/07439156231158115
http://dx.doi.org/10.1017/S1368980021003116
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34325764&dopt=Abstract
http://dx.doi.org/10.1016/j.tifs.2021.02.018
http://dx.doi.org/10.1080/15528014.2023.2263705
http://dx.doi.org/10.1080/15378020.2024.2448642
http://dx.doi.org/10.1136/amiajnl-2014-002841
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25005606&dopt=Abstract
http://dx.doi.org/10.1016/B978-0-12-809269-9.00006-2
https://www.pewresearch.org/internet/2022/08/10/teens-social-media-and-technology-2022/
http://dx.doi.org/10.3389/fpsyg.2019.02637
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31824391&dopt=Abstract
http://dx.doi.org/10.1371/journal.pmed.1001990
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27046234&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(23)02056-1
http://dx.doi.org/10.1348/135910709X466063
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19646331&dopt=Abstract
http://dx.doi.org/10.2196/17187
http://dx.doi.org/10.1080/10810730.2013.798384
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24117281&dopt=Abstract
http://dx.doi.org/10.1093/abm/kaad041
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37625030&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


132. Ortiz R, Massar RE, McMacken M, Albert SL. Stronger together than apart: the role of social support in adopting a healthy
plant-based eating pattern. Appetite 2024 Jul 1;198:107341. [doi: 10.1016/j.appet.2024.107341] [Medline: 38599245]

133. Seo DC, Niu J. Evaluation of internet-based interventions on waist circumference reduction: a meta-analysis. J Med Internet
Res 2015 Jul 21;17(7):e181. [doi: 10.2196/jmir.3921] [Medline: 26199208]

134. Hawkins LK, Farrow C, Thomas JM. Do perceived norms of social media users’ eating habits and preferences predict our
own food consumption and BMI? Appetite 2020 Jun 1;149:104611. [doi: 10.1016/j.appet.2020.104611] [Medline: 31958481]

135. Robinson E, Fleming A, Higgs S. Prompting healthier eating: testing the use of health and social norm based messages.
Health Psychol 2014 Sep;33(9):1057-1064. [doi: 10.1037/a0034213] [Medline: 24295025]

136. Stok FM, de Ridder DTD, de Vet E, de Wit JBF. Don’t tell me what I should do, but what others do: the influence of
descriptive and injunctive peer norms on fruit consumption in adolescents. Br J Health Psychol 2014 Feb;19(1):52-64. [doi:
10.1111/bjhp.12030] [Medline: 23406475]

137. Darmon N, Drewnowski A. Does social class predict diet quality? Am J Clin Nutr 2008 May;87(5):1107-1117. [doi:
10.1093/ajcn/87.5.1107]

138. De Irala-Estévez J, Groth M, Johansson L, Oltersdorf U, Prättälä R, Martínez-González M. A systematic review of
socio-economic differences in food habits in Europe: consumption of fruit and vegetables. Eur J Clin Nutr 2000 Sep
1;54(9):706-714. [doi: 10.1038/sj.ejcn.1601080]

139. Malo JS, Schafer MH, Stull AJ. Healthy eating in life course context: asymmetric implications of socioeconomic origins
and destinations. Soc Sci Med 2025 May;372:117936. [doi: 10.1016/j.socscimed.2025.117936]

140. Chan EY, Zlatevska N. Jerkies, tacos, and burgers: subjective socioeconomic status and meat preference. Appetite 2019
Jan 1;132:257-266. [doi: 10.1016/j.appet.2018.08.027] [Medline: 30172366]

141. Sawyer ADM, van Lenthe F, Kamphuis CBM, et al. Dynamics of the complex food environment underlying dietary intake
in low-income groups: a systems map of associations extracted from a systematic umbrella literature review. Int J Behav
Nutr Phys Act 2021 Dec;18(1). [doi: 10.1186/s12966-021-01164-1]

142. van der Heijden A, Te Molder H, Jager G, Mulder BC. Healthy eating beliefs and the meaning of food in populations with
a low socioeconomic position: a scoping review. Appetite 2021 Jun 1;161:105135. [doi: 10.1016/j.appet.2021.105135]
[Medline: 33493606]

143. Adler NE, Epel ES, Castellazzo G, Ickovics JR. Relationship of subjective and objective social status with psychological
and physiological functioning: preliminary data in healthy, White women. Health Psychol 2000;19(6):586-592. [doi:
10.1037//0278-6133.19.6.586]

144. Cheon BK, Hong YY. Mere experience of low subjective socioeconomic status stimulates appetite and food intake. Proc
Natl Acad Sci USA 2017 Jan 3;114(1):72-77. [doi: 10.1073/pnas.1607330114]

145. D’Hooge L, Achterberg P, Reeskens T. Mind over matter. The impact of subjective social status on health outcomes and
health behaviors. PLoS ONE 2018;13(9):e0202489. [doi: 10.1371/journal.pone.0202489] [Medline: 30183731]

146. van den Bekerom L, van Gestel LC, Schoones JW, Bussemaker J, Adriaanse MA. Health behavior interventions among
people with lower socio-economic position: a scoping review of behavior change techniques and effectiveness. Health
Psychol Behav Med 2024;12(1):2365931. [doi: 10.1080/21642850.2024.2365931] [Medline: 38903803]

147. Taufik D, Verain MCD, Bouwman EP, Reinders MJ. Determinants of real-life behavioural interventions to stimulate more
plant-based and less animal-based diets: a systematic review. Trends Food Sci Technol 2019 Nov;93:281-303. [doi:
10.1016/j.tifs.2019.09.019]

148. Eppes EV, Augustyn M, Gross SM, Vernon P, Caulfield LE, Paige DM. Engagement with and acceptability of digital media
platforms for use in improving health behaviors among vulnerable families: systematic review. J Med Internet Res
2022;25:e40934. [doi: 10.2196/40934]

149. Richardson M, Garner P, Donegan S. Interpretation of subgroup analyses in systematic reviews: a tutorial. Clin Epidemiol
Glob Health 2019 Jun;7(2):192-198. [doi: 10.1016/j.cegh.2018.05.005]

150. Guyatt GH, Oxman AD, Vist GE, et al. GRADE: an emerging consensus on rating quality of evidence and strength of
recommendations. BMJ 2008 Apr 26;336(7650):924-926. [doi: 10.1136/bmj.39489.470347.AD]

151. Anglemyer A, Horvath HT, Bero L. Healthcare outcomes assessed with observational study designs compared with those
assessed in randomized trials. Cochrane Database Syst Rev 2014;2014(4):MR000034. [doi:
10.1002/14651858.MR000034.pub2]

152. Golder S, Loke YK, Bland M. Meta-analyses of adverse effects data derived from randomised controlled trials as compared
to observational studies: methodological overview. PLoS Med 2011 May;8(5):e1001026. [doi: 10.1371/journal.pmed.1001026]
[Medline: 21559325]

153. Cuello-Garcia CA, Santesso N, Morgan RL, et al. GRADE guidance 24 optimizing the integration of randomized and
non-randomized studies of interventions in evidence syntheses and health guidelines. J Clin Epidemiol 2022 Feb;142:200-208.
[doi: 10.1016/j.jclinepi.2021.11.026]

154. Zhou Y, Yao M, Mei F, et al. Integrating randomized controlled trials and non-randomized studies of interventions to assess
the effect of rare events: a Bayesian re-analysis of two meta-analyses. BMC Med Res Methodol 2024 Sep 27;24(1):219.
[doi: 10.1186/s12874-024-02347-7] [Medline: 39333867]

J Med Internet Res 2026 | vol. 28 | e80821 | p.363https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.appet.2024.107341
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38599245&dopt=Abstract
http://dx.doi.org/10.2196/jmir.3921
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26199208&dopt=Abstract
http://dx.doi.org/10.1016/j.appet.2020.104611
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31958481&dopt=Abstract
http://dx.doi.org/10.1037/a0034213
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24295025&dopt=Abstract
http://dx.doi.org/10.1111/bjhp.12030
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23406475&dopt=Abstract
http://dx.doi.org/10.1093/ajcn/87.5.1107
http://dx.doi.org/10.1038/sj.ejcn.1601080
http://dx.doi.org/10.1016/j.socscimed.2025.117936
http://dx.doi.org/10.1016/j.appet.2018.08.027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30172366&dopt=Abstract
http://dx.doi.org/10.1186/s12966-021-01164-1
http://dx.doi.org/10.1016/j.appet.2021.105135
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33493606&dopt=Abstract
http://dx.doi.org/10.1037//0278-6133.19.6.586
http://dx.doi.org/10.1073/pnas.1607330114
http://dx.doi.org/10.1371/journal.pone.0202489
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30183731&dopt=Abstract
http://dx.doi.org/10.1080/21642850.2024.2365931
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38903803&dopt=Abstract
http://dx.doi.org/10.1016/j.tifs.2019.09.019
http://dx.doi.org/10.2196/40934
http://dx.doi.org/10.1016/j.cegh.2018.05.005
http://dx.doi.org/10.1136/bmj.39489.470347.AD
http://dx.doi.org/10.1002/14651858.MR000034.pub2
http://dx.doi.org/10.1371/journal.pmed.1001026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21559325&dopt=Abstract
http://dx.doi.org/10.1016/j.jclinepi.2021.11.026
http://dx.doi.org/10.1186/s12874-024-02347-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39333867&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


155. Hoffmann TC, Glasziou PP, Boutron I, et al. Better reporting of interventions: template for intervention description and
replication (TIDieR) checklist and guide. BMJ 2014 Mar 7;348(mar07 3):g1687. [doi: 10.1136/bmj.g1687] [Medline:
24609605]

Abbreviations
BCT: behavior change technique
BCTTv1: Behavior Change Technique Taxonomy version 1
FVI: fruit and vegetable intake
IG: intervention group
NRS: nonrandomized study
PI: prediction interval
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PRISMA-S: Preferred Reporting Items for Systematic Reviews and Meta-Analyses Literature Search Extension
RCT: randomized controlled trial
SES: socioeconomic status

Edited by S Brini; submitted 17.Jul.2025; peer-reviewed by B Lam, ME Heidari, N Maye, O Oyetunji, S Narayan; revised version
received 01.Dec.2025; accepted 02.Dec.2025; published 08.Jan.2026.

Please cite as:
Vanwinkelen K, Spruyt B, Smits T
Digital Interventions Targeting Healthy and Sustainable Eating Behavior: Systematic Review and Meta-Analysis
J Med Internet Res 2026;28:e80821
URL: https://www.jmir.org/2026/1/e80821 
doi:10.2196/80821

© Käbi Vanwinkelen, Bram Spruyt, Tim Smits. Originally published in the Journal of Medical Internet Research
(https://www.jmir.org), 8.Jan.2026. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in the Journal of Medical Internet Research (ISSN 1438-8871), is properly
cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright
and license information must be included.

J Med Internet Res 2026 | vol. 28 | e80821 | p.364https://www.jmir.org/2026/1/e80821
(page number not for citation purposes)

Vanwinkelen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1136/bmj.g1687
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24609605&dopt=Abstract
https://www.jmir.org/2026/1/e80821
http://dx.doi.org/10.2196/80821
http://www.w3.org/Style/XSL
http://www.renderx.com/


Diet-Related Health Recommender Systems for Patients With
Chronic Health Conditions: Scoping Review

Xiaolan Dong1*, MD; Bei Yun2*, MD; Anni Pakarinen1,3, PhD; Zhuting Zheng2, MSc; Hao Niu2, PhD; Tian Jin2, MD;

Changrong Yuan2, PhD; Jingting Wang4, PhD
1Department of Nursing Science, University of Turku, Turku, Finland
2School of Nursing, Fudan University, Shanghai, China
3Faculty of Nursing and Physiotherapy, University of Lleida, Lleida, Spain
4School of Nursing, Naval Medical University, 800 Xiangyin Road, Shanghai, China
*these authors contributed equally

Corresponding Author:
Jingting Wang, PhD
School of Nursing, Naval Medical University, 800 Xiangyin Road, Shanghai, China

Abstract

Background: Diet-related Health Recommender Systems (HRSs) have gained attention for their potential to provide personalized
dietary guidance, particularly for patients with chronic conditions. However, studies on diet-related HRSs in health care are
relatively limited.

Objective: This scoping review aims to present the state of current research on diet-related HRSs for patients with chronic
health conditions, identify existing gaps, and suggest future research directions.

Methods: The scoping review was conducted following the Arksey and O’Malley framework and was reported in accordance
with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews)
guidelines. The literature search was conducted in October 2024 across 6 English databases (PubMed, Medline, Embase, Web
of Science Core Collection, IEEE Xplore, and CINAHL) and 4 Chinese databases (SinoMed, CNKI, Wanfang, and VIP). Studies
focusing on diet-related HRSs for patients with chronic conditions were included.

Results: Fifteen studies published between 2010 and 2024 from 9 countries were included. Diet-related HRSs mainly target
adults with chronic diseases, with 9 systems (60%) including users with diabetes and 6 (40%) including users with hypertension.
Nine studies (60%) described functional structures, which were categorized into 4 components: user information, food or diet
recommendations, knowledge and decision support, and data management with additional functions. Recommended content was
categorized into 5 types: food (n=6, 40%), recipes (n=4, 26.67%), diet plans or meal plans (n=3, 20%), recipes and food (n=1,
6.67%), and meals (n=1, 6.67%). Recommendation methods included constraint-based (n=6, 40%), focusing on patients’ dietary
restrictions; preference-based (n=5, 33.33%), considering patients’ food preferences; and hybrid (n=4, 26.67%), combining both
approaches. Of all recommendation technologies, most studies (n=13, 86.67%) applied hybrid approaches, enabling more robust
personalization. For the data used for training, 13 studies (86.67%) explicitly mentioned the data sources, and 10 studies’ (66.67%)
data came from professional organizations and websites. The recommendation process followed a structured workflow. Twelve
studies (80%) evaluated diet-related HRSs using either online or offline methods, while accuracy (n=9, 60%) has been the most
common evaluation criterion. However, no studies went deeper into how these systems affected users’ dietary behaviors over
time.

Conclusions: Diet-related HRSs have the potential to deliver personalized dietary support for patients with chronic diseases,
but current systems show key gaps. Future development must adopt user-centered design, provide practical and actionable dietary
guidance, and use hybrid recommendation techniques to increase precision and clinical relevance. Standardized evaluation methods
and real-world, long-term studies are essential to evaluate the impact of diet-related HRSs on dietary behavior and health outcomes.
Addressing these needs will enable diet-related HRSs to become reliable tools for chronic disease management and patient-centered
care.

Trial Registration: International Platform of Registered Systematic Review and Meta-analysis Protocols INPLASY202550081;
https://inplasy.com/wp-content/uploads/2025/05/INPLASY-Protocol-7837.pdf

(J Med Internet Res 2026;28:e77726)   doi:10.2196/77726
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Introduction

Dietary management is crucial to overall health, especially in
the context of global trends where poor dietary habits have
become a significant factor contributing to weight-related issues
[1]. Statistics from the latest Global Nutrition Report indicated
alarming rates of overweight and obesity among adults, with
40.8% of adult (18 years or older) women and 40.4% of adult
men affected. Conversely, 9.1% of adult women and 8.1 % of
adult men were underweight [2]. Improper dietary management
not only affects body weight but also contributes to the
development of diabetes [3,4], hypertension [5], cardiovascular
diseases [6], chronic kidney disease [7], and inflammatory bowel
disease [8], among others.

The Scientific Research Report on Dietary Guidelines for
Chinese Residents (2021) highlighted that the overweight and
obesity rates among children younger than 6 years old and those
aged 6‐17 years were 10.4% and 19.0%, respectively [9].
Among residents aged 18 years and older, the overweight rate
was 34.3% and the obesity rate was 16.4%, with 50.7% of adults
being overweight or obese [9]. Overweight and obesity are
significant risk factors for cardiovascular diseases, diabetes,
cancer, and other chronic health conditions [9].

Poor dietary habits contribute to both the onset and progression
of these chronic conditions. Therefore, scientific and effective
diet management is essential for ensuring proper nutrient intake,
which directly enhances individual immunity, halts disease
progression, impacts health status, and supports recovery from
chronic health conditions, thereby improving overall health
outcomes [7,10,11]. Moreover, good diet management regulates
sleep and mood, reduces fatigue, and comprehensively enhances
overall health [12,13]. In February 2024, China’s National
Health Commission released the “Dietary Guidelines for Adults
with Hyperuricemia and Gout (2024 Edition),” “Dietary
Guidelines for Adult Obesity (2024 Edition),” “Dietary
Guidelines for Childhood and Adolescent Obesity (2024
Edition),” and “Dietary Guidelines for Adults with Chronic
Kidney Disease (2024 Edition)” [14]. These guidelines aim to
prevent and control the occurrence and progression of chronic
diseases among the Chinese population through dietary
management.

Patients with chronic health conditions often need to adjust their
diets based on their specific health status to manage health
conditions effectively and enhance the overall quality of life.
When patients are required to follow dietary restrictions due to
their chronic health condition, it is important for the patient to
distinguish whether certain foods are permissible, ensure that
the cooking methods meet the essential requirements, evaluate
whether portion sizes are appropriate, and strive to maintain a
balanced diet to reduce the risk of malnutrition and other issues
caused by dietary limitations [15]. Therefore, these patients
require targeted and personalized guidance to help them
implement scientific and feasible dietary management practices.

Recommender Systems (RSs) are software tools that provide
suggestions or recommendations of items to users, such as
products, services, information, or content, based on their
preferences, interests, and past behaviors [16], which have been
used in several domains such as e-commerce, e-learning,
e-tourism, or eHealth. To generate recommendations, RSs
commonly rely on a set of foundational recommendation
technologies. Collaborative filtering (CF) is one of the most
widely applied recommendation technologies, which provides
recommendations for users by using the known preferences of
other users with similar behaviors [17]. In contrast,
content-based (CB) methods recommend items similar to those
a given user has previously liked [18]. Unlike CF and CB, which
rely on large historical rating datasets, knowledge-based (KB)
approaches produce suggestions by leveraging domain
knowledge, expert rules, and explicit user constraints [19].
Knowledge graph (KG)-driven recommendation further
enhances personalization by representing domain knowledge
in graph structures to generate precise suggestions [20]. Finally,
hybrid recommendation (HyR) integrates 2 or more strategies
to maximize their strengths and mitigate individual limitations
[21].

Health Recommender Systems (HRSs) are also one of the RS’s
important application scenarios. HRSs offer the potential to
motivate and engage users to change their behavior by sharing
better choices and practical knowledge based on observed user
behavior [22]. HRSs have been applied in health care in recent
years, in areas such as mental health [23], hearing aid usage
[24], health education [25], physical activity [26], and
diet-related health [27].

Diet-related HRSs are software tools that use personalized data
to provide tailored food recommendations from a wide range
of options [28]. Diet-related HRSs present promising solutions
to the issues of information overload and limited food choices,
which contribute significantly to diet-related health problems
[29]. By using personalized data, diet-related HRSs offer tailored
food recommendations that take into account users’ taste
preferences, dietary needs, and medical conditions [30]. Such
systems can filter and sort food options [27], fostering a better
understanding of dietary health and increasing user engagement
[31]. Additionally, diet-related HRSs can enhance dietary
outcomes by providing nutrition assessments and offering
healthier meal plans and recipes [28].

While diet-related HRSs have been explored within the field of
information and communication technology, research on their
application in chronic disease dietary management is still
limited, and there is a lack of comprehensive literature reviews
in this area. To address these gaps, this study adopted a scoping
review methodology to review the research status quo of
diet-related HRSs for individuals with chronic conditions. In
this review, diet-related HRSs are defined as systems specifically
designed for patients with chronic health conditions that require
disease-related dietary restrictions. The target populations,
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function structures, recommendation content, implementation
of recommendation features, and evaluation of the diet-related
HRSs were analyzed to provide a reference for health care
researchers seeking to design more effective and user-friendly
systems.

Methods

Overview
Scoping reviews assess the extent of the research, range, and
nature, identify gaps, determine systematic review value, and
disseminate research findings [32]. A scoping review
methodology is used to systematically map available research
on the broad, complex, and emerging research question [32].
In emerging research fields, a lack of randomized controlled
trials may impede formal systematic reviews or meta-analyses.
Scoping studies can address diverse questions and incorporate
a range of study designs, making them ideal to complement
clinical trial findings. The scoping review was conducted
following the Arksey and O’Malley framework [32] and was
reported in accordance with the PRISMA-ScR (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
Extension for Scoping Reviews) guidelines [33] and was
structured according to the following outlined steps.

Stage 1: Identification of the Research Question
The research question was identified after an initial review of
the literature and a discussion within our research team. The
key research questions that guided the review were as follows:

1. What is the current state of research on diet-related HRSs
for patients with chronic health conditions?

2. What are the target users for diet-related HRSs for patients
with chronic health conditions?

3. What are the function structures in diet-related HRSs for
patients with chronic health conditions?

4. What types of recommendation content are provided by
diet-related HRSs for patients with chronic health
conditions?

5. How are recommendation features implemented in
diet-related HRSs for patients with chronic health
conditions?

6. How are diet-related HRSs for patients with chronic health
conditions evaluated?

Stage 2: Identifying Relevant Studies
Before searching, the research team worked collaboratively in
making decisions about inclusion and exclusion criteria and in
planning the initial search strategies to comprehensively identify
the relevant literature. The final search strategies were developed
with the assistance of a health science librarian (Multimedia
Appendix 1). The literature search was performed by 3
researchers in October 2024, covering 6 English databases
(PubMed, Medline, Embase, Web of Science Core Collection,
IEEE Xplore, and CINAHL) and 4 Chinese databases (SinoMed,
CNKI, Wanfang, and VIPC). Relevant studies were searched
from January 2010 to October 2024 to answer the above research
questions (1-6). An example of the search strategy performed
in Web of Science Core Collection is presented here:
(recommender system* OR hybrid recommendation* OR

collaborative filtering OR content based recommendation* OR
recommendation* system* OR knowledge based
recommendation*) AND (recipe* OR diet* OR food OR eat*
OR nutrition*). As the search proceeded, additional terms were
suggested by experts to potentially modify the question, but
new research did not result in additional data, and the question
did not change. Duplicate references were filtered out using
EndNote. In addition to database search, hand searching was
conducted by screening the reference lists of all included articles
and relevant review papers to identify additional eligible studies.
We also manually checked key journals in the field and
conference proceedings to ensure comprehensive coverage.

Stage 3: Study Selection
All studies searched were independently assessed by 2 authors
(XD and BY) based on the inclusion criteria listed below, and
discrepancies were verified by a third author (JW). Studies were
eligible for inclusion in this review if all the following criteria
were met: (1) the recommended information was related to at
least one of the following: food, meal plan, diet plan, and recipe;
(2) the study applied personalized recommendation strategy;
(3) the recommendations were generated using algorithmic and
technological methods; (4) the study population comprised
patients with chronic health conditions; and (5) the study was
published in a peer-reviewed journal or conference proceeding.
The exclusion criteria included: (1) the recommendation
unrelated to human health (eg, study focusing on animal health
[34]), (2) studies reporting the same RSs were considered
duplicates; only the most recent or most comprehensive
publication was retained (eg, the latest published study [35] was
included, while the earlier one [36] was excluded), and (3)
full-text articles not in English or Chinese language.

Stage 4: Charting the Data
Decisions regarding the information to be recorded from the
primary studies were made through discussions within the
research group. Subsequently, a structured chart was developed
to collate, summarize, and share the extracted data. A
descriptive-analytical narrative approach was used to extract
and chart the data from the selected articles [32,37]. Three
researchers (XD, BY, and ZZ) independently extracted the data
and performed coding, with the other two authors (HN and JW)
verifying accuracy. All discrepancies were resolved by
consensus. The following details were documented for each
included study to answer the research questions: (1) nationality
and publication year (Multimedia Appendix 2); (2) target users;
(3) function structures; (4) recommendation content; (5)
recommendation method, recommendation technology, data of
training set, and recommendation process; and (6) evaluation
method, evaluation criteria, test set, or evaluation sample size.

Stage 5: Collating, Summarizing, and Reporting the
Results
The scoping review methodology aimed to summarize the
breadth and depth of the existing literature. At this stage, an
overview of the characteristics of all included articles was
collated, summarized, and reported. Initially, a basic numerical
summary of the studies, including the extent, nature, and
distribution of the articles, was presented. As this was a scoping
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review, the critical appraisal of the quality of the included
studies was not conducted. However, efforts were made to map
the diversity and variety of diet-related HRSs based on factors
such as the characteristics of target users, function structure,
recommendation content, and other factors. This process
facilitated researchers in reaching conclusions about the key
characteristics of research in this field and provided insights for
future studies.

Results

Overview
In total, 4492 published studies were identified in the searching
process (Figure 1). EndNote X9 was used to exclude 350
duplicates, and 4142 studies were excluded based on a review
of their titles and abstracts. The remaining 208 studies were
searched for full text. Ultimately, 193 were excluded based on
the exclusion criteria, and 15 studies [35,38-51] were included
and analyzed.

Figure 1. Flow diagram according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines.

The Current State of Research on Diet-Related HRSs
for Patients with Chronic Health Conditions
The publication years and the countries of the included studies
are shown in Multimedia Appendix 2. The studies were
published between 2010 and 2024, and there has not been a
noticeable increase in their publication over the past 5 years.
The articles originated from 9 countries (based on the first
author’s affiliations), with the top 3 being China (n=5, 33.33%)
[39,40,43,44,49], India (n=2, 13.33%) [41,47], and Pakistan
(n=2, 13.33%) [38,48].

Target Users for Diet-Related HRSs for Patients with
Chronic Health Conditions
Among the 15 included studies [35,38-51], only 2 reported the
age of the target users, which were 18‐80 years [50] and older
than 65 years [39], respectively. The target users and patients’
chronic health conditions are shown in Table 1. Diet-related
HRSs primarily target adults with chronic diseases. Among
chronic diseases, diabetes and hypertension were the most
commonly targeted by diet-related HRSs, with 9 systems (60%)
including users with diabetes and 6 (40%) including users with
hypertension.
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Table . The characteristics of target users for diet-related Health Recommender Systems.

ReferencesStudies, n (%)Variable

Target users

[38,40,41,44,46,51]6 (40)Patients with a single disease

[39,43,47,48]4 (26.67)Patients with complex diseases

[35,42,45,49,50]5 (33.33)Both healthy people and patients

Patients’ chronic health conditions

[35,38,42,45-49,51]9 (60)Diabetes

[35,40,45,47-49]6 (40)Hypertension

[41,42,44]3 (20)Cancer

[42,47,50]3 (20)Obesity

[35,47,48]3 (20)Kidney disease

[47,49]2 (13.33)High cholesterol

[43]1 (6.67)Metabolic syndrome

[42]1 (6.67)    Osteoporosis

[48]1 (6.67)    Iron deficiency

[42]1 (6.67)Cardiovascular diseases

[42]1 (6.67)Chronic dental problems

[39]1 (6.67)Unspecified geriatric diseases

The Function Structures in Diet-Related HRSs for
Patients with Chronic Health Conditions
Among the 15 studies included [35,38-51], 9 (60%) [35,38-45]
studies described function structures. The function structures
described in these studies varied, but certain recurring

components were consistently noted, which could be
summarized into 4 major components: user information, food
or diet recommendations, knowledge and decision support, and
data management and additional functions. Detailed information
is shown in Table 2.
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Table . The function structures in diet-related Health Recommender Systems.

ReferencesVariable

User information

    Basic user information

[35,38,39]     Personal/user profile

[40]     User information

[35,41,42]     History

    Personal health information

[38]     Physical activity

[43]     Health management report

[44]     Diseases

[44]     Symptoms

[41]    Diagnoses

Food or diet recommendations

[35]    Food filter and security

[38,45]    Food recommendations or suggestions

[42]    Weekly meal plans

[39,40]    Diet guides

Knowledge and decision support

[35]    Chronic kidney disease calculator

[38]    Food

[45]    Nutrient search engines

[45]    News and related sites

[44]    Ingredients

[39]    Nutritional expert knowledge

[39]    Clinical practice and nutrition guidelines

[39]    Knowledge base

[41]    Diet charts

[42]    User ratings

Data management and additional functions

[38]    Data entry

[40]    Data management

[35]    Reminders

[43]    Real-time interaction

[40]    Settings

[41]    Changing details

The Types of Recommendation Content Provided by
Diet-Related HRSs for Patients with Chronic Health
Conditions
The recommended content was divided into 5 categories.
Detailed information is shown in Table 3.
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Table . The types of recommendation content provided by the diet-related Health Recommender Systems.

ReferencesStudies, n (%)Recommended content

[35,41,46-49]6 (40)Food

[38,42,44,45]4 (26.67)Recipe

[40,43,50]3 (20)Diet plan or meal plan

[51]1 (6.67)Both recipe and food

[39]1 (6.67)Meal

The Implementation of Recommendation Features in
Diet-Related HRSs for Patients with Chronic Health
Conditions
Table 4 presents detailed information on the implementation of
recommendation features in the reviewed diet-related HRSs.
Recommendation methods were inductively classified into 3
categories: constraint-based, preference-based, and hybrid. In

this review, constraint-based refers to recommendations based
on the patient’s condition-related dietary restrictions, while
preference-based refers to recommendations based on the
patient’s dietary preferences. Hybrid refers to methods that
incorporate both constraint-based and preference-based
approaches. Among the 15 included studies [35,38-51], 6 (40%)
used constraint-based methods [41,43,46,47,49,51], 5 (33.33%)
applied preference-based methods [39,40,44,45,50], and 4
(26.67%) adopted hybrid methods [35,38,42,48].
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Table . The implementation of recommendation features in diet-related Health Recommender Systems.

Recommendation processData of the training setRecommendation technolo-
gy

Recommendation methodAuthor [reference], publica-
tion year

Data were selected from the
nutrition division, Ministry

Hybrid

recommendation

Constraint-basedPhanich et al [46], 2010 • The dataset was
grouped by the system
and categorized accord-of Public Health, to form the

training dataset (n=290a) ing to food characteris-
tics and nutrition for
diabetes (normal food,
limited food, and
avoidable food).

• Features were extracted
by nutrient ranking.

• Food clustering was
analyzed.

• Relevant food items
were ranked based on
the minimum distance,
extracted, and recom-
mended in ascending
order from the ranking.

Data were selected from
some references of foods

Hybrid recommendationConstraint-basedArwan et al [51], 2013 • The food ontology and
calorie food ontology
were developed.and enriched with the infor-

mation from nutrition ex- • The rule for classifying
or grouping data cate-perts to form the training

dataset (n=NRb). gories within the ontol-
ogy was developed.

• The food menu search
feature was built.

• An experiment was
conducted to test
whether the system
could recommend cor-
rectly.

Data were selected from
standard and well-known

Hybrid recommendationPreference-based and con-
straint-based

Faiz et al [38], 2014 • The domain ontologies
(personal health pro-
file, food, and diseases)resources such as the US
were built.Department of Agriculture

and MyFitnessPal to form • The ontologies were
integrated and rulethe training dataset

(n=NRb). terms were defined.
• The diet was recom-

mended to the user at
the predefined time.

Data were selected from the
Food Composition Database

Hybrid recommendationPreference-basedTing et al [45], 2014 • A query with the user
data was sent to the
system.and Japan Preventive Asso-

ciation of Lifestyle-related • Recipes were obtained
from the databaseDisease to form the training

dataset (n=NRb). through a search.
• Recipes that did not

suit the current health
status or match the us-
er’s preferences were
filtered out.

• Five recipes were rec-
ommended from the
filtered set.
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Recommendation processData of the training setRecommendation technolo-
gy

Recommendation methodAuthor [reference], publica-
tion year

• The system collected
personal information
and classified the us-
er’s nutrients.

• The patient’s dietary
records were imported
into the nutrition expert
knowledge system.

• The personal informa-
tion was imported into
the personal disease
ontology.

• The nutrient data were
analyzed by the expert
knowledge system.

• Suitable foods for the
user were inferred.

Data were collected from the
Taiwan Area Food Nutrition
Database website published
by the US Food and Drug
Administration to form the

training dataset (n=NRb).

Hybrid recommendationConstraint-basedChen et al [49], 2015

• The patient’s vital
signs were collected
and transmitted.

• The risk was evaluated
and reported.

• A diet plan was gener-
ated and recommended
to the patient.

—cHybrid recommendationConstraint-basedTseng et al [43], 2015

• The user’s nutritional
requirements were es-
tablished.

• Recipe ratings were es-
timated based on each
profile.

• Recipes were com-
bined.

• Recipes were estab-
lished if the combina-
tion met the require-
ments.

Data were selected from a
self-created food portal
website, including users

(n=148d) and recipes

(n=957a) to form the train-
ing dataset.

Hybrid recommendationPreference-basedElsweiler et al [50], 2015

• A cloud-based food
recommender system,
named Diet-Right, was
developed based on
users’ pathological re-
ports.

• The ant colony algo-
rithm was used to gen-
erate an optimal food
list.

• Suitable foods were
recommended accord-
ing to the values of
pathological reports.

Data were selected from the
official website of the Com-
position of Foods Integrated
Dataset (CoFID) to form the

training dataset (n=3400a).

Hybrid recommendationPreference-based and con-
straint-based

Rehman et al [48], 2017

—cHybrid recommendationPreference-based and con-
straint-based

Agapito et al [35], 2018

J Med Internet Res 2026 | vol. 28 | e77726 | p.373https://www.jmir.org/2026/1/e77726
(page number not for citation purposes)

Dong et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Recommendation processData of the training setRecommendation technolo-
gy

Recommendation methodAuthor [reference], publica-
tion year

• The user profile was
created by giving spe-
cific questions about
clinical parameters.

• All changes made by
the user were saved,
allowing the data to be
used for monitoring the
user’s health status.

• After the user was pro-
filed, typical foods that
could be consumed by
the user were recom-
mended.

• The dataset was collect-
ed and preprocessed
from different sources.

• The system was built
to detect diseases and
recommend diets ac-
cordingly.

Data were selected from the
UC Irvine Machine Learn-
ing Repository (including
the Liver Patient Dataset,
Heart Disease Dataset, Dia-
betes Dataset, Breast Cancer
Dataset, and Thyroid
Dataset).

Hybrid recommendationConstraint-basedRathi et al [41], 2019

• Data were collected
from the internet and
hospitals.

• Features were sorted,
preprocessed, and en-
coded, and the food
data were segregated
based on similarities.

• Food was recommend-
ed.

• The system was
trained, tested, and
cross-validated.

Data were collected from 50
patients through the internet
and hospitals to form the

training dataset (n=50d).

Hybrid recommendationConstraint-basedManoharan et al [47], 2020

• A MySQL database
was used to implement
data dictionary manage-
ment.

• The rule extraction
module was implement-
ed with the knowledge
base management sys-
tem.

• A meal plan was gener-
ated and recommend-
ed.

Data were selected from
hospital meal history records
and split into training and
testing sets in a 7:3 ratio

(n=718a).

Hybrid recommendationPreference-basedQi et al [40], 2021

• The embedded repre-
sentation of items was
enhanced through mes-
sage-passing and up-
date functions on node
features.

• The influence of time
on users’ taste prefer-
ences was considered.

• Long Short-Term
Memory (LSTM) net-
works were introduced
to dynamically adjust
users’ personal taste
preferences.

Data were crawled from
recipe websites and manual-
ly extracted from textbooks
to form the training dataset

(n=NRb).

Knowledge graphPreference-basedTang et al [44],

2023
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Recommendation processData of the training setRecommendation technolo-
gy

Recommendation methodAuthor [reference], publica-
tion year

Zioutos et al [42],

2024

• The user’s health histo-
ry was analyzed.

• Similar users were
identified.

• Personalized recipe
recommendations were
provided.

• Dynamically adaptable
adjustments were
made.

Data were selected from a
large real-world dataset of
recipes to form the training

dataset (n=2,774,676a).

Hybrid recommendationPreference-based and con-
straint-based

• The FoodKG was con-
structed.

• User profiles related to
older adults’ dietary
behaviors were built.

• Personalized meal rec-
ommendation algo-
rithms were developed,
including candidate
dish generation and
combo meal recommen-
dations.

Data were selected from a

community survey (n=96d)
and a website of Chinese
cuisine recipes and eating

history (n=180a) to form the
training dataset.

Knowledge graphPreference-basedXu et al [39], 2024

aThe sample size of subjects including a recipe, food, and diet plan or meal plan.
bNR: not reported.
cNot available.
dThe sample size of the population.

While the recommendation technologies were coded according
to terms reported in the studies. The recommendation technology
included: KG (n=2, 13.33%) [39,44] and HyR (n=13, 86.67%)
[35,38,40-43,45-51].

For the data of the training set, 13 studies (86.67%)
[38-42,44-51] explicitly mentioned the data sources of the
training set, while the other 2 studies (13.33%) [35,43] did not
specify this information. The data sources used in the reviewed
studies varied widely and can be categorized into 4 main types:
authoritative government and institutional databases (n=5,
33.33%) [38,45,46,48,49], academic databases and publicly
available datasets (n=2, 13.33%) [39,41], expert and hospital
data (n=3, 20%) [40,47,51], and recipe and user-generated data
(n=3, 20%) [42,44,50].

The recommendation process followed a structured workflow,
integrating advanced technologies to generate more accurate,
adaptive, and context-aware dietary recommendations. The
structured workflow included user profiling, integration of

structured knowledge (such as food databases or ontologies),
personalized filtering and matching based on health conditions
and preferences, and ranking of suitable options for final
recommendation. While this core process was consistent, 6
systems incorporated advanced technologies to enable more
accurate, adaptable, and context-aware dietary
recommendations, such as ontology-based reasoning [51],
optimization algorithms (eg, ant colony [48]), dynamic modeling
using Long Short-Term Memory networks [44], expert rule
systems [39,49], and the use of KGs such as FoodKG [39].

The Evaluation of Diet-Related HRSs for Patients with
Chronic Health Conditions
Among the 15 included studies [35,38-51], 12 studies (80%)
[35,39-44,46-49,51] evaluated the diet-related HRSs, while the
remaining 3 studies (20%) [38,45,50] did not conduct an
evaluation. Table 5 presents detailed information on the
evaluation criteria, evaluation method, and test set or evaluation
sample size of the 12 studies [35,39-44,46-49,51].
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Table . The evaluation of diet-related Health Recommender Systems (n=12).

Test set or evaluation sample sizeEvaluation methodEvaluation criteriaAuthor [reference], publication year

Nutritionists (n=NRa)OnlineAcceptance, usability, and accuracyPhanich et al [46], 2010

Ontology patient instances (n=30b)OfflineAccuracyArwan et al [51], 2013

One older adult from a silver-haired

home and dietitians (n=NRa)

OnlineAccuracyChen et al [49], 2015

Patients (n=NRa)OnlineFeasibilityTseng et al [43], 2015

Same as the training setOfflineAccuracyRehman et al [48], 2017

Patients with CKDc (n=20b);

healthy people (n=20b)

OnlineAccuracy and usabilityAgapito et al [35], 2018

Same as the training set. The dataset
was split into training:testing 75:25

(n=9326d)

OfflineAccuracyRathi et al [41], 2019

Same as the training setOfflineAccuracyManoharan et al [47], 2020

Patients (n=37b) and nutritionists

(n=3b)

OnlineEfficiency and satisfactionQi et al [40], 2021

Same as the training setOfflineAccuracyTang et al [44], 2023

40 existing users of the food.com

website: patients (n=20b) and

healthy people (n=20b)

OnlineAccuracy and usabilityZioutos et al [42], 2024

Community-dwelling older adults

(n=96b): tracked group (n=34b) and

an untracked group (n=62b); A total
of 91 participants (94.79%) were
diagnosed with chronic conditions

OnlineEffectivenessXu et al [39], 2024

aNR: not reported.
bThe sample size of the population.
cCKD: chronic kidney disease.
dThe sample size of subjects including a recipe, food, and diet plan or meal plan.

The evaluation criteria were extracted directly from the included
studies, including: accuracy (n=9) [35,41,42,44,46-49,51] refers
to the extent to which the system’s predictions of patients’
preferences or nutritional needs match their actual dietary
preferences or intake; usability (n=3) [35,42,46] refers to the
ease with which patients can, with little or no assistance,
successfully operate the system to receive recommendations,
navigate, and interact with its interface; acceptance (n=1) [46]
refers to the degree to which patients are willing to receive and
use the dietary recommendations provided by the system;
satisfaction (n=1) [40] refers to patients’ subjective sense of
contentment or evaluation of the overall usefulness and
experience of the recommendations, measured through
participants’ comprehensive comparison of system-generated
meal plans with manually designed ones; efficiency (n=1) [40]
refers to the amount of time, steps, or cognitive effort required
for patients to obtain appropriate dietary recommendations from
the system; feasibility (n=1) [43] refers to the practicality of
deploying the recommendation system in real-life settings; and
effectiveness (n=1) [39] refers to the actual positive impact of
the system in real-life contexts on patients’ dietary behavior
changes or health outcomes. Four studies [35,40,42,46] included
more than one evaluation criterion.

The evaluation methods included: online evaluation (n=7)
[35,39,40,42,43,46,49] and offline evaluation (n=5)
[41,44,47,48,51]. Among the 7 studies [35,38,42,44,45,48,51]
that used online evaluation, 6 studies [35,39,40,42,43,49]
evaluated the diet-related HRSs with target users of patients,
while 3 studies evaluated the HRSs that relied on experts, such
as nutritionists [40,46] and dietitians [49]; their main roles were
to validate the recommendation results. Four of the 5 offline
evaluation studies [39,40,43,46,47] used the same dataset for
training and evaluation [41,44,47,48].

Discussion

Principal Findings
This scoping review revealed that diet-related HRSs for
individuals with chronic conditions were still in their early
stages, with limited patient-specific designs and significant
room for improvement. The review highlighted substantial gaps
in target users, system functions, recommendation content,
recommendation feature implementation, and evaluation
approaches, which need to be addressed to support the
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development of more effective and patient-centered diet-related
HRSs.

Comparison with Prior Work

Target Users of Diet-Related HRSs
The target users of diet-related HRSs were mainly patients with
single or complex chronic health conditions. They not only need
dietary recommendations tailored to their preferences
[39,41,42,44,48,50], but most importantly, their health
conditions [38,40,45,46,51], highlighting the need for more
disease-specific solutions. Age groups are another factor that
needs to be considered, for example, older adults often face
challenges such as limited mobility, cognitive decline, and
changes in appetite or food preferences [40,42], while sick
children and their caregivers face unique dietary needs due to
treatment-related restrictions and appetite loss [52,53].
Therefore, balancing disease-related requirements with personal
needs is fundamental to developing high-quality diet-related
HRS. It is also essential to support caregivers in preparing meals
that are nutritionally appropriate and medically compliant.

Function Structures of Diet-Related HRSs
The user information component enables diet-related HRSs to
collect basic demographic and health data, which supports the
generation of tailored dietary recommendations [35,38-40]. By
incorporating dynamic inputs such as food tracking and activity
logs, the system can further provide personalized,
context-sensitive advice with timely feedback and adjustments
based on patients’ health progress [43,54]. Knowledge and
decision support functions served as a critical layer in enhancing
the intelligence and reliability. For example, by integrating
chronic kidney disease calculators [35], nutrient search engines
[45], and expert knowledge bases [39], these systems move
beyond simple food suggestions to provide evidence-based
recommendations. This clarified how the nutritional rationale,
which potentially enhances patients’ understanding and trust,
long-term adherence, and sustainable dietary behavior change
[44,45]. The accuracy and relevance of food or diet
recommendations depend on the robustness of the algorithm
used to process the data and the diversity of food or recipes
options integrated into the system [55-57]. Data management
and additional interactive functions have enhanced the usability
and clinical relevance of diet-related HRSs and supported user
engagement, empowering patients to actively and continuously
manage their dietary self-care.

Recommendation Content of Diet-Related HRSs
Patients’ needs for the content of diet-related HRSs are
multidimensional. Beyond simple food lists, an effective
diet-related HRS must provide actionable guidance on cooking
methods, ingredient combinations, and personalized meal plans
[39,42-44,47,48,50]. Well-structured recipes emerge as a key
feature, as they help users visualize meal preparation and
improve understanding of the nutritional rationale behind
recommendations [44]. Such transparency fosters engagement
and adherence, particularly when supported by nutrition
professionals [58,59]. Additionally, offering varied recipe
options allows patients to personalize their meal plans according
to their tastes, dietary restrictions, and the availability of

ingredients [39]. This flexibility caters to users with complex
health conditions and empowers them with a sense of control,
which is vital for sustaining long-term dietary management [42].

Implementation of Recommendation Features in
Diet-Related HRSs

Recommendation Methods

In diet-related HRSs, hybrid approaches appear particularly
valuable for balancing clinical appropriateness with individual
preferences to promote long-term adherence. In addition,
adaptability is an essential feature, allowing systems to respond
to changing health conditions, behaviors, and user needs. As
patients’ health status and preferences evolve, systems such as
“SHARE” demonstrate the value of dynamic updates that allow
users to refine their meal plans, making the system more
user-centered and responsive [42]. However, a critical gap across
the reviewed studies is the insufficient consideration of
medication-food interactions. For patients with chronic
conditions, clinically significant interactions such as
warfarin-vitamin K [60], angiotensin-converting–enzyme
inhibitors-potassium [61], or metformin-alcohol [62], carry
substantial risks. Future diet-related HRSs should adopt hybrid
approaches that integrate drug-nutrient knowledge and dynamic
monitoring with preference learning, ensuring recommendations
that are both personalized and clinically safe.

Recommendation Technology

Appropriate recommendation technology can transform users’
vague needs into clear ones and filter out irrelevant information
[63]. HyR that combines CF, CB, and KB methods is
particularly effective. These methods overcome traditional
limitations such as cold start and data sparsity by integrating
multiple information sources, including nutritional knowledge
and disease-specific data [64]. Notably, KB and KG-driven
algorithms were especially well-suited for diet-related HRSs.
By incorporating expert knowledge and medical guidelines,
they ensure scientific accuracy, clinical reliability, and alignment
with patients’ dietary management goals, resulting in more
comprehensive and robust systems [65].

Data Sources

The effectiveness of diet-related HRSs largely depends on the
quality and appropriateness of data sources. Patient data mainly
come from personal input, including medical records, treatment
history, and sociodemographic information [35,38-45,47-49].
Incorporating dietary behavior data (eg, meal logs, food
purchase records, and subjective reports) and clinical data (eg,
diagnosis, treatment, and disease stage) helps ensure that dietary
recommendations are both personalized and medically
appropriate [66,67]. Although patient-specific data are essential
for personalized recommendations [35,44], sensitive medical
and behavioral data entail serious privacy, security, and ethical
risks. Given patients’ fragile health status and dietary
restrictions, dietary data from professional resources, such as
the Nutrition Division of the Ministry of Public Health (MOPH)
[46], the official website of the composition of foods integrated
dataset (CoFID) [48], and the Japan Preventive Association of
Lifestyle-related Disease (JPALD) [45], are vital for ensuring
the accuracy of recommendations. In contrast, nonprofessional
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sources such as general cooking websites are not recommended
in clinical contexts due to their limited reliability, particularly
for patients with complex conditions.

Implementation Process

The Association for Computing Machinery has issued guidelines
for designing and evaluating RSs [68]. However, no widely
accepted standards have been established for implementing
HRSs, especially diet-related HRSs. This gap highlights
challenges arising from disease diversity, complex food
preferences, and context-dependent factors that are difficult to
acquire or simulate [28]. The reviewed systems generally
followed a similar workflow, involving user profiling, structured
knowledge integration, personalized filtering, and ranking,
reflecting a growing understanding of how to align dietary
recommendations with individual health needs and preferences.
The integration of advanced recommendation technologies,
such as ontology-based reasoning [51], optimization algorithms
(eg, ant colony methods [48]), Long Short-Term Memory–based
dynamic modeling [44], and KGs [39], has advanced more
intelligent and context-aware systems. However, the adoption
of these technologies remains limited, and few studies have
systematically evaluated their impact on recommendation quality
or patient outcomes.

Evaluation of Diet-Related HRSs

Evaluation Criteria
In diet-related HRSs, accuracy has been the primary evaluation
criterion, typically evaluated by prediction score accuracy,
prediction score correlation, classification accuracy, and sorting
accuracy [69]. However, the rationality of the recommendations
has received limited attention. None of the 15 reviewed studies
[35,38-51] evaluated the scientific soundness of food or recipe
recommendations. While health care providers were commonly
involved in evaluating the recommendation results, official
institutional input on content was rare, revealing a major gap
in ensuring the credibility and reliability of recommendations.

Beyond accuracy and content rationality, the effectiveness of
diet-related HRSs is closely tied to their ability to promote
healthy eating behaviors. The key goal of the diet-related HRSs
is to empower users to make informed dietary choices and
motivate healthier behaviors [70]. Existing evaluations of
behavior change have primarily examined improvements in diet
quality and diversity, measured by the China Elderly Dietary
Guidelines Index and the dietary diversity score [50]. Although
user engagement and personalized feedback were recognized
as essential for sustaining behavior change, few studies
evaluated long-term effects on patients’ dietary behaviors.

Moreover, clinical trials in real-world health care settings remain
lacking; even the study [39] involving patients was an
observational cohort study rather than a clinical trial, limiting
statistical power and generalizability. Additionally, no studies
examined the cost-effectiveness of implementing diet-related
HRSs in health care settings, which is crucial for adoption in
resource-constrained healthcare systems.

Evaluation Methods and Process
The evaluation of diet-related HRSs can be carried out using
various methods, each with its advantages and limitations.
Online evaluations, which assess system performance through
real-time user feedback or surveys, provide valuable insights
into user interactions but often involve higher costs [22]. Offline
evaluations in controlled settings are more feasible but have
limited external validity due to their inability to reflect
real-world usage [22,71]. Emerging approaches such as online
A or B testing enable rapid, cost-effective comparisons of
different system versions, helping predict broader performance
even with small samples [72,73].

Diet-related HRS evaluations generally follow a staged approach
from development to postdeployment. During development,
stakeholder involvement in usability evaluation is critical to
ensure user-centered design [74]. After development, accurate
assessments verify that recommendations are reliable and
relevant to target users [35,41,42,44,46-49,51].
Postdevelopment, gathering user feedback on effectiveness and
satisfaction is essential for refining the system and improving
its responsiveness to user needs [35,39,40,42,43,46]. These
stages form a comprehensive evaluation process ensuring the
reliability and usability of diet-related HRSs.

Although several reviews have examined HRSs, few have
focused specifically on diet-related HRSs. One scoping review
of 36 studies identified only 8 diet-focused HRSs [75]. A
systematic review of 73 studies identified 26 nutrition-related
systems, most of which targeted populations without strict
medical dietary requirements, thereby revealing the lack of
disease-specific syntheses [22]. Existing diet-related HRS
reviews have primarily addressed technical aspects, such as
semantic interoperability [76], explainable artificial intelligence
[77], and data-driven personalization methods [78]. They offer
useful technical insights but rarely address disease-specific
dietary needs or the related clinical and safety challenges. In
contrast, our review focuses on diet-related HRSs for patients
with chronic conditions. It highlights key requirements such as
clinical data integration, dynamic health monitoring, tailored
recipe-level recommendations, and persistent gaps in evaluating
behavior change and clinical outcomes. These disease-focused
insights extend prior work and inform the development of more
personalized and clinically reliable diet-related HRSs.

Future Directions
Future research should prioritize developing diet-related HRSs
based on a user-centered design framework. These systems must
be tailored to patients’ specific needs with a deep understanding
of their cognitive abilities, digital literacy, cultural dietary
preferences, and daily routines. Diet-related HRSs need to
address clinical challenges through contextually relevant
functional designs, customized for different patient groups, from
older adults with multimorbidity to pediatric patients requiring
caregiver-mediated support. Practical usability features, such
as adaptive reminders, contextualized recipe guidance, and
dynamic feedback loops, are essential for real-world
effectiveness.
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To support patients’ sustained dietary behavior change,
recommendations should move beyond static food lists toward
evidence-based, actionable guidance using practical tools such
as portion guides, ingredient lists, and meal preparation videos
[79]. Future systems should adopt hybrid, adaptive
recommendation mechanisms and integrate with electronic
health records (EHRs) and mobile apps to enhance
personalization, interpretability, clinical relevance, and
engagement, which is essential for sustaining long-term
adherence to dietary changes. Additionally, incorporating
behavior change theories, such as Social Cognitive Theory [80],
Theory of Planned Behavior [81], and the Fogg Behavior Model
[82], can strengthen the dietary intervention design.
Gamification elements informed by these theories, such as
rewards and rankings, may further motivate users and increase
adherence [83].

When managing sensitive health data, especially when
integrating with EHRs and personal medical records, the systems
must implement robust data governance, including secure
storage, encryption, role-based access, and transparent consent.
Compliance with regulations such as the US Health Insurance
Portability and Accountability Act (HIPAA) [84], the European
Union’s General Data Protection Regulation (GDPR) [85], and
national standards are essential to safeguard patient privacy and
foster user trust. Finally, standardized evaluation methods and
robust frameworks, combining clinical trials, behavior change
evaluation, and usability evaluation, are essential to verify
effectiveness, accuracy, and long-term impact in real-world
settings, while ensuring cost-effectiveness and compliance (eg,
US Food and Drug Administration approval and European
Conformity marking) for safe and scalable healthcare
implementation.

Implication for Clinical Practice
For clinicians and dietitians, diet-related HRSs can serve as
supportive tools to deliver personalized, evidence-based, and
adaptive dietary guidance aligned with patients’ medical
conditions, treatment regimens, cultural preferences, and daily
routines. By incorporating medication-food interaction checks
and actionable educational content, these systems can enhance
patient safety, dietary adherence, and long-term health
management. Future diet-related HRSs could integrate
seamlessly into clinical workflows and demonstrate measurable

health outcomes. Embedding diet-related HRSs within EHRs
would ensure that dietary recommendations are consistent with
medications, lab results, and care plans. By linking dietary
adherence to physiological indicators such as hemoglobin A1c,
blood pressure, or lipid levels, systems can enable real-time
feedback and timely clinical intervention. Beyond accuracy,
future evaluations should predefine clinical end points (eg,
hemoglobin A1c reduction or blood pressure control) and validate
effectiveness through randomized controlled trials and
real-world studies.

Limitations
This study has several limitations. First, only studies published
from January 2010 to October 2024 were included, which may
not reflect recent developments. Second, only English and
Chinese literature were reviewed, excluding studies in other
languages. Third, the focus was primarily on chronic health
conditions, with limited exploration of diet-related HRSs for
acute conditions or general wellness, suggesting a need for
broader research in future studies. In addition, the included
studies themselves demonstrated certain methodological
limitations, such as small sample sizes, reliance on offline
testing, and limited evaluation of actual behavior change. These
issues reflect not only the limitations of this review but also
highlight gaps in the existing research that warrant more rigorous
clinical evaluation.

Conclusions
Diet-related HRSs can offer personalized dietary
recommendations for patients with chronic conditions. The
analysis reveals significant gaps, demanding that future systems
be grounded in user-centered design to meet patient-specific
needs. These systems must recommend more practical and
actionable dietary guidance. The adoption of hybrid
recommendation techniques can enhance the precision and
clinical relevance of dietary recommendations. Establishing
standardized evaluation metrics and conducting real-world
studies with long-term follow-up will be essential. This will
verify the system’s ability to positively change dietary behaviors
and improve clinical outcomes. Addressing these issues will
transform diet-related HRSs into trustworthy and impactful
tools for managing chronic diseases and delivering
patient-centered care.
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JPALD: Japan Preventive Association of Lifestyle-related Disease
KB: knowledge-based
KG: knowledge graph
MOPH: Ministry of Public Health
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PRISMA-ScR: Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping
Reviews
RS: Recommender System

Edited by N Cahill; submitted 19.May.2025; peer-reviewed by A Berihun, C Okolue, T Ojo; accepted 01.Dec.2025; published
14.Jan.2026.

Please cite as:
Dong X, Yun B, Pakarinen A, Zheng Z, Niu H, Jin T, Yuan C, Wang J
Diet-Related Health Recommender Systems for Patients With Chronic Health Conditions: Scoping Review
J Med Internet Res 2026;28:e77726
URL: https://www.jmir.org/2026/1/e77726 
doi:10.2196/77726

© Xiaolan Dong, Bei Yun, Anni Pakarinen, Zhuting Zheng, Hao Niu, Tian Jin, Changrong Yuan, Jingting Wang. Originally
published in the Journal of Medical Internet Research (https://www.jmir.org), 14.Jan.2026. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of
Medical Internet Research (ISSN 1438-8871), is properly cited. The complete bibliographic information, a link to the original
publication on https://www.jmir.org/, as well as this copyright and license information must be included.

J Med Internet Res 2026 | vol. 28 | e77726 | p.384https://www.jmir.org/2026/1/e77726
(page number not for citation purposes)

Dong et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2026/1/e77726
http://dx.doi.org/10.2196/77726
http://www.w3.org/Style/XSL
http://www.renderx.com/


AI-Supported Digital Microscopy Diagnostics in Primary Health
Care Laboratories: Scoping Review

Joar von Bahr1,2,3, MD; Antti Suutala3, MSc; Vinod Diwan1, MD, PhD; Andreas Mårtensson2,4, MD, PhD; Johan

Lundin1,3*, MD, PhD; Nina Linder2,3*, MD, PhD
1Department of Global Public Health, Karolinska Institutet, Tomtebodavägen 18 A, Solna, Sweden
2Global Health and Migration Unit, Department of Women’s and Children’s Health, Uppsala University, Uppsala, Sweden
3Institute for Molecular Medicine Finland (FIMM), HiLIFE, University of Helsinki, Helsinki, Finland
4Department of Infectious Diseases, Uppsala University Hospital, Uppsala, Sweden
*these authors contributed equally

Corresponding Author:
Joar von Bahr, MD
Department of Global Public Health, Karolinska Institutet, Tomtebodavägen 18 A, Solna, Sweden

Abstract

Background: Digital microscopy combined with artificial intelligence (AI) is increasingly being implemented in health care,
predominantly in advanced laboratory settings. However, AI-supported digital microscopy could be especially advantageous in
primary health care settings, since such methods could improve access to diagnostics via automation and a decreased need for
experts on-site. To our knowledge, no scoping or systematic review has previously examined the use of AI-supported digital
microscopy in primary health care laboratories, and a scoping review could guide future research by providing insights into the
challenges of implementing these novel methods.

Objective: This scoping review aimed to map published peer-reviewed studies on AI-supported digital microscopy in primary
health care laboratories to generate an overview of the subject.

Methods: A systematic search of the databases PubMed, Web of Science, Embase, and IEEE was conducted on October 2,
2024. The inclusion criteria in the scoping review were based on 3 concepts: using digital microscopy, AI, and comparison of
the results with a standard diagnostic system, and 1 context, being performed in primary health care laboratories. Additional
inclusion criteria were peer-reviewed diagnostic accuracy studies published in English, performed on humans and achieving a
sample-level diagnosis. The study selection and data extraction were performed by 2 independent researchers (JVB and AS), and
cases of disagreement were resolved through discussion with a third researcher (NL). The methodology is in accordance with the
Joanna Briggs Institute methodology for scoping reviews.

Results: A total of 3403 papers were screened during the paper identification process, of which 22 (0.6%) were included in the
scoping review. The samples analyzed were as follows: blood (n=12) for blood cell and malaria detection, urine (n=4) for urinalysis
and parasite detection, cytology of atypical oral (n=1) and cervical cells (n=2), stool (n=2) for parasite detection, and sputum
(n=1) for ferning patterns indicating inflammation. Both conventional (n=15) and specifically developed methods (n=7) were
used in sample preparation. The AI-supported digital microscopy achieved comparable diagnostic accuracy to the reference
standard for complete blood counts, malaria detection, identification of stool and genitourinary parasites, screening for oral and
cervical cellular atypia, detection of pulmonary inflammation, and urinalysis. Furthermore, AI-supported digital microscopy
achieved higher sensitivity than manual microscopy in 6/7 (85.7%) studies that used a reference standard that allowed for this
comparison.

Conclusions: AI-supported digital microscopy achieved comparable diagnostic accuracy to the reference standard for diagnosing
multiple targets in primary health care laboratories and may be particularly advantageous for improving diagnostic sensitivity.
With further research addressing challenges such as scalability and cost-effectiveness, AI-supported digital microscopy could
improve access to diagnostics, especially in expert-scarce and resource-limited settings.

International Registered Report Identifier (IRRID): RR2-10.2196/58149

(J Med Internet Res 2026;28:e78500)   doi:10.2196/78500

KEYWORDS

AI; artificial intelligence; convolutional neural network; deep learning; diagnosis; digital diagnostics; machine learning; pathology;
primary health care; whole slide images
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Introduction

Background
Artificial intelligence (AI) in the form of machine learning has
successfully been applied to image-based diagnostics within
several medical fields [1]. In parallel, manual microscopy
remains a cornerstone of diagnostic practice in resource-limited
settings and at the primary health care (PHC) level due to its
low cost, versatility, and ability to provide direct visualization
of pathogens and cellular changes. It is widely used for the
diagnosis of infectious diseases such as malaria and intestinal
parasitic infections, as well as for full blood counts and analysis
of cervical and oral cytological samples and fine needle aspirates
[2]. Despite its usefulness and broad applicability, microscopy
is highly dependent on the availability of trained personnel and
adequate infrastructure, which are often limited in such settings,
leading to variability in diagnostic quality and coverage [3].
These limitations have motivated the development of AI-driven
approaches, where deep learning methods can assist or automate
microscopy-based diagnostics to improve accuracy and
accessibility. Deep learning approaches, particularly
convolutional neural networks (CNNs) and vision transformers,
have become the dominant architectures for image classification
and interpretation in medical imaging [4]. CNNs extract visual
features, enabling recognition of complex structures such as
cells, pathogens, and tissue patterns, while vision transformers
can capture contextual relationships between distant structures
[4,5].

Leveraging these methods for AI-based microscopy within
laboratory workflows has the potential to automate processes,
increase productivity, and improve diagnostic accuracy [6].
Multiple AI-based diagnostic systems have been approved for
clinical use, for example, for cervical cancer screening and
prostate cancer diagnostics [6-8]. Most of these AI-based
diagnostic systems depend on expensive, high-end digital
imaging instruments and require advanced laboratory
infrastructure and are therefore not feasible for use in PHC
laboratories [6,7]. However, the development of less expensive,
portable digital microscope scanners has enabled research on
the use of AI-supported diagnostic systems suitable for PHC
laboratories [9-11].

A PHC laboratory, also known as a tier 1 laboratory, can be
defined as a laboratory primarily serving outpatients by
providing point-of-care (POC) tests and manual microscopy of
specimens with simple preparations. An additional responsibility
is preparing fine needle aspirations and other simple tissue
specimens that are later dispatched to a tier 2 laboratory in a
first-level hospital for analysis. The PHC laboratories work with
a small budget compared with more advanced laboratories and
are generally managed by a laboratory technician supervised
by a pathologist from a distance [2].

The World Health Organization has emphasized the importance
of providing diagnostics near the patient to enhance the accuracy
and timeliness of diagnoses, improve clinical decision-making,
and reduce the risk of diagnostic errors [12]. The implementation
of AI-supported digital microscopy could help address these
challenges at PHC laboratories. To begin with, since PHC

laboratories lack access to pathology expertise, application of
AI could enable more analyses on-site, consequently increasing
both the availability and speed of diagnostics [2,13]. Increased
speed and access to diagnostics through AI and telemedicine
could reduce health inequities by strengthening diagnostic
capacity, particularly in low- and middle-income countries
(LMICs) and also in sparsely populated regions of high-income
countries [11,14,15]. In addition, a systematic review showed
that the implementation of AI-supported diagnostics for
microscopy increased the effectiveness of laboratory personnel
[6]. Although there is a global shortage of microscopy experts,
the shortage of these specialists is more severe in LMICs;
therefore, AI-supported digital microscopy may be especially
advantageous in strengthening health systems and reducing the
diagnostic gaps in these settings [11,16].

There are several diseases where AI-supported digital
microscopy diagnostics in PHC laboratories could be
advantageous, and studies have been performed on, for example,
screening of oral and cervical cancer as well as targeting
parasitic infections, such as schistosomiasis and infections
caused by soil-transmitted helminths [9,17-19]. Although the
targeted diseases differed in these studies, researchers often
encountered similar challenges due to commonalities in the
methodologies applied, and a review mapping these challenges
could provide valuable insights.

A preliminary search of the databases PubMed and Cochrane
was performed to investigate whether any scoping or systematic
review had been performed on AI-supported digital microscopy
in PHC laboratories. A few related reviews were found. One
systematic review of AI diagnostics for oral cancer [20] overlaps
to some extent with our review; however, since it focuses on a
single disease, it does not provide an overview of the
development of AI-supported digital microscopy in PHC
laboratories. Another systematic review evaluating the
application of AI to whole slide images of tissue samples stained
with hematoxylin and eosin was also identified [21]. This paper
presents the current state of knowledge on AI implementation
in pathology within high-end laboratories.

While these reviews are similar to this scoping review, they do
not provide an overview of which diseases have been
investigated in AI-supported digital microscopy and the
disease-agnostic challenges faced in PHC laboratories.
Furthermore, the development of more affordable scanners and
improved AI, along with persistent workforce and resource
constraints, makes a scoping review timely. A scoping review
performed on AI-supported digital microscopy in PHC
laboratories would, therefore, provide a valuable overview of
the subject and collate knowledge that could guide future
implementation.

This scoping review aimed to systematically review published
peer-reviewed studies that have been performed related to
AI-supported digital microscopy in PHC laboratories and
specifically address the following questions: (1) In which
diseases and for which conditions and targets has AI-based
microscopy been applied for diagnostics within PHC
laboratories? (2) What methods have been used in acquiring
microscopy images to train and analyze AI models for
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diagnostics? (3) What AI models and training approaches have
been applied? (4) How has the AI-supported diagnostic system
performed compared with expert microscopists with regard to
diagnostic accuracy?

Review Question
What peer-reviewed studies have been published on
implementing AI-supported digital microscopy in PHC
laboratories? What methods have been used, what issues have
been faced, and what results have been achieved?

Methods

Study Design
The scoping review was conducted in accordance with the
Joanna Briggs Institute methodology for scoping reviews
updated in 2020 [22]. A PRISMA-ScR (Preferred Reporting
Items for Systematic reviews and Meta-Analyses extension for
Scoping Reviews) checklist is included [23]. A protocol was
initially published in the Open Science Framework and later in
the peer-reviewed journal JMIR Research Protocols [24,25].
The inclusion and exclusion criteria are shown in Table 1.

Table . Inclusion and exclusion criteria for identified studies.

Exclusion criteriaInclusion criteriaStudy characteristic

Language •• Non-EnglishEnglish

Study design •• Non–peer reviewed studiesPublished peer-reviewed studies
• •Diagnostic test accuracy studies Not diagnostic test accuracy studies

Population •• Studies performed on animalsHumans

Concept •• Studies that applied AI models on images
not conventionally analyzed in microscopy

AIa techniques applied as a diagnostic tool
on microscopy

• No final slide diagnosis• Final slide-level diagnosis was performed
and compared with a standard microscopist

• Outcome valuable for clinicians

Context •• Studies performed in an advanced laborato-
ry setting

Performed at primary health care laboratory
(tier 1 laboratory)

• No pathologist needed on site
• Samples such as stool, urine, blood, cytolo-

gy smears, and fine needle aspirations of
superficial tissue (eg, from breast lumps)
prepared with simple methods

aAI: artificial intelligence.

Eligibility Criteria

Participants
This scoping review considered studies on human participants.
No exclusion was made based on age, sex, economic status, or
nationality.

Concept
The studies included in this scoping review fulfilled 3 concept
criteria. First, the studies needed to be performed on images
obtained with an imaging instrument built to automatically
capture microscopy sample areas large enough for diagnostic
purposes. Furthermore, the imaging instrument used must be
operated in a way that does not require human expertise to
determine what areas of the slide should be captured.
Microscopy was defined as deploying a light source, optical
lenses, and a digital camera to acquire a magnified image of a
biological sample, generating an image conventionally
interpreted by a microscopist.

Second, the studies needed to use AI when analyzing the
microscopy images. AI was defined as a computer system that
is trained to perform a task that typically requires human
intelligence. No exclusion was made based on the architecture

of the AI model or the dataset used for training. This analysis
of the microscopy images could be performed on-site or in a
remote cloud environment.

Third, the studies needed to compare the AI-supported
diagnostic system with a standard diagnostic system. A
diagnostic system was defined as all the steps included in the
diagnostic process, from sample collection to the acquisition of
results. The result needed to be sufficient to reach a diagnosis
at the subject level.

Context
The included studies needed to be performed in a PHC
laboratory setting. To be defined as a PHC laboratory, also
known as a tier 1 laboratory, the laboratory needed to fulfill 2
criteria. First, regarding staffing, the laboratory must be run by
a laboratory technician, not requiring a pathologist on-site.
Second, the sample preparations could not exceed the
capabilities of a PHC laboratory. Acceptable samples collected
included stool, urine, blood, cytology smears, and fine needle
aspirations of superficial and easily accessible tissues (eg, from
breast lumps and superficial lymph nodes). The sample staining
procedure must be possible to perform manually without
advanced laboratory equipment such as a microtome or tissue
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processor [2]. Sample procedures that fulfill these criteria
include Kato-Katz thick stool smears, blood smears, centrifuged
urine samples, Papanicolaou-stained cervical or oral smears,
and hematoxylin and eosin–stained fine needle cytology smears
[2]. Since the context of PHC laboratories in this scoping review
is based on human medicine, the exclusion criteria and initial
search strategy were changed to exclude veterinary medicine,
which was included in the initial protocol published on Open
Science Framework [24]. This adjustment was made before
submitting the protocol to JMIR Research Protocols to focus
the scoping review specifically on challenges in implementing
AI-supported microscopy in human health care [25].

Types of Sources
All types of diagnostic test accuracy studies were included.
Because data collection in diagnostic test accuracy studies can
be both retrospective and prospective, studies using either
approach were included. In addition, studies using both paired
and random designs for reference standards were included [26].
The included studies had to be published in English.

Search Strategy
The search strategy was designed to identify peer-reviewed
published papers. An initial limited search of PubMed and
Cochrane was undertaken to identify papers on the topic. Search
blocks were created for the final search based on terms used in
the identified papers. The search blocks were developed to find
papers containing the 2 concepts, microscopy and AI, as well
as the context specification of being in a PHC setting, with 1
block created for each. The databases searched were PubMed,
Web of Science, Embase, and IEEE, and a detailed description
of the search strategy is given in Multimedia Appendix 1. The
search was performed on October 2, 2024. The reference lists
and all the papers citing the included papers were gathered
through the SpiderCite tool on December 3, 2024, and included
in the review process [27].

Study Selection
Following the search, all identified papers were compiled in a
reference management software system, Zotero (version 6.0.20,
Digital Scholar; January 13, 2023, opensource) and duplicates
removed. Following the pilot test, titles and abstracts were
screened by 2 independent reviewers (JvB and AS) for
assessment against the inclusion and exclusion criteria using
Covidence systematic review software (Veritas Health
Innovation, 2024) [28]. During this step, the Cohen κ agreement
was 0.59. All disagreements between JvB and AS were resolved
by NL, who provided the deciding vote and could consult the
other screeners for their rationale. Thereafter, the full texts of
the remaining papers were assessed in detail against the
inclusion criteria by 2 independent reviewers (JvB and AS).
During full text screening, the Cohen κ agreement was 0.75 for
the database search and 0.36 for the citation search. Two reasons

caused 17 out of 21 disagreements in the citation search and
were resolved through discussions between JvB, AS, JL, and
NL. The first issue concerned whether urine analyzers such as
Iris iQ200 or Sysmex UF-100 fulfilled the PHC criteria: it was
concluded that they did not, as these devices perform advanced
sample preprocessing within the machine [29]. The second issue
concerned whether handcrafted feature classification qualified
as AI: it was concluded that it did not, as it does not involve AI
training. With these 2 issues resolved, the citation search had a
Cohen κ agreement of 0.79.

Data Charting and Synthesis
Data were extracted from the studies included in the scoping
review by 2 reviewers (JvB and AS) using a data extraction tool
developed with Covidence systematic review software. The
predeveloped extraction tool can be found in Multimedia
Appendix 2. Initially, the extraction was performed by JvB.
Afterward, the extracted information was checked by AS. All
disagreements were resolved through discussion between JvB
and AS. When questions arose regarding an original paper, the
corresponding author of that manuscript was contacted. The
findings are presented narratively and additionally in a table
format based on the extraction tool. The information from the
extraction tool was split into 3 tables and 1 figure to increase
readability. The figure contains a simplified overview of the
studies, the first table summarizes the process from sample
collection to scanning, the second table shows information on
the AI analysis pipeline and training data, and the third table
reports the study outcomes. Based on the information extracted
to the tables, a narrative description was written to provide an
overview of the mapped information. The studies were grouped
based on the sample type investigated and the disease targeted
as per the first objective of the study: to map in which diseases
and for which conditions and targets has AI-based microscopy
been applied for diagnostics within PHC laboratories.

Critical Appraisal of Results
The QUADAS-2 tool was applied to investigate the bias of the
included studies. This tool was developed to assess the risk of
bias for diagnostic accuracy studies in 4 areas: patient selection,
index test, reference standard, and flow and timing [30]. The
results are shown in the “Results” section, and the form used
can be found in Multimedia Appendix 3.

Results

Overview
In total, 3403 papers were screened during the paper
identification process, of which 22 (0.6%) were included in the
scoping review. The results of the search and the study inclusion
process are reported in full in a PRISMA (Preferred Reporting
Items for Systematic reviews and Meta-Analyses) flow diagram
(Figure 1) [31].
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Figure 1. Flowchart for study inclusion.

The oldest included study was published in 2014, while the
remaining studies were published in 2018 or later, with 9 out
of the 22 (40.9%) studies published in 2024. The papers were
published in 15 different journals with the most common being
Malaria Journal (n=4) and PLOS One (n=4). The most analyzed
samples were blood (n=12), followed by urine (n=4), cytology
(n=3), stool (n=2), and sputum (n=1). Different parasites
(malaria, intestinal, or genitourinary parasites) were the most
common targets (n=13), followed by blood cells (n=4), atypical

cervical cells (n=2), atypical oral cells (n=1), and urine particles,
such as cells (n=1) and crystalline ferning patterns in sputum
(n=1). Detection of these targets was used for multiple diseases
and conditions; complete blood counts (CBCs) and urinalysis
were used for both organ-specific and systemic diseases, parasite
detection for corresponding infections, atypical cells for
screening and detection of cancer, and ferning patterns for
identifying pulmonary inflammation in patients with COVID-19.
An overview of all studies is shown in Figure 2.

J Med Internet Res 2026 | vol. 28 | e78500 | p.389https://www.jmir.org/2026/1/e78500
(page number not for citation purposes)

von Bahr et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Overview of the included studies. AI better than microscopy: White = No comparison, Yes = Higher/same sensitivity and specificity, Mix
= Higher sensitivity and lower specificity, and No = Lower sensitivity and specificity. Number of samples in the test set: k=1000. Conditional formatting
was applied to all numerical values, with high values shaded green and low values shaded yellow. AI: artificial intelligence; CBC: complete blood
count; D: Downey cells; F: Ferning patterns indicative of inflammation; S: sputum; U: urinalysis.

Sample Preparation and Scanning
Out of the 22 included studies, 12 relied solely on manual
preparation methods and 3 used centrifuges. The remaining
studies (n=7) used cartridges that simplified and eliminated
manual steps. Both in-house–built and commercially available
scanners such as Grundium, MiLab, and Motic EasyScan GO
were used. The lowest numerical aperture used was 0.1 and the

highest was 1.4. Several scanners used both autofocus
algorithms and z-stacking to avoid out-of-focus areas. In the 5
studies reporting the time from sample collection to diagnosis
using AI-supported digital microscopy, it was 20‐40 minutes,
but there was also a study reporting that it took more than 50
minutes for the scanning and AI analysis (Table 2) and a more
detailed table in Multimedia Appendix 4.
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Table . Time for analysis and sample processing for the included studies.

Time for analysisSample scanningSample preparationTargetSampleStudy

No retrievable informa-
tion

No retrievable magnifi-
cation and resolution

Cartridge with 2 stainsCBCaBloodBachar et al (2021)
[32]

Total: 30‐40 minutesNo retrievable magnifi-
cation and resolution

Dual-chamber car-
tridge with 2 stains

CBCBloodGasparin et al (2023)
[33]

Total: 30‐40 minutesNo retrievable magnifi-
cation and resolution

Dual-chamber car-
tridge with 2 stains

CBCBloodGasparin et al (2022)
[34]

No retrievable informa-
tion

100× with oil immer-
sion

Manual blood smears
stained with May-
Grünwald and Giemsa

Downey cellsBloodAkisin et al (2023) [35]

Total: <30 minutesA resolution similar to
50× microscopy [37]

Cartridge with Giemsa
staining

Malaria parasitesBloodHamid et al (2024) [36]

No retrievable informa-
tion

A resolution of 0.9 µmManual blood smears

stained with DAPIb
Malaria parasitesBloodHolmström et al (2020)

[38]

Total: <30 minutes
[36,39]; Scanning: 7‐
10 minutes

A resolution similar to
50×

Cartridge with Giemsa
staining

Malaria parasitesBloodBae et al (2024) [37]

Total: circa 20 minutesA resolution similar to
50× [37]

Cartridge with Giemsa
staining

Malaria parasitesBloodEwnetu et al (2024)
[39]

Scanning and AId anal-
ysis: 20‐30 minutes

40× (NAc 0.75)Manual blood smears
stained with Giemsa

Malaria parasitesBloodDas et al (2022) [40]

No retrievable informa-
tion

100× with oil immer-
sion (NA 1.25)

Manual blood smears
stained with Giemsa

Malaria parasitesBloodTorres et al (2018) [41]

No retrievable informa-
tion

63× with oil immersion
(NA 1.4)

Thin blood smears
stained with Giemsa

Malaria parasitesBloodLinder et al (2014) [42]

Scanning and AI analy-
sis 54 minutes

40x (NA 0.75)Manual blood smears
stained with Giemsa

Malaria parasitesBloodHorning et al (2021)
[43]

No retrievable informa-
tion

40× (NA 0.75)SurePath procedure
with Papanicolaou
stain

Cellular atypiaCervical cytologyStegmüller et al (2024)
[44]

Scanning: 5‐10 min-
utes; uploading 10‐40
minutes

20× (NA 0.4)Conventional Papanico-
laou smears

Cellular atypiaCervical cytologyHolmström et al (2021)
[9]

AI analysis: 10 minutes20× (NA 0.4) [45]Manual liquid-based
cytology, stained with

H&Ee [45]

Cellular atypiaOral cytologySunny et al (2019) [19]

No retrievable informa-
tion

40× magnificationSedimented unstained
sputum samples

Ferning patternsSputumGhaderinia et al (2024)
[46]

AI analysis: circa 3
minutes

No retrievable magnifi-
cation and resolution

Fecal samples with
centrifugation, flota-
tion, and sedimentation
[48]

Intestinal parasitesStoolSoares et al (2024) [47]

Scanning 5‐10; up-
loading 10‐20 min-

20× (NA 0.4)Kato-Katz thick smearsSoil-transmitted
helminths

StoolLundin et al (2024)
[49]

utes; AI analysis 5
minutes

No retrievable informa-
tion

40× (NA 0.65)Cartridge that concen-
trates the urine through
5 minutes of sedimenta-
tion

UrinalysisUrineSahu et al (2024) [50]

Scanning: 12 minutes;
AI analysis: 5 minutes

4× (NA 0.1)A membrane capturing
filtered urine particles

SchistosomaUrineMeulah et al (2022)
[51]
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Time for analysisSample scanningSample preparationTargetSampleStudy

Scanning: 12 minutes;
AI analysis: 10‐12
minutes

4× (NA 0.1)A membrane capturing
filtered urine particles

SchistosomaUrineOyibo et al (2022) [52]

Scanning and AI analy-
sis: 25 minutes

4× (NA 0.1)A membrane capturing
filtered urine particles

SchistosomaUrineMeulah et al (2024)
[53]

aCBC: complete blood count.
bDAPI: 4',6-diamidino-2-phenylindole.
cNA: numerical aperture.
dAI: artificial intelligence.
eH&E: hematoxylin and eosin.

Training Data and AI Analysis Pipeline
For training AI models, most studies used in-house collected
and annotated datasets of varying sizes; some had hundreds of
target objects in their dataset, whereas others had hundreds of
thousands. Many studies reported using pretrained neural
networks with different datasets such as COCOtrain2017 and
ImageNet for training [47,53]. One study used unlabeled data
from their collection for unsupervised pretraining and
incorporated publicly available datasets [44].

The AI analysis pipeline for all included studies can be
summarized as follows: a digitized microscopy sample was
provided as input, fields-of-view (FOVs) were analyzed, FOV
results were aggregated to produce a slide-level diagnosis, and
this diagnosis served as the output (Figure 3). The digitized
sample used as input could consist of either whole-slide images
or multiple FOVs captured from the physical slide. The FOV
analysis involved both the identification and the classification
of specific targets; however, not all studies used this first
identification of suspicious FOVs (regions of interest).

Figure 3. Visualization of the artificial intelligence analysis pipeline. As an illustrative case, the pipeline is applied to a digitized fecal smear with
Ascaris lumbricoides parasite eggs.

An initial detection of suspicious FOVs was described in half
of the studies; when this was applied, algorithmic approaches,
shallow CNNs, or support vector machines (SVMs) were used.
The purpose of performing this initial identification of FOVs
of interest was to reduce the number of FOVs that needed to be
analyzed by more computationally expensive AI algorithms.
An additional advantage of performing an initial detection of
suspicious FOVs was that the FOVs were more homogeneous
in content and quality, which can improve the accuracy of the
AI classifier. All studies used AI for the FOV classification
step, predominantly CNNs, except for the oldest study that used

an SVM [42]. One approach was to use multiple classification
steps, for example, by using SVM or shallow CNNs to classify
targets and then reclassifying those with higher uncertainty with
deeper CNNs [37,47].

To achieve the slide-level diagnosis from the FOV analysis
results, multiple methods were used; for example, classifying
slides with any number of positive targets as positive, using
different cutoffs based on confidence or number of findings, or
using AI-based methods such as SVMs and multiple instance
learning (Table 3).
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Table . Artificial intelligence model training and architecture for the included studies.

AIa model architecture and trainingSamples in training setSample and targetStudy

AI model with separate pipelines for

platelets, RBCsc, and WBCsd (1)

No retrievable informationBlood and CBCbBachar et al (2021) [32]

algorithmically identifies candi-
dates, and (2) candidates categorized

by specialized CNNse and machine
learning algorithms

AI model with CNN architecture

using the YOLOf framework

Expert-verified training data gath-
ered throughout development; no
further retrievable information

Blood and CBCGasparin et al (2023) [33]

AI model with CNN architecture
using the YOLO framework

Expert-verified training data gath-
ered throughout development; no
further retrievable information [33]

Blood and CBCGasparin et al (2022) [34]

AI model with YOLOv4-tiny-based
framework with spatial attention

15,885 expert-annotated WBCs
containing 172 Downey cells

Blood and Downey cellsAkisin et al (2023) [35]

using average and maximum pool-
ing along the channel axis

AI model with (1) U-Net segment-
ing RBCs, (2) a 3-layer CNN remov-

No retrievable informationBlood and malaria parasitesHamid et al (2024) [36]

ing normal RBCs, (3) a 23-layer
CNN for detecting parasites, and (4)
1 positive object sufficient for slide
positivity [37]

AI model with (1) Circle Hough
Transform identifying RBCs, (2)

25 thin blood smears with annotated
trophozoites (n=5059) and other
fluorescence signals (n=856)

Blood and malaria parasitesHolmström et al (2020) [38]

fluorescence signals from within the
detected RBCs are used, and (3)
RBCs with fluorescence signals
were analyzed with a CNN
(GoogLeNet)

AI model with (1) U-Net segment-
ing RBCs, (2) a 3-layer CNN remov-

No retrievable informationBlood and malaria parasitesBae et al (2024) [37]

ing normal RBCs, (3) a 23-layer
CNN for detecting parasites, and (4)
1 positive object sufficient for slide
positivity

AI model with (1) U-Net segment-
ing RBCs, (2) a 3-layer CNN remov-

No retrievable informationBlood and malaria parasitesEwnetu et al (2024) [39]

ing normal RBCs, (3) a 23-layer
CNN for detecting parasites, and (4)
1 positive object sufficient for slide
positivity [37]

AI model analyzes only thick region
with (1) potential parasites identi-

Subset of 1452 blood samples and
956,531 annotated parasite objects
[54]

Blood and malaria parasitesDas et al (2022) [40]

fied through dynamic thresholding

and SVMg, (2) CNN (VGGh archi-
tecture) classifies parasites, and (3)
a predetermined threshold decides
slide positivity [54]

AI model for thick region with (1)
local thresholding and low-cost

Approximately 150 high-quality
thick films with 75,000 parasites

Blood and malaria parasitesTorres et al (2018) [41]

methods to identify potential para-
sites, (2) CNNs (VGG architecture)
classifies parasites and stage, and
(3) number and confidence of para-
sites determine slide-level diagnosis

AI model with (1) thresholding algo-
rithm segments potential parasites,

A training set (n=10) with parasites
(n=8329) and a validation set (n=6)
parasites (n=569)

Blood and malaria parasitesLinder et al (2014) [42]

and (2) mathematical feature extrac-
tion and classification with SVM
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AIa model architecture and trainingSamples in training setSample and targetStudy

Separate AI models for thin and
thick regions:

Thick-AI model: (1) potential para-
sites identified through dynamic
thresholding and SVM. (2) CNNs
(VGG architecture) classify [54].

Thin AI model: (1) potential para-
sites detected with a gradient-
boosted tree classifier. (2) CNNs for
classifying parasite stages [55]

Thick model: Subset of 1452 blood
samples with 956,531 parasite ob-
jects [54].

Thin model: 798 blood samples with
more than 92,000 parasites [55].

Tuning slides: 48 slides

Blood and malaria parasitesHorning et al (2021) [43]

AI model with (1) CNN (ResNet-
50) with self-supervised training
(DINO) and then supervised training
with cell pasting, and (2) 8 most
suspicious tiles used for slide classi-
fication with multiple instance
learning (CLAM)

A stratified 4-fold split approach to
partition the 307 slides with 1228
tile-level annotations into training,
validation, and test sets; 2 public
datasets also used

Cervical cytology and cellular atyp-
ia

Stegmüller et al (2024) [44]

AI model with (1) a CNN that seg-
ments slide into high- and low-grade
atypia, and (2) a threshold that de-
cides slide positivity

350 WSIsi were used for training
with 16,133 annotations made by a
pathologist

Cervical cytology and cellular atyp-
ia

Holmström et al (2021) [9]

AI model with (1) cells segmented
to single cells, (2) a CNN (Inception
V3) used for classification, and (3)
cut-offs and SVMs based on percent-
age and mean score of atypical cells
and mean cell score for slide diagno-
sis

252 atypical and 280 normal cell
images annotated (90% for training
and 10% for validation)

Oral cytology and cellular atypiaSunny et al (2019) [19]

AI model with (1) a CNN (Efficient-
Net-B0); and (2) CNN output used
to classify sample

650 images (520 training and 130
validation) derived from 70 partici-
pants

Sputum and ferning patterns (inflam-
mation)

Ghaderinia et al (2024) [46]

AI model with (1) classification
with extracted features and proba-
bilistic SVM, and (2) uncertain ob-
jects analyzed with a CNN (Vgg-16)
[56]

51,919 images containing 12,225
annotations of 15 parasite species
(ranging from 83 to 3297 per
species) [56]

Stool and intestinal parasites (both
helminths and protozoans)

Soares et al (2024) [47]

AI model with (1) YOLOv2 used to
detect potential parasites, (2) a CNN
(ResNet50) used for classification,
and (3) 1 parasite sufficient for slide
positivity

388 samples with 15,058 annota-
tions: Ascaris lumbricoides
(n=2299), Trichuris trichiura
(n=2727), hookworm (n=552), and
artifacts (n=9480)

Stool and soil-transmitted helminthsLundin et al (2024) [49]

AI model with (1) a single CNN
(YOLOX) to detect objects, and (2)
object counts used to grade slide in
tiers of positivity

A dataset annotated by a pathologistUrine and urinalysisSahu et al (2024) [50]

AI model with (1) a CNN segmenta-
tion model (U-Net architecture) [17]

Both spiked laboratory samples and
33 field samples [17]

Urine and SchistosomaMeulah et al (2022) [51]

AI model with (1) a CNN
(DeepLabv3-MobileNetV3), (2)
egg-shaped ellipses fitted to seg-
mented regions for counting, and
(3) 1 parasite fulfilling criteria suffi-
cient for slide positivity

17,799 annotated Schistosoma
haematobium eggs in 2997 FOV
images; dataset split into 80%
training and 20% validation set

Urine and SchistosomaOyibo et al (2022) [52]
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AIa model architecture and trainingSamples in training setSample and targetStudy

AI model with (1) a CNN
(DeepLabv3-MobileNetV3), (2)
egg-shaped ellipses fitted to seg-
mented regions for counting, and
(3) 1 parasite fulfilling criteria suffi-
cient for slide positivity [52]

17,799 annotated S. haematobium

eggs in 2997 FOVj images; dataset
split into 80% training and 20%
validation set [52]

Urine and SchistosomaMeulah et al (2024) [53]

aAI: artificial intelligence.
bCBC: complete blood count.
cRBCs: red blood cells.
dWBCs: white blood cells.
eCNNs: convolutional neural networks.
fYOLO: You Only Look Once.
gSVM: support vector machine.
hVGG: Visual Geometry Group.
iWSIs: whole slide images.
jFOV: field of view.

Study Outcomes
When the study outcomes were mapped, differences were
observed in the reference standards, study sizes, and
performance metrics used. For the 3 studies investigating CBCs,
the Pearson correlation coefficient was compared with high-end
analyzers and was above 0.9 for all cells except basophils, where
the value ranged from 0.6 to 0.8 in all studies [32-34]. Nine
studies used manual microscopy of the same samples as the
reference standard and reported results with sensitivity and
specificity (for malaria, soil-transmitted helminths, Schistosoma,
and cervical cell atypia). Across these 9 studies, all reported a
sensitivity and specificity of at least 80% except for 1 with a
lower sensitivity of 57% [35] and 3 with lower specificity
(75.6%, 78.4%, and 48.9%) [9,40,51]. One study included
results with and without human expert verification: human
verification of AI model findings increased specificity by 29.5%

but conversely led to a sensitivity decrease of 0.9% for malaria
detection [36]. Seven studies used reference standards such as
polymerase chain reaction (PCR) or histology and included
comparisons between AI-supported digital microscopy and
manual microscopy; in 4 of these 7 studies, a higher sensitivity
but lower specificity was reported for AI-supported digital
microscopy. Of the remaining 3 studies, 1 evaluated urinalysis,
in which manual analysis had higher sensitivity, specificity, or
both across all targets [50], 1 for intestinal parasites where the
AI had higher sensitivity and the same specificity [47], and 1
for oral atypia where the AI had both higher sensitivity and
specificity [19]. The number of samples included in the
diagnostic evaluations ranged from 27 to 2250. Most studies
(n=15) achieved a low risk for bias according to QUADAS-2;
however, some studies either lacked the information needed to
properly evaluate bias or had methodological issues (n=7) (Table
4).
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Table . Results for the included studies.

QUADAS-2aReference stan-
dard

Number of sam-
ples

Manual mi-
croscopy

OutcomeHuman verifica-
tion

Sample and tar-
get

Study

LowHematology ana-
lyzer

679NRdrc≥0.94 (except
basophils=0.6)

NoBlood and CBCbBachar et al
(2021) [32]

LowHematology ana-
lyzer

550NRr≥0.94 (except
eosinophils/ba-
sophils=0.81)

YesBlood and CBCGasparin et al
(2023) [33]

LowHematology ana-
lyzer

450NRr≥0.91 (except
eosinophils/ba-
sophils=0.80)

YesBlood and CBCGasparin et al
(2022) [34]

Mostly lowManual mi-
croscopy

31NRSee 57%, Spf

100%

NoBlood and
Downey cells

4: Akisin et al
(2023) [35]

LowPCRg190Se 89.3%, Sp
100%

Se 90.2%, Sp
96.2%

YesBlood and
malaria

Hamid et al
(2024) [36]

Mostly lowPCR27NRr=0.90 for para-
site counts

NoBlood and
malaria

Holmström et al
(2020) [38]

LowMicroscopy and

RDTsh
488NRSe 95.1%, Sp

91.4%
NoBlood and

malaria
Bae et al (2024)
[37]

LowPCR1165Se 67%‐
69.9%, Sp
97%‐98.7%

Se 83%‐
93.9%, Sp
94%‐97.6%

YesBlood and
malaria

Ewnetu et al
(2024) [39]

LowMicroscopy2250NRSe 91.1%, Sp
75.6%

NoBlood and
malaria

Das et al (2022)
[40]

LowPCRSite 1: 400 Site
2: 300

Site 1: Se 68%,
Sp 100%

Site 2: Se 42%,
Sp 97%

Site 1: Se 72%,
Sp 85%

Site 2: Se 52%,
Sp 70%

NoBlood and
malaria

Torres et al
(2018) [41]

LowMicroscopy31NRSe 95%, Sp
100%

YesBlood and
malaria

Linder et al
(2014) [42]

LowMicroscopy35NRSe 86.7%, Sp
100%

NoBlood and
malaria

Horning et al
(2021) [43]

LowMicroscopy307 (4-fold split)NRMean area under
curve 77.5

NoCervical cytolo-
gy and cellular
atypia

Stegmüller et al
(2024) [44]

Mostly lowMicroscopy361NRSe 100%, Sp
78.4%

NoCervical cytolo-
gy and cellular
atypia

Holmström et al
(2021) [9]

LowHistology30Se 59%, Sp 67%Se 89%, Sp
100%

NoOral cytology
and cellular
atypia

Sunny et al
(2019) [19]

Mostly lowCTi160NRSe 94.3%, Sp
95.9%

NoSputum and fern-
ing patterns (in-
flammation)

Ghaderinia et al
(2024) [46]

Mostly lowManual and AIj

microscopy

73Se 81%, Sp
100%

Se 86%, Sp
100%

NoStool and intesti-
nal parasites
(both helminths
and protozoans)

Soares et al
(2024) [47]

LowMicroscopy792NRSe 76.4%‐
91.9% Sp
89.7%‐98.2%

NoStool and soil-
transmitted
helminths

Lundin et al
(2024) [49]

Mostly lowMicroscopy240Se ≥94% and Sp
≥93%

Se ≥81% except
for bacteria
(76%) and casts
(71%), Sp ≥88%

NoUrine and urinal-
ysis

Sahu et al (2024)
[50]
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QUADAS-2aReference stan-
dard

Number of sam-
ples

Manual mi-
croscopy

OutcomeHuman verifica-
tion

Sample and tar-
get

Study

LowMicroscopy487NRSe 87.3%, Sp
48.9%

NoUrine and Schis-
tosoma

Meulah et al
(2022) [51]

Mostly lowMicroscopy65NRSe 93.8%, Sp
93.9%

NoUrine and Schis-
tosoma

Oyibo et al
(2022) [52]

LowPCR and particle
lateral flow test

339Se 61.9%, Sp
96.4%

Se 62.9%, Sp
78.8 %

NoUrine and Schis-
tosoma

Meulah et al
(2024) [53]

aQUADAS-2: Quality assessment of diagnostic accuracy studies 2.
bCBC: complete blood count.
cr: Pearson correlation coefficient.
dNR: Not reported.
eSe: sensitivity.
fSp: specificity.
gPCR: polymerase chain reaction.
hRDT: rapid diagnostic test.
iCT: computed tomographic scan.
jAI: artificial intelligence.

Discussion

Summary
This scoping review included 22 publications deploying
AI-supported digital microscopy in PHC laboratories for
multiple targets, published in 15 different journals. These studies
fulfilled the concepts of using AI and digital microscopy to
achieve a slide-level diagnosis in PHC laboratories. The number
of included studies was low, given the extensive research on
AI in medical imaging. The exclusion of 58 papers due to the
absence of sample-level diagnoses and of 71 papers due to not
being conducted in PHC laboratories suggests that most research
has focused on target detection or advanced laboratory settings,
rather than evaluating end-to-end diagnostic systems for PHC
use. This is notable, given the potential benefits of such
technologies in PHC laboratories. However, 9 of the 22 included
studies were published in 2024 indicating an upward trend in
studies focused on AI-supported digital microscopy at the PHC
level.

The studies targeting specific diseases primarily focused on
conditions that disproportionally affect vulnerable populations.
The results from the included studies in this scoping review
indicate that AI-supported digital microscopy can achieve
accuracy comparable to that of standard microscopy for malaria,
intestinal parasites, cell atypia, and urinalysis; to that of
computed tomography for detecting pulmonary inflammation
in patients with COVID-19; and to that of conventional
hematology analyzers for CBC. Diagnostic accuracy comparable
to the reference standard was defined as sensitivity and
specificity of >80% or a Pearson correlation of >0.90. The
reported results also indicate that AI-supported digital
microscopy could be particularly advantageous for increasing
sensitivity, as 6 out of 7 (85.7%) studies comparing it with
manual microscopy reported higher sensitivity for AI-supported
digital microscopy. Furthermore, the objective of the scoping
review was to map target-agnostic challenges and solutions
regarding sample preparation, scanning, AI methods, and human

integration and discuss future implications for AI-supported
digital microscopy in PHC laboratories.

Sample Preparation
Variability in target morphology and artifacts may reduce AI
performance and can be introduced in all steps from sample
collection to scanning. Manual steps in sample preparation are
prone to introducing variability, and all included studies
involved such steps, with 12 relying on entirely manual
preparation. Decreased specificity due to sample variability was
observed in one study, where poorly prepared samples led to
the introduction of artifacts [41], and in another study where
synthetically prepared samples in the training dataset lacked
artifacts present in real-world samples [51]. Sensitivity can also
be affected by variability in preparation, as demonstrated in one
study on soil-transmitted helminths [49]. This indicates that
variability introduced during sample preparation may be a major
hurdle when developing AI-supported digital microscopy for
PHC laboratories as more steps are performed manually.

There are possible solutions to sample variability. For example,
improving consistency through good laboratory practices and
standard operating procedures is one way to minimize sample
variability; however, this requires system-specific training for
personnel, good laboratory infrastructure, and quality controls,
which might reduce the feasibility of implementation in PHC
laboratories. The use of equipment such as cartridges to limit
manual steps is another approach to minimize variability
[33,36,50]. This may lower the demands on personnel; however,
using disease-specific consumables may introduce issues, for
example, increased costs. Another potential approach to
minimize variability is to simplify sample preparation, for
example, by removing staining or smearing steps [57]. Although
this could reduce variability, it may also lead to a loss of
valuable diagnostic information, in turn decreasing the AI model
performance.
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Scanning
The scanner needs to capture sufficient information to allow AI
model classification of targets, but scanning large sample areas
at high magnification is time-consuming. The scanning time
can be decreased by analyzing a smaller sample area. However,
this can lead to a reduced ability to detect low-density targets,
highlighting a trade-off between faster diagnostics and high
sensitivity for these cases. This is exemplified by one solution
for malaria, where clinicians are able to increase the area
analyzed to detect low-density infections [39]. Another solution
to decrease scanning time is to use a lower magnification than
what is conventionally used by microscopists: this approach
achieved diagnostic accuracy comparable to manual microscopy
for cytology [19], malaria [36], and parasitic infections [49,53].
Nonetheless, the use of lower magnification could result in
information loss that reduces the AI model performance.

Training Data
All studies that specified the AI-training methods used variants
of supervised learning which require annotated data. Annotating
data is time-consuming and requires digitized samples that are
rarely produced in PHC laboratories due to limited access to
scanners. Therefore, many studies had to collect and annotate
their own datasets rather than access existing data. One study
also used laboratory-enriched samples to increase the number
of targets [51]. In some cases, certain targets were
underrepresented in the dataset, which caused the AI models to
perform poorly on those [32,43], emphasizing the challenges
of limited training data. To overcome limited datasets,
approaches, such as using data augmentation, publicly available
datasets, CNNs with pretrained weights, and unsupervised
learning, were deployed [38,44,52]. Although there are many
ways to limit the effect of small datasets, the improved
diagnostic performance in studies, iteratively collecting larger
datasets, highlights that insufficient training data remain a
limiting factor when developing AI-supported digital
microscopy for PHC laboratories [17,33,34,52]. Larger studies
and collaborations that allow data sharing could provide
solutions to the issue of limited training data.

AI Analysis Pipeline
The AI analysis pipelines used can be broadly divided into 3
main steps: FOV identification, FOV classification, and
aggregation for sample-level diagnosis (Figure 3). Given that
the analysis of a single sample took more than 30 minutes in
some studies and that access to graphics processing units may
be limited in PHC laboratories, efficiency becomes important.
One strategy to minimize computational demands is to combine
identification and classification, as implemented in the You
Only Look Once framework, which uses a single CNN
[34,50,58]. Another strategy is to first identify targets using fast
and computationally efficient methods and subsequently feed
the suspicious FOVs into more computationally intensive
algorithms for classification. Using an initial object
identification step may also enhance the uniformity of the data
entering the classification stage, which may be particularly
beneficial due to the variability in manually prepared samples
that are commonly used in PHC laboratories [19].

For the third step, slide-level classification, different approaches
were used: slides were classified as positive if a single positive
target was detected; others applied cutoffs to reduce noise and
false positives. In addition, certain studies used methods such
as SVMs [19] or multiple instance learning [44] to aggregate
slide-level results. While these methods may improve
classification, they carry a risk of overfitting, especially since
the number of training samples at the slide level is much smaller
than at the object level.

Manual Verification
One study investigated AI-supported digital microscopy with
and without human verification. In the study, human verification
was performed on targets initially classified as positive by the
AI models, which led to a 0.9% drop in sensitivity but a 29.5%
increase in specificity [36]. This demonstrates that, with human
intelligence, AI errors can be identified and removed without
a substantial loss of sensitivity. This is in line with the high
specificity presented in studies using human verification, which
all showed specificity of >90% [39,42]. Expanding human
verification to include borderline cases classified as negative
may also be used to reduce false negatives and increase
sensitivity.

Reported Diagnostic Performance
The reported diagnostic performance of the studies included in
the scoping review indicates that AI-supported digital
microscopy may achieve comparable diagnostic accuracy in
PHC laboratories; however, it is important to account for
methodological choices when interpreting the results and due
to the heterogeneity in study designs, comparisons between
studies and diseases become challenging. One example of
methodological choices is that most studies used manual
microscopy as the reference standard. Since microscopy itself
is an imperfect diagnostic test, it can affect the performance of
the index test and may result in over- or underestimation of the
diagnostic accuracy of AI-supported microscopy. Two studies
argued that this limitation may have reduced the apparent
diagnostic accuracy of AI-supported digital microscopy [49,50].
Another aspect to consider is the number of samples on which
the method was evaluated. For example, the study in which the
AI-supported digital microscopy had higher sensitivity and
specificity than manual microscopy analyzed 30 samples [19].
Generally, the QUADAS-2 tool indicated a low risk of bias.
However, it did not capture the issue of AI models being trained
on samples from the same collection, which is a potential source
of poor generalizability for AI. This can occur even when the
detection algorithms are trained on different datasets, for
example, when thresholds or rules for deriving slide-level
diagnoses are developed using the same slides on which
diagnostic performance is later evaluated, leading to inflated
estimates of diagnostic accuracy. However, some studies
avoided training on the data from the same collection, included
more than 100 test samples, had low risk of QUADAS-2 bias,
and used a more advanced reference standard and still achieved
comparable or better results than manual microscopy
[33,36,39,53].
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Limitations
A limitation of the extraction process was the lack of consistent
terminology used in the field. This was exemplified in the search
block aimed at identifying PHC. Terms such as “low-cost” and
“PHC” were included but not “remote,” which was used to
describe one study that fulfilled the inclusion criteria [59].
Another limitation was the broad definition of PHC laboratories
adopted from Fleming et al, which led to the inclusion of studies
using relatively advanced methods, such as oil immersion
scanning at 100× magnification and specially designed cartridges
for sample preparation [2,33,41,42]. These methods may be
difficult to implement in some PHC laboratories, but to achieve
a more comprehensive overview of the field, the inclusion of
these studies was deemed advantageous [25]. A third limitation
stems from the lack of standardized methodological descriptions
in the included studies. In some cases, key information, such
as scanner magnification, was missing or reported inconsistently
across studies, which complicated comparisons in the scoping
review.

Steps Needed to Achieve Clinical Implementation
In this scoping review, we identified hurdles that were shared
across several studies and that must be overcome before
implementing AI-supported digital microscopy. Many
developers have recognized a need to iteratively improve their
AI-supported digital microscopy; thus, a framework that enables
continuous improvements might be advantageous for supporting
the development of more accurate AI models. This requires
health policy guidelines and frameworks that give details on
how these processes should be conducted [60]. Another hurdle
in the implementation of AI-supported digital microscopy is
cost. The development of lower-cost scanners has reduced
expenses; however, most commercially available scanners
remain more expensive than traditional microscopes [38,61].
Microscopes typically function reliably over long periods, and
scanners may need comparable longevity for AI-supported
digital microscopy to be cost-effective. One potential solution
to this is modular scanner construction, which may improve its
lifespan through component updates and thereby its
sustainability. Some systems in this review were developed for
specific diseases, which increases the cost of implementing
them in PHC laboratories, as multiple systems would have to
be acquired to replace microscopes. To make it economically
feasible to implement AI-supported digital microscopy, it may,
therefore, be necessary to adopt a multipurpose approach where
systems are developed for multiple diseases. Some studies show
that scanners can digitize different samples and similar
approaches can be applied to different diseases [9,37,49].
Systems developed for specific diseases may instead be useful
in large screening programs or epidemiological surveys, for
example, for soil-transmitted helminths, malaria, or cancer
screening. Cost-effectiveness trials could provide guidance for
the feasibility of AI-supported digital microscopy and evaluate
single-disease systems against multipurpose platforms.

Potential Implications for PHC Diagnostics
AI-supported digital microscopy has potential advantages
compared with manual microscopy in PHC laboratories. First,
it could improve diagnostic accuracy, especially sensitivity, and

this may be further enhanced by incorporating human
verification [39,53]. Second, it might increase the access and
timeliness of diagnostics by allowing diagnostic procedures to
be performed at the POC in PHC laboratories and eliminate the
need to send samples elsewhere for analysis [9,19]. Third, it
could alleviate the workload of personnel through task shifting.
This could increase the productivity of experts and thereby
access to image-based diagnosis [36,39].

Other POC diagnostic technologies, including rapid diagnostic
tests (RDTs) and PCR-based methods, provide alternative means
of diagnosing some conditions discussed in this scoping review
[62,63]. One included study compared AI-supported digital
microscopy with another POC-diagnostic method: a malaria
study comparing it with RDTs [39]. The AI-supported digital
microscopy had higher sensitivity and specificity than RDTs
for some malaria species and settings but lower in others. One
review proposed that AI-supported digital microscopy holds
more promise than RDTs for malaria diagnosis [64]. However,
other studies highlight the possibilities of other methods, such
as RDTs and PCR, for POC diagnostics [62].

Implementation of AI-supported digital microscopy could
strengthen health systems and increase health equity, particularly
where resources are limited such as in scarcely populated areas
and LMICs. This may be possible since, in addition to
comparable diagnostic accuracy to microscopy, slides can be
scanned and analyzed within approximately 30 minutes for
multiple diseases [34,39,53]. As the process eliminates the need
for microscopy expertise on-site, it could enable timely and
accurate diagnostics in PHC laboratories that currently lack this
capacity: even if manual verification is required, it can be
performed remotely. Moreover, by decentralizing diagnostics,
it may reduce referrals to higher-tier health care facilities,
alleviating their work and minimizing the risk of referral-related
dropouts [12].

Knowledge Gaps and Research Priorities
This scoping review identified evidence of the feasibility of
AI-supported digital microscopy for multiple targets in PHC
laboratories. Drawing on the evidence mapped here, future
research should prioritize studying scalable and robust systems
that can be transferred and implemented in new laboratories
and settings. Achieving scalability requires research into
AI-supported digital microscopy with an end-to-end perspective,
where everything from sample preparation, scanning, and AI
analysis until the final diagnosis is accounted for and easily
reproducible. Adding to this, research that examines how
predeveloped AI-based systems are transferred and implemented
in new clinical settings would provide valuable insights into
real-world robustness, which was done by some of the included
studies. To enable this kind of research, large multisite
collaborations are important, which could be facilitated by
improved health policy guidelines and frameworks, as well as
initiatives led by key stakeholders including governments and
nongovernmental organizations. Furthermore, important research
priorities include assessing cost-effectiveness and exploring
perceived barriers to implementation among patients and health
care professionals. Finally, the scoping review’s screening
process identified additional potential applications for
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AI-supported digital microscopy, including tuberculosis, other
parasitic diseases, respiratory cytology, sperm motility, and
sickle cell anemia, which warrant further investigation in PHC
settings [65-69].

Conclusions
This scoping review identified 22 studies deploying
AI-supported digital microscopy in PHC laboratories. For
multiple diagnostic purposes, AI-supported digital microscopy
achieved comparable results to the reference standard and could

be particularly advantageous for increasing sensitivity in
diagnosis. Further research is needed on challenges such as
generalizability, scalability, and cost-effectiveness. Such
evidence is critical to stimulate product development, enable
regulatory approval, and support reimbursement and adoption
by health care authorities. If the methods can be demonstrated
to be feasible in real-life clinical PHC settings, translated into
medical device products, and carefully integrated into health
care systems, they are likely to improve access to diagnostics,
particularly in LMICs and scarcely populated regions.
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Abstract

Background: Vessels encapsulating tumor clusters (VETC) are significantly associated with poor prognosis in hepatocellular
carcinoma (HCC). However, identifying VETC early remains challenging. Recently, machine learning has shown promise for
VETC detection, but their diagnostic accuracy lacks systematic validation.

Objective: This meta-analysis aimed to systematically evaluate the diagnostic accuracy of machine learning models for detecting
VETC in patients with HCC.

Methods: The Cochrane Library, Embase, Web of Science, and PubMed were searched up to June 21, 2025. Eligible studies
focused on machine learning models for HCC VETC diagnosis. Studies that merely analyzed risk factors or lacked outcome
measures were excluded. The Prediction Model Risk of Bias Assessment Tool was used to evaluate the risk of bias. A bivariate
mixed-effects model was used for a meta-analysis based on 2×2 diagnostic tables. Subgroup analyses were performed according
to modeling variables (nonradiomic vs radiomic features) and model types (traditional machine learning vs deep learning).

Results: This meta-analysis included 31 studies comprising 6755 patients with HCC (2699 VETC-positive). Nineteen studies
used machine learning models based on nonradiomic features, and 12 used radiomic features (including deep learning). In the
validation set, the nonradiomic model demonstrated a pooled sensitivity of 0.72 (95% CI 0.66-0.78), specificity of 0.74 (95% CI
0.68-0.80), and an area under the summary receiver operating characteristic curve (SROC AUC) of 0.80 (95% CI 0.76-0.83).
The radiomic model showed sensitivity of 0.81 (95% CI 0.73-0.87), specificity of 0.73 (95% CI 0.67-0.79), and SROC AUC of
0.84 (95% CI 0.80-0.87). Traditional machine learning achieved sensitivity of 0.84 (95% CI 0.71-0.92), specificity of 0.75 (95%
CI 0.67-0.81), and SROC AUC of 0.83 (95% CI 0.80-0.86). Deep learning exhibited sensitivity of 0.77 (95% CI 0.69-0.84),
specificity of 0.70 (95% CI 0.59-0.79), and SROC AUC of 0.81 (95% CI 0.77-0.85).

Conclusions: This meta-analysis is the first to quantitatively assess the efficacy of machine learning models in HCC VETC
diagnosis, addressing an evidence gap in this field. Unlike previous descriptive reviews, this analysis provides the first quantitative
evidence revealing the potential value of machine learning in detecting HCC VETC. The findings provide a foundation for
developing and refining subsequent intelligent detection tools. Despite their promising prospects, machine learning models have
not yet reached the maturity required for clinical translation, owing to methodological heterogeneity, limited validation, and a
high risk of bias. Future research should focus on conducting multicenter, large-sample, standardized, prospective studies to
advance clinical translation.

Trial Registration: PROSPERO CRD420251084894; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251084894

(J Med Internet Res 2026;28:e82839)   doi:10.2196/82839
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Introduction

Liver cancer is the sixth most frequently diagnosed malignancy
and the third leading cause of cancer-related mortality
worldwide. In 2022, there were approximately 865,000 new
cases of liver cancer and 757,948 related deaths. Hepatocellular
carcinoma (HCC) accounts for 75% to 85% of primary liver
cancers. Higher incidence and mortality rates are predominantly
observed in developing regions, including Mongolia, Cambodia,
Laos, Thailand, Vietnam, and Egypt [1]. Consequently, HCC
has become a significant global oncological concern. For
early-stage HCC, curative interventions such as surgical
resection, liver transplantation, and ablation are recommended.
For intermediate stages, locoregional therapies are typically
used, while systemic treatment is preferred for individuals with
a significant intrahepatic tumor burden. Advanced HCC is
primarily managed with immune checkpoint inhibitors [2].
While these treatments have prolonged the survival of some
patients, others still have a poor prognosis, even after undergoing
the same treatment regimen. Patients with HCC have an overall
5-year survival rate of less than 20% [3]. Adding to the clinical
challenge, the postoperative recurrence rate for HCC is high,
at around 70%, even after curative resection. This persistent
risk is a primary factor in unfavorable long-term patient
prognosis [4]. Several factors have been associated with poor
HCC prognosis, including microvascular invasion [5], the
macrotrabecular-massive subtype [6], and the coexpression of
Ki-67 and cytokeratin 19 [7]. Thus, identifying the key factors
that drive poor prognosis in HCC is crucial.

Recently, there has been an increase in attention directed toward
a distinct microvascular pattern known as vessels encapsulating
tumor clusters (VETC). First described by Fang et al [8] in 2015,
VETC refers to a vascular network surrounding tumor clusters
in a spiderweb configuration. This pattern has been characterized
as an independent vascular morphology that is distinct from
epithelial-mesenchymal transition. It facilitates the release of
entire tumor clusters into the bloodstream and enables a
noninvasive metastatic mechanism in HCC. Research indicates
that the prevalence of VETC correlates with tumor stage and
aggressiveness. VETC occurs in approximately 30%-40% of
patients undergoing resection, 50%-55% of individuals with
postresection recurrence, and up to 76% of patients with
unresectable disease receiving liver transplants [9]. A positive
VETC status substantially influences the long-term prognosis
of patients with HCC [10]. Recent studies show that patients
with VETC have significantly shorter overall and disease-free
survival than patients without VETC [11]. The presence of
VETC has been established as a robust predictor of aggressive
HCC behavior [10]. A meta-analysis by Wang et al [12] further
confirmed VETC as a significant predictor of overall survival
and tumor recurrence, supporting its role as an effective
prognostic biomarker. Furthermore, multiparameter prognostic
models that incorporate VETC status demonstrate superior
predictive capacity for disease-free and overall survival in

patients with HCC compared to the conventional
tumor-node-metastasis staging system. These models facilitate
personalized temporal survival estimation and have the potential
to enhance clinical decision-making regarding surveillance
management and therapeutic strategies [13,14]. Concurrently,
VETC status is valuable in guiding systemic therapy selection
and predicting treatment response in HCC. Notably, patients
with VETC experience greater survival benefits from therapies
including sorafenib [15], lenvatinib [16], and transarterial
chemoembolization [17] than their VETC-negative counterparts
do. These observations suggest that VETC-based stratified
treatment strategies may optimize patient outcomes further,
providing an evidence base for clinical decision-making [9].
Therefore, early detection of VETC status is clinically relevant
for improving HCC prognosis. Currently, a definitive diagnosis
of VETC relies on histopathological examination of biopsy or
resected tissue specimens. However, this approach has several
limitations. Technical challenges include dependence on tumor
size and needle gauge, as well as variability among clinicians
and pathologists. Procedural risks encompass hemorrhage,
seeding metastasis, sampling error, and uncertainty in tumor
characterization [18]. Thus, noninvasive methods for identifying
VETC status in HCC are urgently needed to circumvent the
limitations of tissue acquisition. Recent advancements in image
processing and artificial intelligence have sparked growing
interest in clinical oncology in the development of predictive
models that integrate computed tomography, magnetic resonance
imaging (MRI), and contrast-enhanced ultrasound with machine
learning algorithms. This methodology is increasingly being
explored for the noninvasive diagnosis of HCC VETC [19-21].
Several studies have explored the potential for directly
diagnosing VETC in HCC using images alone [22,23].
Furthermore, machine learning models that incorporate clinical
and imaging features have been developed to noninvasively
predict VETC status [20,24]. Despite these promising findings,
there is a lack of systematic evidence substantiating the efficacy
of machine learning–based approaches for VETC detection in
HCC. This lack of evidence poses a significant challenge to the
development and improvement of artificial intelligence–assisted
diagnostic tools. To address this deficiency, this systematic
review and meta-analysis were conducted to summarize the
performance of machine learning in noninvasively detecting
VETC in HCC. The aim is to provide evidence-based support
for developing and optimizing future intelligent diagnostic tools.

Methods

Study Registration
This meta-analysis was conducted in strict accordance with the
PRISMA (Preferred Reporting Items for a Systematic Review
and Meta-Analysis; checklist provided in Multimedia Appendix
1) Diagnostic Test Accuracy Studies guidelines [25] and was
prospectively registered with the International Prospective
Register of Systematic Reviews (CRD420251084894).
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Eligibility Criteria Textbox 1 presents the eligibility criteria for studies.

Textbox 1. Eligibility criteria.

Inclusion criteria

• Participants diagnosed with hepatocellular carcinoma

• Cohort, case-control, or cross-sectional studies

• Studies that developed machine learning models for the diagnosis vessels encapsulating tumor clusters

• Publications reported in English

Exclusion criteria

• Reviews, guidelines, expert opinions, or conference abstracts

• Studies that only performed risk factor analyses without constructing machine learning models

• Studies lacking key metrics for assessing the accuracy of machine learning models

• Studies reporting only univariable predictive performance

Data Sources and Search Strategy
According to the PRISMA search guidelines, the PubMed,
Embase, Cochrane Library, and Web of Science databases were
searched up to June 21, 2025. The search combined Medical
Subject Headings and free-text terms, with no restrictions on
language, country, or publication date. The search strategy was
developed independently for this analysis. It was not adapted
from existing systematic reviews, nor did it incorporate
additional information sources or use search filters. The strategy
did not undergo peer review before its execution, and no updates
were made to the search following the initial retrieval. Based
on the existing literature, we manually examined the reference
lists of selected studies and relevant reviews to identify
additional articles. Conference proceedings were excluded, and
no attempts were made to contact authors for additional
information [26]. Details are presented in Table S1 in
Multimedia Appendix 2.

Study Selection
All retrieved articles were imported into EndNote (version 21;
Clarivate) to remove duplicates. Two researchers (HS and ZX)
screened the titles and abstracts of the articles independently
and excluded the irrelevant ones. Subsequently, the full texts
of potentially eligible studies were acquired and assessed for
final inclusion. The researchers then cross-checked their results.
Any discrepancies were resolved through discussion or
adjudication by a third researcher (WW).

Data Extraction
Prior to data extraction, a standardized spreadsheet was
developed. The extracted data included the following: first
author, number of VETC cases, patient source, total sample
size, study design, detection method, number of VETC cases
in the training set, total training set size, country, method of
validation set generation, model type, publication year, total
validation set size, number of VETC cases in the validation set,
and modeling variables.

Risk of Bias
The Prediction Model Risk of Bias Assessment Tool was applied
to evaluate the risk of bias across four domains: participants,
predictors, analysis, and outcome. Each domain contained 2-9
signaling questions, which could be answered as “yes or
probably yes,” “no or probably no,” or “no information.”
Domain-specific judgments were categorized as low, high, or
unclear risk of bias. A domain was judged as having a low risk
of bias if all signaling questions were answered “yes or probably
yes”; a high risk of bias if at least one was answered “no or
probably no”; or an unclear risk of bias if at least 1 was
answered “no information” while all others were answered “yes
or probably yes.” Two researchers (HS and ZX) conducted the
assessment independently. They then cross-checked their results.
Any disagreements were settled by consensus or arbitration by
a third researcher (WW).

Synthesis Methods
A bivariate random-effects model was used for the meta-analysis
based on available 2×2 diagnostic tables (either reported directly
or reconstructed from reported performance metrics and sample
size). The following pooled estimates were derived with their
corresponding 95% CIs, sensitivity, specificity, positive
likelihood ratio (LR+), negative likelihood ratio (LR–),
diagnostic odds ratio (DOR), and the area under the summary
receiver operating characteristic curve (SROC AUC). Deeks’
funnel plot was used to evaluate small-study effects. Fagan’s
nomogram was applied to evaluate clinical applicability.
Subgroup analyses were conducted according to modeling
variables (nonradiomic vs radiomic features) and model type
(traditional machine learning vs deep learning). A P value of
<.05 indicated statistical significance. Stata (version 15.1;
StataCorp LLC) was used for all meta-analyses.

Results

Study Selection
The database search yielded 302 potentially relevant articles.
Of these, 177 duplicates were excluded (117 identified by
software and 60 manually). After screening the titles and
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abstracts, 89 articles unrelated to the topic were removed. The
full texts of the remaining 36 articles were assessed for
eligibility. Among them, 5 records were excluded; 3 because
they did not develop machine learning models, and 2 because

they were conference abstracts without full-text publication.
Ultimately, 31 eligible studies were included [20-24,27-52].
The specific process is depicted in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for a Systematic Review and Meta-Analysis) flow diagram of the selection process for studies applying
machine learning to detect hepatocellular carcinoma vessels encapsulating tumor clusters.

Study Characteristics
The 31 studies were published between 2021 and 2025. All
were conducted in China and Japan. Of these, 8 studies used a
case-control design, and 23 used a cohort design. Patient data
were derived from multiple centers in 10 studies and from single
centers in 21 studies. A total of 6755 participants with HCC
were included, 2699 of whom were identified as VETC-positive.
Regarding detection methods, 1 study used radiomic features
based on computed tomography, 6 studies used MRI-based
radiomics, 5 studies used deep learning, and 19 studies used
traditional machine learning. The training sets collectively
comprised 4411 participants with HCC, including 1714 with
VETC. Internal validation was conducted in 14 studies, external
validation in 3 studies, and both in 7 studies. The validation sets
encompassed 2344 participants with HCC, 955 of whom were
VETC-positive. The prediction models incorporated machine
learning (n=5), logistic regression (n=24), least absolute
shrinkage and selection operator regression (n=1), and random
forest (n=1). Detailed characteristics are illustrated in Tables
S2-S4 in Multimedia Appendix 2.

Risk of Bias
The Prediction Model Risk of Bias Assessment Tool was applied
across 4 domains to assess the overall risk of bias. First, 8 of

the 31 eligible studies in the participants domain used a
case-control design, which introduced a high risk of bias due
to potential differences in data sources and patient selection.
Second, case-control studies were judged to carry a high risk
of bias in the predictors domain because predictor assessment
was influenced by knowledge of the outcome. Third, in the
outcome domain, VETC status was consistently defined and
confirmed via histopathological examination. Since the outcome
definition, measurement, and classification were independent
of predictor assessment and participant selection, this domain
was assessed as having a low risk of bias. Fourth, in the analysis
domain, 14 studies were judged to have a high risk of bias due
to an insufficient sample size (including an events-per-variable
ratio of <10 in model development, a validation set size of <100,
or an absence of external validation). A total of 12 studies were
rated as having an unclear risk of bias due to an inability to
calculate the events-per-variable ratio. One study provided no
explanation for missing values and was therefore judged to be
at high risk of bias regarding missing data. Concerning model
validation, 6 studies relied solely on random data splitting
without cross-validation or mediator effect testing, resulting in
a high risk of bias. Overall, 10 studies did not report the
validation method used and were categorized as having an
unclear risk of bias. Detailed assessment results are shown in
Figure 2.
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Figure 2. Risk of bias assessment for the included primary studies using the Prediction Model Risk of Bias Assessment Tool.

Meta-Analysis

Training Set-Overall
A total of 27 models from the training sets provided 2×2
diagnostic tables, with a 39% VETC-positive proportion. The
pooled estimates were as follows: sensitivity 0.77 (95% CI
0.72-0.82), specificity 0.83 (95% CI 0.78-0.87), LR+ 4.5 (95%
CI 3.5-5.8), LR– 0.27 (95% CI 0.22-0.34), DOR 16 (95% CI
11-24), and SROC AUC 0.87 (95% CI 0.84-0.89; Figures S1
and S2 in Multimedia Appendix 2). No significant small-study
effect was illustrated via Deeks’ funnel plot (P=.70; Figure S3
in Multimedia Appendix 2). Assuming a 40% a priori probability
for the disease, the likelihood of an individual actually having
VETC, given a VETC diagnosis by the model, was 75%.
Conversely, the likelihood of an individual actually not having
VETC, given a non-VETC diagnosis by the model, was 85%
(Figure S4 in Multimedia Appendix 2).

Training Set-Nonradiomic Features
A total of 18 nonradiomic models from the training sets provided
2×2 diagnostic tables, with 38% representing VETC-positive
cases. The pooled estimates were as follows: sensitivity 0.74
(95% CI 0.67-0.79), specificity 0.81 (95% CI 0.77-0.85), LR+
3.9 (95% CI 3.2-4.7), LR– 0.33 (95% CI 0.27-0.40), DOR 12
(95% CI 9-16), and SROC AUC 0.85 (95% CI 0.81-0.88;
Figures S5 and S6 in Multimedia Appendix 2). No significant
small-study effect was detected via Deeks’ funnel plot (P=.46;
Figure S7 in Multimedia Appendix 2). Assuming a 40% a priori
probability for the disease, the likelihood of an individual
actually having VETC, given a VETC diagnosis by the model,
was 72%. Conversely, the likelihood of an individual actually
not having VETC, given a non-VETC diagnosis by the model,
was 82% (Figure S8 in Multimedia Appendix 2).

Training Set-Radiomic Features
A total of 9 radiomic models from the training set provided 2×2
diagnostic tables, with a VETC-positive rate of 40%. The pooled
estimates were as follows: sensitivity 0.83 (95% CI 0.75-0.90),
specificity 0.86 (95% CI 0.71-0.94), LR+ 6.0 (95% CI 2.6-13.5),
LR– 0.19 (95% CI 0.11-0.32), DOR 31 (95% CI 9-106), and
SROC AUC 0.91 (95% CI 0.88-0.93; Figures S9 and S10 in

Multimedia Appendix 2). No significant small-study effect was
observed via Deeks’ funnel plot (P=.40; Figure S11 in
Multimedia Appendix 2). Assuming a 40% a priori probability
for the disease, the likelihood of an individual actually having
VETC, given a VETC diagnosis by the model, was 80%.
Conversely, the likelihood of an individual actually not having
VETC, given a non-VETC diagnosis by the model, was 89%
(Figure S12 in Multimedia Appendix 2).

Of these, 6 traditional machine learning models provided 2×2
diagnostic tables, with a VETC-positive rate of 39%. The pooled
estimates were as follows: sensitivity 0.88 (95% CI 0.70-0.96),
specificity 0.85 (95% CI 0.67-0.94), LR+ 5.7 (95% CI 2.2-15.2),
LR– 0.14 (95% CI 0.04-0.45), DOR 40 (95% CI 5-326), and
SROC AUC 0.93 (95% CI 0.90-0.95; Figures S13 and S14 in
Multimedia Appendix 2). No significant small-study effect was
found via Deeks’ funnel plot (P=.78; Figure S15 in Multimedia
Appendix 2). Assuming a 40% a priori probability for the
disease, the likelihood of an individual actually having VETC,
given a VETC diagnosis by the model, was 79%. Conversely,
the likelihood of an individual actually not having VETC, given
a non-VETC diagnosis by the model, was 91% (Figure S16 in
Multimedia Appendix 2).

Only 3 deep learning studies reported 2×2 diagnostic tables. Yu
et al [35] developed an MRI-based deep learning model with a
sensitivity of 0.87, a specificity of 0.54, and an area under the
receiver operating characteristic curve (ROC AUC) of 0.83
(95% CI 0.83-0.84). Xu et al [49] reported a contrast-enhanced
ultrasound–based model with sensitivity of 0.75, specificity of
0.92, and ROC AUC of 0.92 (95% CI 0.88-0.96). Yang et al
[48] developed an MRI-based model with a sensitivity of 0.71,
a specificity of 0.97, and an ROC AUC of 0.90 (95% CI
0.85-0.95).

Validation Set-Overall
A total of 27 models in the validation set provided complete
2×2 diagnostic tables, with a VETC-positive proportion of 41%.
The pooled estimates were as follows: sensitivity 0.77 (95% CI
0.72-0.81), specificity 0.74 (95% CI 0.69-0.78), LR+ 2.9 (95%
CI 2.5-3.3), LR– 0.32 (95% CI 0.26-0.38), DOR 9 (95% CI
7-12), and SROC AUC 0.82 (95% CI 0.78-0.85; Figures S17
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and S18 in Multimedia Appendix 2). Deeks’ funnel plot
demonstrated no significant small-study effects (P=.09; Figure
S19 in Multimedia Appendix 2). Assuming a 40% a priori
probability for the disease, the likelihood of an individual
actually having VETC, given a VETC diagnosis by the model,
was 66%. Conversely, the likelihood of an individual actually
not having VETC, given a non-VETC diagnosis by the model,
was 83% (Figure S20 in Multimedia Appendix 2).

Validation Set-Nonradiomic Features
A total of 12 nonradiomic models in the validation set provided
2×2 diagnostic tables, with a VETC-positive proportion of 40%.
The pooled estimates were as follows: sensitivity 0.72 (95% CI
0.66-0.78), specificity 0.74 (95% CI 0.68-0.80), LR+ 2.8 (95%
CI 2.3-3.5), LR– 0.37 (95% CI 0.31-0.45), DOR 8 (95% CI
6-10), and SROC AUC 0.80 (95% CI 0.76-0.83; Figures S21
and S22 in Multimedia Appendix 2). No significant small-study
effect was detected via Deeks’ funnel plot (P=.98; Figure S23
in Multimedia Appendix 2). Assuming a 40% a priori probability
for the disease, the likelihood of an individual actually having
VETC, given a VETC diagnosis by the model, was 65%.
Conversely, the likelihood of an individual actually not having
VETC, given a non-VETC diagnosis by the model, was 80%
(Figure S24 in Multimedia Appendix 2).

Validation Set-Radiomic Features
A total of 15 radiomic models in the validation set provided
2×2 diagnostic tables, with a VETC-positive rate of 41%. The
pooled estimates were as follows: sensitivity 0.81 (95% CI
0.73-0.87), specificity 0.73 (95% CI 0.67-0.79), LR+ 3.0 (95%
CI 2.5-3.7), LR– 0.26 (95% CI 0.19-0.36), DOR 12 (95% CI
8-17), and SROC AUC 0.84 (95% CI 0.80-0.87; Figures S25
and S26 in Multimedia Appendix 2). No significant small-study
effect was observed via Deeks’ funnel plot (P=.11; Figure S27
in Multimedia Appendix 2). Assuming a 40% a priori probability
for the disease, the likelihood of an individual actually having
VETC, given a VETC diagnosis by the model, was 67%.
Conversely, the likelihood of an individual actually not having
VETC, given a non-VETC diagnosis by the model, was 85%
(Figure S28 in Multimedia Appendix 2).

Of these, 9 traditional machine learning models provided 2×2
diagnostic tables, with a VETC-positive rate of 41%. The pooled
estimates were as follows: sensitivity 0.84 (95% CI 0.71-0.92),
specificity 0.75 (95% CI 0.67-0.81), LR+ 3.3 (95% CI 2.6-4.3),
LR– 0.21 (95% CI 0.11-0.39), DOR 16 (95% CI 8-32), and
SROC AUC 0.83 (95% CI 0.80-0.86; Figure S29 and S30 in
Multimedia Appendix 2). No significant small-study effect was
shown via Deeks’funnel plot (P=.37; Figures S31 in Multimedia
Appendix 2). Assuming a 40% a priori probability for the
disease, the likelihood of an individual actually having VETC,
given a VETC diagnosis by the model, was 69%. Conversely,
the likelihood of an individual actually not having VETC, given
a non-VETC diagnosis by the model, was 88% (Figure S32 in
Multimedia Appendix 2).

Additionally, 6 deep learning models reported 2×2 diagnostic
tables, with a VETC-positive proportion of 41%. The pooled
estimates were as follows: sensitivity 0.77 (95% CI 0.69-0.84),
specificity 0.70 (95% CI 0.59-0.79), LR+ 2.6 (95% CI 1.9-3.5),

LR– 0.32 (95% CI 0.24-0.43), DOR 8 (95% CI 5-13), and SROC
AUC 0.81 (95% CI 0.77-0.85; Figures S33 and S34 in
Multimedia Appendix 2). Deeks’ funnel plot suggested
significant small-study effects (P=.04; Figure S35 in Multimedia
Appendix 2). Assuming a 40% a priori probability for the
disease, the likelihood of an individual actually having VETC,
given a VETC diagnosis by the model, was 63%. Conversely,
the likelihood of an individual actually not having VETC, given
a non-VETC diagnosis by the model, was 82% (Figure S36 in
Multimedia Appendix 2).

Discussion

Summary of Main Findings
This meta-analysis demonstrates that developing prediction
models based on machine learning to detect HCC VETC status
appears to be a feasible approach. Currently, these models are
primarily constructed using nonradiomic and radiomic features.
For nonradiomic machine learning models in the validation set,
the pooled estimates were 0.72 (95% CI 0.66-0.78) for
sensitivity and 0.74 (95% CI 0.68-0.80) for specificity. For
radiomic machine learning models, the estimates were a
sensitivity of 0.81 (95% CI 0.73-0.87) and a specificity of 0.73
(95% CI 0.67-0.79). For traditional machine learning models,
the estimates were a sensitivity of 0.84 (95% CI 0.71-0.92) and
a specificity of 0.75 (95% CI 0.67-0.81). For deep learning
models, the estimates were a sensitivity of 0.77 (95% CI
0.69-0.84) and a specificity of 0.70 (95% CI 0.59-0.79).

Comparison With Previous Reviews
Previous research by Hyungjin Rhee et al [53] reviewed the
angiodynamic changes in multistep HCC carcinogenesis. They
introduced the typical pathological, clinical, and imaging
features of HCC VETC and provided detailed guidance for
VETC diagnosis. However, their study focused primarily on
describing pathological mechanisms and typical features, lacking
a quantitative assessment of different diagnostic methods. Ken
Liu et al [9] investigated various methods for diagnosing VETC,
including histopathology, imaging, and laboratory tests. They
suggested that VETC could be predicted radiologically. While
their research provided a comprehensive analysis of various
diagnostic approaches, they did not quantitatively compare the
sensitivity and specificity of different diagnostic methods. This
omission limited a thorough evaluation of VETC diagnostic
accuracy. Miaomiao Wang et al [54] explored the potential of
machine learning in HCC VETC detection through a literature
review and provided guidance for the auxiliary VETC diagnosis.
While their review demonstrated the potential applications of
machine learning in VETC detection, it lacked a direct
comparison of different types of machine learning models,
making it difficult to assess these models’ actual application
value in clinical practice. This study summarized nonradiomic
(clinical features, image features, etc) and radiomic prediction
models, and the diagnosis of current HCC VETC status appears
to be an ideal noninvasive detection scheme that provides
specific guidance for clinicians.

This study found that the model variables used to detect HCC
VETC include both nonradiomic features (clinical features,
image features, etc) and radiomic features. The clinical features
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primarily consist of alpha-fetoprotein, carbohydrate antigen
19-9, aspartate aminotransferase, and indirect bilirubin. Image
features mainly comprise intratumoral necrosis, low signal
intensity around the tumor in the hepatobiliary phase, the
tumor-to-liver signal intensity ratio on the hepatobiliary phase,
and the tumor-to-liver apparent diffusion coefficient ratio.
Various studies used different modeling variables. Most studies
did not quantitatively present the association of modeling
variables with VETC. Thus, a further summary of such
correlations was not performed. Recently, radiomics has
advanced the development and application of prediction models
by converting images into repeatable quantitative data.
Prediction models based on radiomic features have demonstrated
significant clinical value in diagnosing and treating HCC.
Studies have shown that radiomic features are effective in
predicting HCC microvascular invasion [5], early recurrence
[55], and Ki-67 and cytokeratin 19 expression [7].

In this meta-analysis, only a limited number of studies explored
the diagnostic performance of radiomics for HCC VETC. While
the studies demonstrated promising results, radiomics still faces
significant challenges in practical application. For example, the
quality of the image appears to change under different image
parameters. Most studies in this meta-analysis did not discuss
how such changes in image features affect radiomics results.
Additionally, image segmentation is primarily divided into
manual and deep learning automatic segmentation. The studies
included in this meta-analysis primarily used manual
segmentation. However, manual segmentation may be affected
by the segmenter’s prior knowledge. Although some researchers
have attempted to summarize its repeatability through
independent segmentation by multiple people, it is difficult to
avoid the influence of the segmenter’s experience on the
region-of-interest area division. Therefore, future studies should
consider developing and promoting a standardized radiomics
analysis process manual to improve research repeatability. Many
studies have demonstrated that models combining radiomics,
clinical features, and imaging features perform better in disease
diagnosis and prognosis prediction [56]. In this study, relatively
few studies attempted to construct prediction models using a
combination of clinical features and radiomics. Therefore, an
effective quantitative analysis of the advantages of a combined
model was difficult to perform. Future studies should explore
and verify the value of radiomic models constructed from
clinical features and imaging features in improving the
diagnostic accuracy of HCC VETC.

The prediction models used in this study primarily encompassed
logistic regression, random forest, deep learning, and least
absolute shrinkage and selection operator regression. Due to
the interpretability of its parameters, logistic regression allows
for the development of simple and intuitive nomograms in
clinical practice and appears to be favored by many researchers
[57-59]. However, the interpretability of other machine learning
models, such as random forest, support vector machines, and
XGBoost, depends on analyses like Shapley additive
explanations. Using them in clinical practice requires developing
plugins, which increases the complexity of the application
process [60-62]. Thus, from the perspectives of clinical
simplicity and interpretability, logistic regression has relatively

ideal advantages. Nonetheless, in many cases, logistic
regression’s predictive accuracy often appears no better than
that of traditional machine learning models, such as random
forest [46,63]. In radiomics, the core advantage of deep learning
lies in its ability to efficiently process image data for disease
diagnosis and prognosis prediction [64,65]. Relatively few
studies in the radiomic feature literature included in this
meta-analysis addressed deep learning models. Initial evidence
suggested that deep learning models did not perform
significantly better than traditional machine learning models.
The primary reasons for this include the following. First, the
study only incorporated 6 deep learning research projects, which
is a relatively small sample size. Deep learning models typically
require large-scale datasets to leverage their full advantages.
Second, most studies lacked external validation, leaving the
generalizability of the models inadequately tested. Third,
variations in image acquisition parameters and quality across
different research centers suggest that the design of deep
learning model architectures and hyperparameter optimization
may not yet be optimal. Therefore, future research developing
intelligent tools to detect HCC VETC should attempt to integrate
multicenter, large-sample medical image data to construct deep
learning models for training and validation.

Advantages and Limitations
This meta-analysis is the first comprehensive summary of the
performance of machine learning models in diagnosing HCC
VETC. It provides evidence-based support for the subsequent
development or updating of artificial intelligence systems.
However, this study also has the following limitations. First,
all 31 eligible studies originated from East Asia, and most relied
primarily on internal validation. The lack of multicenter,
multiethnic validation limited the assessment of the models’
generalizability. Second, the best prediction model from each
article was extracted, which covered a narrow range of machine
learning types. The differences between different machine
learning methods were not described. Third, the modeling
variables were diverse. They were only presented without a
quantitative description of their association with HCC VETC.
Future research should adopt more transparent and interpretable
modeling approaches to identify efficient predictors. Fourth,
although deep learning can efficiently process image data, it
does not have a significant advantage over traditional machine
learning-based radiomics. However, the literature is limited,
and the interpretation of the results may be subject to certain
limitations. Fifth, HCC VETC is a novel mode of microvascular
metastasis that has been proposed in recent years, and the
associated research is in its initial stage. The positive definition
has not yet been standardized.

Conclusions
This meta-analysis is the first to provide a systematic and
quantitative assessment of machine learning for diagnosing
HCC VETC, thereby addressing an evidence gap in this field.
Unlike previous reviews, this study provides a quantitative
evaluation of diagnostic performance. The findings demonstrate
the feasibility and clinical potential of using machine learning
to determine VETC status in patients with HCC. Notably,
radiomics-based models exhibited significantly better

J Med Internet Res 2026 | vol. 28 | e82839 | p.411https://www.jmir.org/2026/1/e82839
(page number not for citation purposes)

Shui et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


performance than nonradiomic models. While deep learning
efficiently processes image data in radiomics, its performance
is not significantly better than traditional machine learning-based
radiomics. Despite their promising prospects, machine learning
models have not yet reached the maturity required for clinical
translation, owing to methodological heterogeneity, limited
validation, and a high risk of bias. Future research should focus

on conducting multicenter, large-sample, standardized,
prospective studies to develop intelligent detection tools with
higher performance. Validating the models across multiple
regions and ethnic populations is essential to ensure their
generalizability. This will ultimately enable the effective
translation of research into clinical applications.
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Abstract

Background: Preeclampsia is a severe hypertensive disorder with rising global prevalence. While machine learning (ML)
models for predicting preeclampsia are increasingly published, existing evidence shows high heterogeneity, and the distinction
between internal performance and external transferability remains unclear.

Objective: This study aims to evaluate the performance of ML models in predicting preeclampsia through a systematic review
and meta-analysis, while also exploring their potential clinical application value, in order to specifically enhance the quality of
future research and the predictive capability of the models.

Methods: Following PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines and PROSPERO
registration, we searched PubMed, Web of Science, IEEE Xplore, and CNKI (China National Knowledge Infrastructure) for
studies published through February 2025. We included studies using ML to predict preeclampsia in pregnant women. Bias was
assessed using PROBAST (Prediction model Risk of Bias Assessment Tool). We calculated summary estimates using random-effects
models and, crucially, computed 95% prediction intervals (PIs) to estimate performance in future clinical settings. Subgroup and
meta-regression analyses were conducted to explore heterogeneity.

Results: In total, 26 studies comprising 31 ML models were included. While the pooled area under the receiver operating

characteristic curve was high at 0.91 (95% CI 0.87-0.92), extreme heterogeneity was observed (I2>99%). The 95% PI for sensitivity
was wide (0.32-0.96), indicating that in some external settings, sensitivity could drop to 32%. Only 6 studies conducted external
validation; in these, the pooled sensitivity decreased to 0.68, with a PI of 0.25-0.94.Subgroup analysis suggested that models
incorporating laboratory biomarkers and neural networks outperformed others, though CIs overlapped.

Conclusions: Current evidence suggests that a high area under the curve in ML models is more likely to reflect the “performance”
of the model on the internal development dataset rather than its universal “effectiveness” and clinical utility in independent,
diverse populations. The apparent performance exhibits significant contextual dependence. Future studies should conduct
multicenter, prospective external validation and recalibration research to enhance transferability and reliability.

Trial Registration: PROSPERO CRD420251005830;https://www.crd.york.ac.uk/PROSPERO/view/CRD420251005830

(J Med Internet Res 2026;28:e78714)   doi:10.2196/78714
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Introduction

Preeclampsia is a pregnancy-related hypertensive condition
marked by the development of high blood pressure and protein
in the urine after 20 weeks of gestation. Due to its multiple
etiologies and complex pathogenesis, it poses significant risks
to both maternal and perinatal health [1]. This specific condition
negatively impacts maternal health and can also lead to serious
complications for the fetus, including placental abruption and
restricted fetal growth. According to global statistics, the
incidence of preeclampsia ranges from 3% to 9%, with even
higher rates observed in certain high-risk populations [2].
Furthermore, preeclampsia is one of the leading causes of
maternal mortality worldwide, particularly in low- and
middle-income countries. The prevalence of preeclampsia in
China has increased from 5.79% in 2005 to 9.5% in 2019 [3],
further underscoring the urgent need for early screening and
management. To date, the etiology and pathogenesis of
preeclampsia remain incompletely understood, and effective
treatment measures are lacking. Consequently, early detection
and enhanced management are essential clinical strategies.

Understanding the epidemiological characteristics of
preeclampsia is essential for developing effective public health
strategies. In the study of preeclampsia, traditional statistical
methods primarily emphasize linear models and hypothesis
testing, which are effective in uncovering singular relationships
between variables. However, the pathological mechanisms
underlying preeclampsia are highly complex, involving multiple
interacting factors, and traditional methods may face limitations
when addressing nonlinear and high-dimensional data. In
contrast, machine learning (ML) technology has shown
considerable promise in this domain.

A subset of artificial intelligence (AI), ML is a technology that
allows computers to independently learn from data and make
decisions or predictions using algorithms and models. Its
application in clinical settings can effectively prevent and
manage diseases. Currently, the usage of ML to develop
predictive models for preeclampsia is becoming increasingly
prevalent. For instance, Sylvain et al [4] noted that the
implementation of ML methods has significantly improved the
prediction accuracy of high-risk pregnancies, offering a novel
perspective for the early identification of preeclampsia.
Furthermore, Ranjbar et al [5] indicated that ML-based models
surpass traditional regression models in predicting the incidence
of preeclampsia. The multidimensional optimization capabilities
of these models allow them to account for interactions among
various clinical features and biomarkers, thereby enhancing
diagnostic accuracy.

By leveraging ML, researchers can explore both linear and
nonlinear relationships, as well as uncover deep-seated features
and patterns within the data. This method establishes a scientific
foundation for the prompt recognition and intervention of
preeclampsia.

Compared with prior systematic reviews and protocols on
pregnancy outcomes or preeclampsia, the incremental
contributions of this study are as follows: (1) we prespecified
and implemented subgroup analyses by outcome definition,

gestational window, data source, and validation type to avoid
indiscriminate pooling across highly heterogeneous models and
populations; (2) we treated area under the curve (AUC) as the
primary summary measure and applied robust univariate
random-effects models (Hartung-Knapp-Sidik-Jonkman method)
to pool sensitivity and specificity separately, accompanied by
95% prediction intervals (PIs) to estimate future performance;
and 3) we clearly separated performance in internal vs external
validation and documented whether decision-curve analysis
was conducted. Taken together, these methodological
enhancements aim to provide more interpretable evidence about
where deployment may be appropriate and where it remains
premature.

Methods

Research Design
This research was carried out in alignment with the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) 2020 standards [6] (Multimedia Appendix 1
[7]). Specific details regarding the search keywords can be found
in Textbox S1 of the Multimedia Appendix 2. Before the study
began, the protocol received approval and was registered with
the PROSPERO under the reference number
CRD420251005830.

Literature Search Strategy
Comprehensive searches were executed in several prestigious
databases, including PubMed, Web of Science, IEEE Xplore,
and the CNKI (China National Knowledge Infrastructure). These
searches focused on locating scholarly papers that were
published in either English or Chinese. The time frame for this
search encompassed works published until February 2025,
ensuring that the most recent and relevant literature was included
in the investigation. The search strategy was developed based
on the PICO (Population, Intervention, Comparison, and
Outcome) framework. In this study, “P” denotes the population
with PE, “I” refers to ML methods as the intervention, “C”
indicates the gold standard for comparison, and “O”
encompasses outcomes, such as sensitivity, specificity, and
accuracy for prediction and diagnosis (Table S1 in Multimedia
Appendix 2). Additionally, the reference lists from each
identified study underwent a manual review to uncover further
relevant research. Zotero (Center for History and New Media
at George Mason University) was used to organize the studies
and remove any duplicates.

The study’s inclusion criteria were formulated to guarantee the
rigor and relevance of the research. The criteria encompassed
(1) research papers published in English or Chinese; (2)
investigations involving pregnant women from the general
population that explicitly defined the diagnosis of preeclampsia;
(3) studies that used ML models for predicting preeclampsia,
along with a thorough explanation of these models; and (4)
investigations that showcased the performance of the ML
models, offering adequate data to determine both sensitivity
and specificity. These criteria aimed to strengthen the validity
of the results and ensure a thorough assessment of the existing
literature.
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The exclusion criteria for this study are as follows: (1) studies
that solely investigated risk factors without developing a
predictive model; (2) papers published in languages other than
English or of types other than original research, such as reports
and reviews; (3) duplicate publications; (4) studies that included
2 or fewer predictors in the constructed model; and (5) studies
for which the full text was not accessible.

Literature Screening and Data Extraction
Five researchers (LL, QZ, YZ, XC, and WZ) meticulously
followed the established inclusion and exclusion criteria to
screen the titles and abstracts of the literature. Studies that met
these criteria advanced to the full-text reading phase, where all
relevant studies were reviewed. Each article underwent a
minimum of 2 rounds of screening. Both the title and abstract
screening, as well as the full-text reading, were conducted
independently by the 2 researchers (LL and QZ). In instances
of disagreement between them, another researcher (JW) made
the final decision.

In total, 26 studies [8-33] were chosen for analysis. Data
extraction was independently performed by 2 researchers (LL
and QZ) following the standardized protocol established by the
TRIPOD (Transparent Reporting of a Multivariable Prediction
Model for Individual Prognosis or Diagnosis), as outlined in
the existing literature [34]. Data collected from each study
included the following: (1) demographic details, such as the
country of data collection, the study setting, the source of the
data, the design of the study, and the definition of outcomes;
(2) methods for data partitioning, feature selection algorithms,
types of ML prediction models, model validation, and
applications; (3) results of predictions, which involved accuracy,
sensitivity, specificity, and the AUC; and (4) sources of funding
and the approval of ethics. This study extracted sensitivity and
specificity data from each research report, all based on the
“optimal threshold” set in the respective original studies. This
research did not standardize or adjust for the differences in
thresholds among the various studies.

Bias and Applicability Assessment

Overview
We used PROBAST (Prediction Model Risk of Bias Assessment
Tool) as the primary instrument to preserve comparability with
prior preeclampsia meta-analyses (for detailed information, see
Multimedia Appendix 3). Because many included studies
predate PROBAST-AI and lack AI-specific reporting (eg,
leakage safeguards, hyperparameter tuning, calibration, and
thresholds), a full PROBAST-AI assessment would be
dominated by underreporting rather than demonstrated bias.
The PROBAST [35] was used to assess the risk of bias in the
included studies across 4 domains, namely participants,
predictors, outcomes, and analysis. Additionally, applicability
assessments were conducted for the domains of population,
predictors, and outcomes. Two researchers (LL and QZ)
independently reviewed the studies, undergoing consistency
training based on a preprepared and trialed scoring manual. The
discrepancies were resolved through discussion, and if
necessary, a third researcher (JW) acted as an adjudicator.

Bias Assessment
For all questions within a category, if the answers are “yes” or
“possibly,” the category is assessed as low risk. Conversely, if
any answer is “no” or “possibly not,” the category is classified
as high risk. In cases where there is insufficient information,
the category is deemed unclear. The overall risk of bias in the
study is determined according to the PROBAST guidelines: (1)
if all 4 domains are assessed as low risk, the overall risk of the
study is low; (2) if one or more domains are assessed as high
risk, the overall risk of the study is high; and (3) if one or more
domains are assessed as unclear (and there are no high-risk
domains), the overall risk of the study is unclear.

Applicability Assessment
The evaluation encompasses 3 categories, including study object,
predictor, and outcome. Each category is assessed based on 3
levels of applicability, namely good applicability, poor
applicability, and unclear applicability. If all 3 assessments are
classified as good, the overall applicability is determined to be
good. Conversely, if any one assessment is classified as poor,
the overall applicability is deemed poor. In cases where one
assessment is unclear while the other two are good, the overall
applicability is classified as unclear.

Statistical Analysis
The methods described in the guidelines for conducting
systematic reviews and meta-analyses concerning the
performance of prediction models, along with previous
meta-analyses of such models, indicate that the concordance
index of a model is similar to the AUC [36]. This index indicates
the diagnostic or prognostic discrimination ability, categorized
as none (AUC≤0.6), poor (0.6<AUC<0.7), moderate
(0.7<AUC<0.8), good (0.8<AUC<0.9), or excellent
(0.9<AUC<1). Model calibration acts as an indicator of how
well the model fits the data by evaluating the alignment between
the actual and forecasted results, while also demonstrating the
model’s reliability via calibration graphs. Additionally, the
diagnostic odds ratio (DOR) is calculated using the following
formula:

DOR=PLR/NLR

In this study, we use the positive likelihood ratio (PLR) and the
negative likelihood ratio (NLR) to evaluate the predictive
performance of our model for preeclampsia. The equations used
to calculate PLR and NLR express the frequency of
preeclampsia in individuals who are predicted by the model to
have preeclampsia compared to those who are predicted not to
have preeclampsia:

PLR=Sensitivity/(1-Specificity)

NLR=(1-Sensitivity)/Specificity

Considering the diversity in populations, predictors, and
algorithms across the included ML models, our objective was
to generalize findings to broader clinical contexts. Therefore,
following the recommendation of Borenstein et al [37], we a
priori selected the random-effects model for all meta-analyses,

irrespective of the magnitude of statistical heterogeneity (I2).
Specifica l ly,  we used the  more  robust
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Hartung-Knapp-Sidik-Jonkman (HKSJ) method for final pooled
estimates and interval calculations to ensure the robustness of
statistical inferences [38]. The ML models included in this study
exhibited substantial variations in sample size and population

characteristics, with the I2 statistic often approaching 100% in
larger samples, potentially limiting their ability to effectively
distinguish the actual clinical impact of heterogeneity. Therefore,
in addition to reporting the 95% CI for pooled effect sizes, this
study further calculated the 95% PI. Unlike CIs, which only
reflect the precision of the average effect, PIs estimate the
expected range of performance when the model is applied in a
new, similar clinical setting in the future. This approach provides
a more intuitive assessment of the model’s clinical applicability
and transferability [38]. Since the Meta-DiSC software (The
developer is the clinical biostatistics team at Ramón y Cajal
Hospital) cannot calculate PIs, we used the meta package
(version 7.0) [39] in R software (R Foundation for Statistical
Computing; version 4.4.2) with the HKSJ method to compute
95% PIs for area under the receiver operating characteristic
curve (AUROC), sensitivity, and specificity. For AUROC values
without reported SEs, we estimated them based on sample size
using the Hanley & McNeil [40] method. External validation
is regarded as the “gold standard” for assessing the
transportability of models. Therefore, a separate evaluation of
the performance of models that use external validation is
conducted. Subsequently, the 4 predictive models with the
highest and lowest values were excluded to conduct a sensitivity
analysis aimed at evaluating the impact of outliers on the
sensitivity and specificity of the summary. To reduce conceptual
heterogeneity and enhance the interpretability of results,
stratification is performed along the following dimensions:
sample size (less than 2000 and greater than or equal to 2000);
data source (electronic medical records; laboratory biomarkers;
omics or imaging; mixed); gestational age window (early
pregnancy; midpregnancy and late pregnancy or specific
gestational weeks); and validation methods (internal validation
and external validation); ML models (logistic regression [LR]
and nonlogistic regression), followed by more detailed subgroup
analysis (LR, extreme gradient boosting [XGBoost], random
forest [RF], and support vector machine [SVM]) based on

nonlogistic regression; types of predictive variables
(demographic information; biological genetic markers;
laboratory tests; demographic information and laboratory tests);
and the number of predictive variables (less than 10 and greater
than or equal to 10). Handling of missing data (extraction and
synthesis). For each study, we recorded how missing data were
handled and classified methods into 5 categories, namely listwise
deletion, single-value imputation (eg, mean and median),
multiple imputation, other (eg, random subset iterations), and
not reported. When multiple approaches were mentioned, we
coded the method used for the primary model. We summarize
the overall distribution in the results of “Inclusion of Study
Characteristics in the Paper” and discuss implications for
comparability and generalizability. Subgroup analyses will be
conducted on the included studies to evaluate the performance
of ML methods in predicting preeclampsia across different
clinical scenarios. Subgroup Analysis discusses the capabilities
of different ML algorithms in predicting preeclampsia.
Additionally, meta-regression was used to investigate the
sources of heterogeneity. Given the extreme heterogeneity

(I2>99%) observed across studies and the lack of standardized
threshold reporting (eg, fixed false-positive rates), hierarchical
or bivariate models often fail to converge or yield unstable
estimates. Therefore, we prioritized univariate random-effects
models using the HKSJ adjustment for pooling sensitivity and
specificity separately. This method is demonstrated to provide
more robust coverage probabilities for CIs in the presence of
substantial heterogeneity compared to standard
DerSimonian-Laird [41] methods.

Results

Literature Screening
After removing duplicate entries, a total of 284 papers were
evaluated. Of these, 284 papers were evaluated through abstract
screening, which was subsequently followed by a full-text
evaluation of 88 papers. This process culminated in the
identification of 26 papers [8-33] that satisfied the overall
inclusion criteria. The literature screening procedure and its
outcomes are depicted in the related Figure 1.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for study selection. CNKI: China National
Knowledge Infrastructure; PE: preeclampsia.

Inclusion of Study Characteristics in the Paper
The literature included in this study spans from 2019 to 2025
and consists of 23 English papers [8-10,12-26,28-30,32,33] and
3 Chinese papers [11,27,31]. When a study presented more than
2 models, the top 2 models demonstrating the best performance
were selected based on a comprehensive evaluation of metrics,
such as AUC, sensitivity, and specificity, culminating in the
inclusion of 31 models from 26 papers [8-33]. The data sources
for ML predominantly consisted of clinical electronic health
records, community research cohorts, and self-administered
questionnaires. The overall sample sizes in the studies examined
showed considerable variation, fluctuating between 53 and
62,562 cases, while the count of predictors in the ultimate
models ranged from 3 to 50. Among all the studies, 20
[8,11,13,14,16-18,20-32] conducted internal validation, while
6 [8,21,24,28,30,32] performed external validation. To assess
model performance, the AUC, sensitivity, and specificity
emerged as the most frequently used metrics. Among the 26
studies [8-33] reviewed, 5 (19.2%) studies [8,17,25,26,33] were
prospective cohort studies, 17 (65.4%) studies

[10,11,13-16,18,19,21-24,27-29,31,32] were retrospective cohort
studies, 2 (7.7%) studies [9,20] were case-control studies, 1
(3.8%) study [30] was a retrospective case-control study, and
1 (3.8%) study [12]was a multicenter study. Regarding model
approaches, of the 31 models included, 3 were LR. Among the
remaining 28 models, there were 5 RF, 4 XGBoost, 4
Elastic-net, 3 neural network (NN), 3 SVM, 2 light gradient
boosting, 2 AdaBoost, 1 k-nearest neighbor, 1 Naive Bayes, 1
stochastic gradient boosting, 1 CatBoost, and 1 voting classifier.
In terms of handling missing data, 8 studies [11,18,22,24-27,29]
opted to delete cases with missing data, 7 studies
[9,12,14-16,19,23] used mean imputation to address the missing
values, 3 studies [13,17,31] used multiple imputation techniques,
1 study [21] implemented random selection of data subsets for
multiple iterative analyses, while the remaining 7 studies
[8,10,20,28,30,32,33] did not explicitly report the presence of
missing values. Such variation limits comparability and external
transportability of performance metrics and increases uncertainty
around calibration and threshold transfer. The specific details
of the models are presented in Table 1.

J Med Internet Res 2026 | vol. 28 | e78714 | p.421https://www.jmir.org/2026/1/e78714
(page number not for citation purposes)

Liu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Construction of the risk prediction model for preeclampsia.

PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

Ansbacher et al [8]

10 predictors: maternal age, maternal weight,
maternal height, interpregnancy interval,

——d30437/10000/203520.90.5330.816FfNNc

ethnicity, medical history (such as chronic
hypertension, diabetes, etc), uterine artery
pulsatility index, mean arterial pressure, pla-
cental growth factor, and pregnancy-associat-
ed plasma protein-A.

Araújo et al [9]

3 predictors: neutrophil count, mean corpus-
cular hemoglobin, and aggregate index of
systemic inflammation.

Mean impu-
tation

—132/—/—0.790.950.9LGBe

Chen et al [10]

7 predictors: IL-17, IL-21, IL-22, IL-10,
transforming growth factor-β, placental alka-

——166/—/—0.760.870.88SVMf

line phosphatase, and lysosome-associated
membrane protein 3.

Chen et al [11]

18 predictors: BMI, systolic blood pressure,
diastolic blood pressure, number of pregnan-

Delete—1325/398/—0.98480.88810.983CBg

cies, mean corpuscular hemoglobin concen-
tration, bacteria (urinalysis), glycocholic acid,
high-density lipoprotein, potassium, sodium,
phosphorus, uric acid, urine protein, creati-
nine, direct bilirubin, low-density lipoprotein,
gestational age≥34 weeks, and family history
of hypertension.

6 predictors: gestational age, history of
chronic hypertension, Soluble FMS-like Ty-

Mean impu-
tation

—597/—/—Giménez et al [12]

rosine Kinase-1, placental growth factor, N-
terminal pro-brain natriuretic peptide, and
uric acid.

0.910.7960.901PTB-RFh

0.9490.7750.941RFi

Jhee et al [13]

14 predictors: systolic blood pressure, serum
urea nitrogen, serum creatinine, platelet

Multiple
Imputation

257704/3302/—0.9910.6030.924SGBj

count, serum potassium level, white blood
cell count, serum calcium level, and urinary
protein.

Kaya et al [14]

8 predictors: maternal age, BMI, smoking
status, history of diabetes, history of gestation-

Mean impu-
tation

—53/20/—0.8330.60.767XG-

Boostk
al diabetes, mean arterial pressure, and histo-
ry of previous preeclampsia.

7 predictors: maternal age, BMI, systolic
blood pressure, diastolic blood pressure, uric

Mean impu-
tation

—1125/—/—Kovacheva et al [15]

acid, history of kidney disease, and SBP

PRSm.
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PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

0.660.850.83LRl

0.440.960.91XGBoost

Li et al [16]

38 predictors: maternal age, BMI, mean blood
pressure, abdominal circumference, gravidity,
parity, history of preeclampsia, history of
previous cesarean section, interpregnancy
interval, primipara, multiple gestation, assist-
ed reproductive technology, heart disease,
pregestational diabetes, thyroid disease, kid-
ney disease, autoimmune disease, mental ill-
ness, uterine fibroids, adenomyosis, uterine
malformation, history of epilepsy, family
history of hypertension, hemoglobin, white
blood cell count, platelet count, creatinine,
fasting blood glucose, total cholesterol, high-
density lipoprotein, low-density lipoprotein,
total protein, albumin, bile acids, uric acid,
total bilirubin, direct bilirubin, and gamma-
glutamyl transferase.

Mean impu-
tation

—3759/191/—0.930.7890.955XGBoost

Li et al [17]

16 predictors: maternal age, height, prepreg-
nancy weight, primiparity, mode of concep-
tion, family history, smoking status, history
of preeclampsia, history of chronic hyperten-
sion, history of chronic kidney disease, histo-
ry of diabetes, history of systemic lupus ery-
thematosus/antiphospholipid syndrome, mean
arterial pressure, uterine artery pulsatility in-
dex, pregnancy-associated placental protein
a, and placental growth factor.

Multiple
Imputation

3715/929/—0.7690.770.831VCn

Lv et al [18]

6 predictors: prepregnancy BMI, gravidity,
mean arterial pressure, smoking, alpha-feto-
protein, and conception method.

Delete—832/208/—0.8940.9170.963XGBoost

Marić et al [19]
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PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

55 predictors: maternal age, height, weight,
ethnicity, number of fetuses, mean systolic
blood pressure, mean diastolic blood pressure,
maximum systolic blood pressure, maximum
diastolic blood pressure, history of
preeclampsia, chronic hypertension, type 1
and type 1 diabetes, gestational diabetes,
obesity, assisted reproductive technology,
diagnosis of autoimmune diseases, kidney
disease, anemia, antiphospholipid syndrome,
sexually transmitted diseases, hyperemesis
gravidarum, headache, migraine, poor obstet-
ric history, high-risk pregnancy, protein and
glucose in urine, platelet count, red blood
cells, white blood cells, creatinine,
hemoglobin, hematocrit, monocytes, lympho-
cytes, eosinophils, neutrophils, basophils, Rh
blood type, gastric acid, rubella, chickenpox,
hepatitis B virus, syphilis, gonorrhea, aspirin,
nifedipine, aldomet, labetalol, insulin, gly-
buride, prednisone, azathioprine, Plaquenil,
heparin, levothyroxine, doxylamine, and
acyclovir.

Mean impu-
tation

—5245/—/—0.9190.4520.79ENo

Melinte-Popescu et al [20]

14 predictors: age, BMI, smoking status, in-
terpregnancy interval, use of assisted repro-
ductive technology, pregestational diabetes,
chronic hypertension, history of kidney dis-
ease, personal or family history of
preeclampsia, placental growth factor, preg-
nancy-associated plasma protein A, placental
protein 13, uterine artery pulsatility index,
and mean arterial pressure.

——163/70/—0.9640.9630.98NBp

Munchel et al [21]

49 predictors circulating transcripts in blood:
immunomodulatory, fetal development, an-
giogenesis, and extracellular matrix remodel-
ing.

Randomly
select a
subset of
data for
multiple it-
erative
analyses.

—113/11/4480.920.880.964ABq

Roque et al [22]

11 predictors: platelet count, white blood cell
count, lymphocyte percentage, monocyte
percentage, red blood cell count, red cell
distribution width, platelet distribution width,
band neutrophil percentage, red cell distribu-
tion width, hematocrit, and maternal age.

Delete—35706/8927/—0.9510.90.976LR

Sandström et al [23]
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PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

36 predictors: gestational age at first visit,
maternal age, BMI, mean arterial pressure,
capillary blood glucose level, urine protein,
hemoglobin level, history of miscarriage,
history of ectopic pregnancy, history of infer-
tility treatment, family status, country of
birth, smoking history, smoking status at
registration, use of snuff in the first trimester
of pregnancy, use of snuff during pregnancy,
alcohol consumption in the 3 months before
registration, alcohol consumption habits at
the time of pregnancy registration, family
history of preeclampsia, infertility, family
history of hypertension, previous diabetes,
chronic hypertension, chronic kidney disease,
cardiovascular disease, endocrine disease,
history of thrombosis, history of mental ill-
ness, history of epilepsy, Crohn/ulcerative
colitis, lung disease or asthma, hepatitis, gy-
necological disease or surgery, recurrent uri-
nary tract infections, and blood type.

Mean impu-
tation

—62562/6256/—0.90.2820.67LR

Sufriyana et al [24]

13 predictors: age, family role, parity, type
of work, infectious diseases, endocrine, nutri-
tional and metabolic diseases, circulatory
system diseases, immune-related diseases,
ophthalmic diseases, urogenital diseases, skin
and subcutaneous tissue–related diseases,
breast-related diseases, digestive system–re-
lated diseases, and skin-related diseases.

Delete30123201/20975/GEVr:1322,

TEVs: 90

0.890.70.86RF

Tiruneh et al [25]

13 predictors: maternal age, ethnicity,
prepregnancy/early pregnancy BMI, history
of preeclampsia in previous pregnancies,
primiparity, history of gestational diabetes,
pre-existing hypertension, diabetes, family
history of hypertension and diabetes, family
history of preeclampsia, renal disease,
smoking history, and polycystic ovary syn-
drome.

Delete6633767/14475/—0.790.760.84RF

13 predictors: placental growth factor, mean
arterial pressure, uterine artery pulsatility in-
dex, BMI, antiphospholipid syndrome, previ-
ous preeclampsia, previous diabetes, smoking
status, natural conception, Other drug use
(such as cocaine and heroin), systemic lupus
erythematosus, chronic hypertension, and
maternal age.

Delete781068/914/—Torres et al [26]

0.90.5010.778all-EN

0.90.8820.963EPE-ENt

0.90.7650.897PPE-ENu

Wang et al [27]

7 predictors: urine protein, urine conductivity,
alkaline phosphatase, serum uric acid, lactate
dehydrogenase, mean corpuscular
hemoglobin concentration, and amylase.

Delete—516/172/—0.9260.71420.9KNNv
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PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

Wang et al [28]

20 predictors: maternal age, maternal BMI,
regularity of maternal menstrual cycle, vom-
iting and nausea during pregnancy, previous
miscarriages, preterm births, history of hyper-
tension during pregnancy, hypertension, dia-
betes, chronic hypertension, history of drug
allergies, maternal smoking history, previous
delivery history, nutritional status during
pregnancy, maternal ethnic background, his-
tory of hypertension, history of diabetes,
glycated hemoglobin, and albumin.

——25709/77713/17600.90.72710.8775AB

Xue et al [29]

50 predictors: diabetes mellitus, thrombotic
diseases, systemic lupus erythematosus, an-
tiphospholipid syndrome, renal diseases, as-
sisted reproductive technology, obstructive
sleep apnea syndrome, prepregnancy BMI>30
kg/m², age>35 years, multiple pregnancy,
primipara, history of eclampsia or
preeclampsia, Albumin, Alanine aminotrans-
ferase, Aspartate aminotransferase, Alkaline
phosphatase, Complement C1q, Calcium,
Creatinine, C-reactive protein, Cystatin C,
Gamma-glutamyl transferase, Globulin,
Triglycerides, Total cholesterol, High-density
lipoprotein cholesterol, Low-density
lipoprotein cholesterol, Lipoprotein(a),
Apolipoprotein A1, Apolipoprotein B, Small
dense low-density lipoprotein, Total protein,
Total bile acid, Total bilirubin, Direct biliru-
bin, Uric acid, Urea, Phosphorus, Absolute
Lymphocyte count, Absolute neutrophil
count, Platelet count, NEU/LYM ratio,
PLT/LYM ratio, Prothrombin time, Prothrom-
bin activity, Activated partial thromboplastin
time, Fibrinogen, D-Dimer, Fibrin degrada-
tion products, Thrombin time.

Delete—800/160/—0.9990.670.93SVM

Yu et al [30]

12 predictors: maternal age, BMI, parity,
medical history (chronic hypertension,
preeclampsia, systemic lupus erythematosus,
antiphospholipid syndrome), mode of concep-
tion; cfDNA profile indicators: Fos-related
antigen 2 (FOSL2), calcium/calmodulin-de-
pendent protein kinase kinase 2 (CAMKK2),
G1/S-specific cyclin-D1 (CCND1), Inositol
1,4,5-trisphosphate receptor type 1 (ITPR1),
Protein kinase A catalytic subunit beta
(PRKACB), Protein Wnt-7b (WNT7B),
Voltage-dependent L-type calcium channel
subunit beta-2(CACNB2), Nuclear respirato-
ry factor 1 (NRF1), Fms-related tyrosine ki-
nase 3 ligand (FLT3LG), Epidermal growth
factor (EGF).

——404/1384/8990.910.870.96RF

Zheng et al [31]
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PredictorsMissing dataSample size (modeling;
internal validation; ex-
ternal validation)

Model performanceLiterature and
modeling
method

Handling
method

Quantity

(PCSb)

SpecificitySensitivityAUCa

12 predictors: urine specific gravity, uric acid,
mean corpuscular hemoglobin concentration,
globulin, platelet distribution width, potassi-
um ion, age, family history of hypertension,
systolic blood pressure, diastolic blood pres-
sure, pulse, and gestational age≥34 weeks.

Multiple
imputation

—1609/483/—0.9270.8490.964LGB

19 predictors: mRNA markers: Albumin,
Fibrinogen Alpha Chain, Leptin, Insulin-Like
Growth Factor Binding Protein 5, Alpha-1
Antitrypsin, S100 Calcium Binding Protein
A9, Apolipoprotein A1, Thyroid Stimulating
Hormone Beta Subunit, miRNA markers:
MIR130A, MIR144, MIR19B1, MIR215,
MIR376C, MIR27A, MIR106A, MIR33A,
Inc ENA markers: Macrophage Migration
Inhibitory Factor, Assisted Reproductive
Technology, Mean Arterial Pressure.

——432/197/288Zhou et al [32]

0.930.630.91AvNNw

0.990.470.93SVM

Zhou et al [33]

8 predictors: Retinal fundus image score,
Prepregnancy BMI, maternal age, chronic
hypertension, diabetes, history of gestational
hypertension or preeclampsia, assisted repro-
ductive technology, and autoimmune dis-
eases.

——1138/—/—0.9340.7220.883CNNx

aAUC: area under the curve.
bPCS: pieces.
cFfNN: feed-forward neural network.
dnot reported.
eLGB: light gradient boosting.
fSVM: support vector machine.
gCB: CatBoost.
hPTB-RF: Premature birth - Random Forest.
iRF: random forest.
fKNN: k-nearest neighbor.
jSGB: stochastic gradient boosting.
kXGBoost: extreme gradient boosting.
lLR: logistic regression.
mSBP PRS: systolic blood pressure polygenic risk score.
nVC: Voting Classifier.
oEN: Elastic-net.
pNB: Naive Bayes.
qAB: AdaBoost.
rGEV: geographic external validation
sTEV: temporal external validation
tEPE-EN: early onset of preeclampsia Elastic-net.
uPPE-EN: Premature birth of preeclampsia Elastic-net.
vKNN: k-nearest neighbor.
wAvNN: Average Neural Network.
xCNN: Convolutional Neural Networks.
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Research Quality
We evaluated the potential for bias and the relevance of the
prediction models based on the PROBAST checklist, examining
a total of 26 [8-33] studies. Among these, 3 (12%) studies
[9,11,16] in the participant domain exhibited unclear risk of
bias, primarily due to their case-control design, which is
inherently associated with a higher risk of selection bias. In the
predictor domain, 1 (4%) study [21] was identified as having
unclear risk of bias because it used C-RNA transcriptome assays
that depend on transcriptome enrichment and high-throughput
sequencing, methods that are not typically used in routine
clinical testing. In the analysis of bias domains, 8 (31%) studies

[9,10,14,16,21,29,32,33] demonstrated unclear risk of bias,
mainly due to insufficient sample sizes, unclear methodologies
for addressing missing data, and uncertainties regarding the
management of overfitting risks. Furthermore, 1 (4%) study
[22] was classified with a high risk of bias as all data were
sourced from a single hospital, despite the volume of data,
failing to represent a multicenter or stratified analysis. Overall,
the bias risk was determined to be unclear for 9 (35%) studies
[9-11,14,16,21,29,32,33]. The applicability ratings were
moderate for 4 (15%) studies [10,11,21,33], high for 1（4%)
study [22], and low for the remaining studies [8,9,12-20,23-32],
as detailed in Table 2. For the remaining details, see Table S2
in the Multimedia Appendix 2. 
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Table 2. Risk of bias and applicability assessment using PROBAST (Prediction Model Risk of Bias Assessment Tool).

External valida-
tion

Overall applica-
bility rating

Overall bias
rating

ROBaStudy and year

AnalysisOutcomePredictorsParticipants

YesLowLowLowLowLowLowAnsbacher et al [8],
2022

NoLowUnclearUnclearLowLowUnclearAraújo et al [9], 2024

NoUnclearUnclearUnclearLowLowLowChen et al [10], 2022

NoUnclearUnclearLowLowLowUnclearChen et al [11], 2023

NoLowLowLowLowLowLowGarrido-Giménez et al
[12], 2023

NoLowLowLowLowLowLowJhee et al [13], 2019

NoLowUnclearUnclearLowLowLowKaya et al [14], 2024

NoLowLowLowLowLowLowKovacheva et al [15],
2023

NoLowUnclearUnclearLowLowUnclearLi et al [16], 2021

NoLowLowLowLowLowLowLi et al [17], 2024

NoLowLowLowLowLowLowLv et al [18], 2025

NoLowLowLowLowLowLowMarić et al [19], 2020

NoLowLowLowLowLowLowMelinte-Popescu et al
[20], 2023

YesUnclearUnclearUnclearLowUnclearLowMunchel et al [21],
2020

NoHighLowHighLowLowLowRoque et al [22], 2024

NoLowLowLowLowLowLowSandström et al [23],
2019

YesLowLowLowLowLowLowSufriyana et al [24],
2020

NoLowLowLowLowLowLowTiruneh et al [25], 2024

NoLowLowLowLowLowLowTorres et al [26], 2024

NoLowLowLowLowLowLowWang et al [27], 2022

YesLowLowLowLowLowLowWang et al [28], 2024

NoLowUnclearUnclearLowLowLowXue et al [29], 2023

YesLowLowLowLowLowLowYu et al [30], 2024

NoLowLowLowLowLowLowZheng et al [31], 2021

YesLowUnclearUnclearLowLowLowZhou et al [32], 2024

NoUnclearUnclearUnclearLowLowLowZhou et al [33], 2023

aROB: risk of bias.

The Performance of ML Models in Preeclampsia
Prediction
A total of 26 (31 models) studies [8-33] were included. While
the pooled estimates demonstrated high average discriminative
potential of ML models, substantial between-study heterogeneity
was observed, indicating significant context-dependency of
model performance. The overall pooled AUROC was 0.91 (95%
CI 0.87-0.92; Figure 2). However, its 95% PI ranged from 0.75
to 1.00, suggesting that AUC might decrease to 0.75 in some
external validation settings. The pooled sensitivity was 0.81

(95% CI 0.70-0.83; P<.001; I2=99.6%) In the Figure 3 [8-33],
the first author of each study is listed along the Y-axis, the
circles represent the point estimates of sensitivity for each
model, with the size of the circles being proportional to the
weight of the study; the horizontal lines indicate their 95% CIs.
The letter Q represents the intersection point of the SROC curve
with the inverse diagonal line where “Sensitivity = Specificity.”
The diamonds represent the aggregated sensitivity estimates of
the models, with their width corresponding to the 95% CI of
the aggregated values. The vertical red dashed line represents
the 95% CI of the pooled sensitivity. However, this only
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represents an average level; the wide 95% PI of 0.32-0.96]
reveals potential clinical risks. In certain specific studies or
future applications, the sensitivity may be as low as 32%,
indicating a substantial risk of missed diagnoses. Similarly,
although the pooled specificity was 0.88 (95% CI 0.84-0.94;

P<.001; I2=99.7%; Figure 4 [8-33]), its PI across different
contexts was 0.49-0.99, demonstrating a similar lack of
consistency in specificity. The other summary metrics were as
follows: DOR was 37.67 (95% CI 23.46-60.48); PLR was 8.52

(95% CI 6.43-11.29); NLR was 0.24 (95% CI
0.18-0.34). Additionally, we calculated the Spearman correlation
coefficient between the log of sensitivity and the log of
(1-specificity), which yielded a result of 0.254 (P=.17),
indicating no significant threshold effect in the included
studies. This suggests that the observed high heterogeneity (as
well as the broad PIs mentioned above) primarily stems from
nonthreshold factors (such as differences in predictor selection
or population characteristics), rather than merely from variations
in cutoff value selection.

Figure 2. Summary Receiver Operating Characteristic (SROC) plot illustrating the dispersion of study results. AUC: area under the curve; SROC:
Summary Receiver Operating Characteristic.
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Figure 3. Overall sensitivity of machine learning models for the prediction of preeclampsia [13-17, 19-39].
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Figure 4. Overall summary specificity of machine learning for the prediction of preeclampsia. [13-17, 19-39].

Performance Analysis of External Validation Models
A total of 6 (comprising 7 models) studies [8,17,24,28,30,32]
underwent external validation. The analysis revealed that when
applied to independent external populations, the models
exhibited performance decline with persistent high
heterogeneity. Specifically, the pooled AUC was 0.91 (95% CI
0.85-0.95; Figure 5). However, its 95% PI was 0.76-1.00,
indicating that the model’s discriminative ability might be
suboptimal in certain external settings. The pooled sensitivity
significantly decreased to 0.68 (95% CI 0.54-0.83; P<.001;

I2=99.6%; Figure 6 [8,21,24,28,30,32]), with a 95% PI of

0.25-0.94. The lower limit of 0.25 indicates that in the
worst-case external validation scenario, the model may miss
75% (23/31) of patients, posing an extremely high risk of missed
diagnosis. The pooled specificity was 0.90 (95% CI 0.86-0.96;

P<.001; I2=99.7%; Figure 7 [8,21,24,28,30,32]), with a 95%
PI of 0.62-0.99. Other indicators included: DOR of 28.21 (95%

CI 18.10-43.98; I2=97.6%); PLR of 7.51; NLR of 0.32. The
decrease in sensitivity (from 0.81 in the primary analysis to
0.68) and the extremely low limit of the PI (0.25) strongly
confirmed the limited transportability of the model across
populations, indicating that direct clinical application requires
extreme caution.
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Figure 5. Summary Receiver Operating Characteristic (SROC) plot for external validation models. AUC: area under the curve; SROC: Summary
Receiver Operating Characteristic.

Figure 6. Summary sensitivity of machine learning models for predicting preeclampsia based on external validation [13,27,30,34,36,38].
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Figure 7. Overall summary specificity of machine learning for predicting preeclampsia [13,27,30,34,36,38].

Sensitivity Analysis
After conducting a sensitivity analysis excluding case-control
studies in a leave-one-domain-out with 4 (15%) models, the
overall summary AUROC is 0.9109 (95% CI 0.8642-0.9390).
The summary sensitivity estimate derived from the
random-effects meta-analysis is 0.81 (95% CI 0.70-0.83;

P<.001; I2=99.7%), and the summary specificity is 0.88 (95%

CI 0.84-0.94; P<.001; I2=99.7%), as detailed in Figure 8 [8-33].
Consequently, it was concluded that the pooled estimates
remained unaffected by the exclusion of outlier values. With
an AUC>0.8, the model demonstrated good discriminative

ability, but an I2>75% indicated substantial heterogeneity within
most subgroups. To address this issue and gain deeper insights,
we undertook a subgroup analysis to investigate the potential
sources of this heterogeneity across the studies that were

included in our review. Accordingly, we do not interpret a single
pooled estimate as “average clinical performance” and instead
prioritize subgroup results. In addition, to eliminate the impact
of multiple models (derived from the same population) within
a single study on statistical independence (unit-of-analysis
error), we conducted additional sensitivity analyses by retaining
only the model with the highest AUROC from each study
(N=26). The results showed that the pooled sensitivity after
deduplication was 0.81 (95% CI 0.73-0.87), specificity was
0.88 (95% CI 0.83-0.91), and AUROC was 0.90 (95% CI
0.87-0.93). The above results were highly consistent with the
primary analysis (N=31), with no significant differences
observed in the CIs, indicating that incorporating different
models from the same study did not lead to inflated results or
underestimated variance. Therefore, we retained all models in
the primary analysis to demonstrate the performance differences
among various predictor combinations.

Figure 8. Forest plots of diagnostic performance [13-17, 19-39].
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Subgroup Analysis
The comparative results of the subgroup analysis on
preeclampsia prediction performance are presented in Table 3;
types of ML models, forest plots are shown in Figures S1-S22
in Multimedia Appendix 2. The comparison between subgroups
was determined by examining whether the 95% CI of the AUC
overlapped. Nonoverlapping intervals indicated statistical
significance while overlapping intervals indicated no statistical
significance. Data were derived from electronic health records,
high-throughput omics, and hybrid sources. Subgroup analysis
indicated that models based on hybrid data demonstrated
superior performance, followed by those using electronic health
records and high-throughput omics. However, considerable
heterogeneity was observed, and the 95% CIs extensively
overlapped across the 3 data types, suggesting no statistically
significant differences among them. The “pregnancy window”
refers to the index timing window during which predictors were
collected or model discrimination was performed. Models
constructed using third-trimester data showed better performance
with low heterogeneity. Nonetheless, overlapping 95% CIs
across models indicated no statistically significant differences
among pregnancy window subgroups. Regarding validation
strategies, internally validated models outperformed externally
validated ones, albeit with high heterogeneity. Subgroup analysis
revealed overlapping 95% CIs between the 2 validation types,

implying that the difference was not statistically significant.
Regarding sample size, the subgroup analysis results showed
that models with smaller sample sizes outperformed those with
larger sample sizes, exhibiting lower heterogeneity. However,
since the 95% CI overlapped, the differences between sample
size subgroups were not statistically significant. Regarding the
adopted model, nonlogistic regression prediction models
outperformed logistic regression prediction models. Further
analysis was conducted on nonlogistic regression models with
3 or more instances in each model category, revealing that neural
networks exhibited the best predictive performance with an
AUC of 0.9966 (95% CI 0.9772-1.0000) and the lowest
heterogeneity. The difference in model performance was
statistically significant when compared to elastic net models,
but not statistically significant when compared to other models.
Regarding the type of predictive variables, prediction models
constructed solely using laboratory test indicators achieved the
highest predictive performance with an AUC of 0.9463 (95%
CI 0.9097-0.9820) and the lowest heterogeneity. Nevertheless,
when compared to models built with alternative indicators, the
difference in performance was not statistically significant. For
the number of predictor variables used in model building,
models with 10 or more variables exhibited higher predictive
performance with an AUC of 0.9204 (95% CI 0.8671-0.9737),
but the difference was not statistically significant compared to
models with fewer than 10 variables.
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Table 3. Subgroup analysis results.

P valueI2 (%)AUCb (95% CI)Number of predic-

tion models (PCSa)

Grouping

<.00199.60.9168 (0.891-0.950)31Entire study

Sample size

<.00190.90.9361 (0.9079-0.9643)16<2000

<.00199.80.9109 (0.8501-0.9717)15≥2000

Data source

<.00199.60.9154 (0.8713-0.9595)14Mixed

<.00199.40.9126 (0.8430-0.982)12EHRc

<.00195.30.9406 (0.8898-0.9914)4Omics

Pregnancy window

<.00195.20.9406 (0.7853-1.0000)10Early

.00477.20.9304 (0.8965-0.9643)4Mid

.0371.40.9665 (0.9314-1.0000)3Late

<.00199.10.9138 (0.8805-0.9471)14Specific

Machine learning model

<.001100.00.9044 (0.6857-1.0000)3Logistic regression

<.00197.60.9171 (0.8871-0.9471)28Nonlogistic regression

<.00195.80.8917 (0.7950-0.9884)5RFd

<.00188.20.9068 (0.7623-1.0000)3SVMe

<.00189.90.9177 (0.8500-0.9854)4XGBoostf

<.00193.90.9419 (0.9125-0.9713)4ENg

.00184.70.9966 (0.9772-1.0000)3NNh

Predictor variable type

<.00199.40.8754 (0.8315-0.9193)10Demographic information

<.00196.80.9300 (0.8375-1.0000)3Biological genetic marker

<.00198.40.9275 (0.8665-0.9885)13Demographic information and laboratory
tests

<.00195.80.9463 (0.9097-0.9820)5Laboratory testing

Number of predictor variables

<.00186.60.9124 (0.8855-0.9393)10<10

<.00199.80.9196 (0.8665-0.9727)21≥10

aPCS: piece.
bAUC: area under the curve.
cEHR: electronic health record.
dRF: random forest.
eSVM: support vector machine.
fXGBoost: extreme gradient boosting.
gEN: elastic network.
hNN: neural network.

Meta-Regression Analysis
Due to the significant heterogeneity observed among the studies,
a meta-regression analysis was conducted. The meta-analysis
focused on various factors, including sample size, country of

publication, type of ML model, year of publication, study design,
study quality, and predictors, as detailed in Table 4. Variables
were systematically removed based on the magnitude of their
P values, and separate meta-regression analyses were performed
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for each variable. The results indicated that the source of
heterogeneity among the studies was primarily associated with

the research quality, as illustrated in Table 5.

Table 4. Meta-regression analysis.

RDORa(95% CI)P valueβ coefficient (SE)Variable

—b.013.547 (1.3356)Constant

0.34 (0.11-1.05).061.075 (0.5388)Sample size

0.72 (0.27-1.94).50–0.322 (0.4741)Country

1.80 (0.39-8.37).430.588 (0.7387)MLc method

1.01 (0.39-2.61).990.007 (0.4578)Year

0.24 (0.04-1.27).09–1.435 (0.8047)Design

1.96 (0.84-4.57).110.672 (0.4076)Quality

2.17 (0.61-7.67).220.773 (0.6075)Predictive

0.73 (0.27-1.97).51–0.318 (0.4797)Validation type

aRDOR: relative diagnostic odds ratio.
bNot applicable.
cML: machine learning.

Table 5. Meta-regression analysis after excluding P values from largest to smallest.

RDORa (95% CI)P valueβ coefficient (SE)Variable

—b<.0012.398 (0.5879)Constant

2.23 (0.99-5.00).050.800 (0.3951)Quality

aRDOR: relative diagnostic odds ratio.
bNot applicable.

Discussion

Principal Findings
This systematic review identified 31 ML models for
preeclampsia prediction. Our primary finding highlights a
critical paradox. While models demonstrate high average
discriminative potential (pooled AUROC 0.91), they exhibit

extreme heterogeneity (I2>99%) and limited transportability.
The wide 95% PI for sensitivity (0.32-0.96) warns that a model
performing perfectly in development may miss nearly 70% of
cases when applied to a new population. This “context
dependence” is further confirmed by the performance drop in
external validation studies (pooled sensitivity of 0.68),
suggesting that current high AUROCs largely reflect internal
fit rather than universal clinical effectiveness.

To investigate the sources contributing to this heterogeneity (as
well as the wide PIs), our subgroup analysis revealed several
key factors. In the subgroup analysis of all 31 models, we
observed that their predictive performance was better when the
sample size was small (less than 2000 cases), which contradicts
the conventional understanding that “larger sample sizes lead
to better predictive performance” [42]. The analysis may be
significantly influenced by confounding factors, such as study
design (eg, case-control studies) and research type—especially
considering the very high AUC of the elastic net (AUC=0.963
for Torres et al [26]; AUC=0.96 for Yu et al [30]). Therefore,

careful discernment is required, and one should not hastily
interpret this as indicating superior predictive performance of
models with smaller sample sizes. Regarding predictor types,
laboratory test indicators exhibit superior predictive
performance, as the core pathological mechanisms of
preeclampsia include placental perfusion disorders, endothelial
dysfunction, oxidative stress, and inflammatory responses [43].
Laboratory indicators can directly reflect pathological states,
while demographic information provides only indirect risk
assessments.

Among the ML models analyzed in this study, including RF,
SVM, NN, and Elastic-net, the NN model demonstrated the
highest predictive performance (AUC=0.99, 95% CI 0.98-1.00),
surpassing traditional ML methods, such as LR, RF, and extreme
gradient boosting. This analysis may be attributed to the
complex etiology of preeclampsia, a pregnancy complication
characterized by multiple pathological processes. The intricate,
multidimensional interactions inherent in preeclampsia are
challenging to capture comprehensively using linear models.
In contrast, NN models are well-equipped to model nonlinear
relationships and higher-order variable interactions, which more
accurately reflect the pathological characteristics of
preeclampsia [44]. Compared to traditional methods, NN can
automatically extract features and assign weights to input
variables without the need for extensive manual variable
screening, demonstrating particular advantages in handling
high-dimensional data [45]. Moreover, NN models can integrate
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multisource heterogeneous data, such as demographic
information, laboratory indicators, and biological genetic
markers, thereby adapting to the increasingly complex trends
in clinical data.

Higher predictive performance is observed when the number
of predictors is equal to or greater than 10. This indicates that
using a greater number of predictors helps to more
comprehensively reflect disease status, significantly enhancing
the model’s predictive performance. This is especially true for
nonlinear algorithms, which are better equipped to capture
interaction effects and underlying patterns.

Nonstandardized handling of missing data means that AUC;
concordance index and calibration may not be directly
comparable across studies; in particular, listwise deletion or
simple imputation combined with restricted case-mix and
threshold tuning can inflate discrimination and understate
uncertainty. We therefore recommend at minimum (1)
transparent reporting of missingness (overall and by variable)
and the primary imputation strategy; (2) preferential use of
multiple imputation or model-based methods, with minimal
recalibration (slope and Brier) and decision-curve analysis
during external validation; and (3) reporting confusion matrices
under fixed thresholds and top-N% triage plus subgroup
robustness (GA window; outcome definitions and sites) to
enhance interpretability for clinical and digital health use.

Strengths and Limitations
First, regarding methodological rigor and transparency, we
strictly adhered to the PRISMA guidelines for reporting, and
the research protocol has been preregistered in the international
prospective systematic review registry PROSPERO
(CRD420251005830). This ensures that the research objectives
and methods are predetermined, thereby minimizing reporting
bias. Second, concerning the comprehensiveness of the literature
search, our search strategy exhibits significant interdisciplinary
characteristics. We not only searched mainstream medical
databases such as PubMed and CNKI, but also included IEEE
Xplore and Web of Science to ensure a comprehensive capture
of ML models published in the fields of engineering technology
and computer science. This is critical for a topic that bridges
clinical medicine and artificial intelligence, avoiding potential
omissions of models that might occur if only medical databases
were searched. Third, regarding the reliability of data processing,
the entire process of literature screening and data extraction in
this study was conducted independently by 2 researchers, with
any discrepancies resolved through discussion or by involving
a third researcher as an adjudicator. This “dual review” process
is considered the gold standard for systematic reviews, ensuring
the accuracy of data extraction. Fourth, in terms of the
professionalism of quality assessment, we used the PROBAST
tool, which is currently recommended by international
authorities and specifically designed for predictive model
research, rather than traditional diagnostic test evaluation tools,
such as QUADAS-2 (Whiting and colleagues [46]). PROBAST
enables us to thoroughly assess the risk of bias and applicability
of the models across 4 key domains, including participants,
predictive factors, outcomes, and analysis, which is more
in-depth and relevant than previous reviews. Finally, regarding

the prudence of analysis, this study recognizes the common
pitfall of “performance overestimation” in meta-analyses of
predictive models. Therefore, we clearly identified models
lacking external validation and conducted an independent
meta-analysis of studies that reported external validation. This
approach allowed us to more accurately assess the
transportability of the models in real-world applications, leading
to the conclusion that they are “highly context-dependent,”
which is a more cautious and clinically realistic interpretation,
avoiding overinterpretation of the aggregated AUROC.

Our study has several limitations that should be considered
when interpreting the findings. First, and most critically, is the
issue of threshold heterogeneity and optimistic bias. As detailed
in the “Methods” section, the performance metrics were
synthesized from study-specific “optimal thresholds.” This
precluded the use of threshold-independent summary measures
from a bivariate model and means our pooled sensitivity and
specificity are likely inflated compared to what would be
achieved with a prespecified, clinically relevant cutoff. The
wide PIs we report are, in part, a quantification of this inflation
risk. Future primary studies should report performance at
multiple, clinically justified thresholds to facilitate more
meaningful meta-analysis. Second, related to the above, our
statistical synthesis approach was necessitated by the data
characteristics. The extreme heterogeneity and lack of threshold
standardization made the preferred bivariate modeling approach
unfeasible. While our use of univariate HKSJ models with PIs
is a robust alternative that honestly communicates uncertainty,
it does not model the correlation between sensitivity and
specificity. Our subgroup and meta-regression analyses help
explore sources of heterogeneity, but residual confounding is
likely. Third, our search, though comprehensive, may have
missed studies in other languages or in nonindexed repositories.
Furthermore, we did not formally assess for publication bias
using funnel plots or statistical tests, as these methods are less
established and interpretable for diagnostic accuracy data with
high heterogeneity. Therefore, our results may be influenced
by the preferential publication of studies with positive or
high-performance results.

Clinical Significance
The methodological choices in this meta-analysis directly inform
its central message. The decision to extract data at study-specific
“optimal thresholds” inherently captures the optimistic bias
prevalent in ML model development. The strikingly wide 95%
PI for sensitivity (0.32-0.96), calculated from these potentially
inflated estimates, therefore represents a conservative and
realistic warning. The true performance in a new setting, after
necessary recalibration to a local threshold, could fall to
clinically unacceptable levels. This finding powerfully reinforces
the principle that external validation is not a mere formality but
a fundamental requirement to bridge the gap between
algorithmic promise and clinical utility.

Clinical implementation of these models requires a shift from
“universal application” to “local adaptation.” Given the wide
PIs, hospitals should not adopt published models directly.
Instead, we recommend a workflow of local validation and
recalibration. Future research should prioritize multicenter
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external validation over developing new models. Where data
sharing is restricted, federated learning offers a promising
pathway to train robust models across diverse populations
without compromising privacy.

Conclusions
In summary, ML models demonstrate promising potential for
predicting preeclampsia, rather than serving as ready-made
universal solutions. While pooled analyses indicate high
discriminative performance, the substantial heterogeneity
(I²>99%) and wide 95% PIs (sensitivity 0.32-0.96) reveal
significant instability in model performance across different
clinical contexts. This “context dependency” was further

corroborated in external validation analyses. When applied to
independent populations, the model not only exhibited decreased
aggregate sensitivity but also the lower bound of its PI dropped
to 0.25, quantifying the substantial transplantation risk
encountered in cross-center applications. Current evidence
therefore supports considering ML as a potential screening
adjunct, but does not yet justify its use as a universal clinical
diagnostic tool. Future research should shift focus from solely
pursuing new models with high AUC values to conducting
rigorous multicenter external validation and recalibration of
existing models, in order to establish their applicable boundaries
within real-world clinical pathways.
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Abstract

Background: The rapid growth of telemedicine offers convenience, flexibility, and accessibility for patients to have health care
services worldwide. To succeed in telemedicine, health care practitioners and telemedicine tools must engage patients through
effective communication. However, a research gap exists in understanding the communication strategies used in telemedicine
and how they effectively engage patients.

Objective: This study aims to identify communication strategies influencing patient engagement in telemedicine with
provider-patient interactions, as well as how included studies evaluate patient engagement through a systematic review.

Methods: We searched the literature comprehensively using 6 databases, Web of Science, PubMed, Scopus, MEDLINE,
CINAHL, and Embase, from inception to October 2025. We included empirical, English-language studies that examined
communication strategies affecting patient engagement in telemedicine with provider-patient interactions. Studies lacking actual
patients or provider-patient interactions in telemedicine were excluded. We used content analysis to identify texts that were related
to Theme 1: the communication strategies affecting patient engagement, and Theme 2: evaluation of patient engagement. Coded
texts were analyzed to develop subthemes and themes of identified communication strategies. Methods for evaluating patient
engagement were summarized. A narrative synthesis was conducted because of heterogeneity across study design and outcomes.
We used the Mixed Methods Appraisal Tool to assess the quality of research included in this study.

Results: This study systematically reviewed 34 peer-reviewed articles, revealing 3 overarching themes of effective communication
strategies that enhance patient engagement: interpersonal communication strategies, with 6 subthemes (building relationships,
supportive attitude, interactive dialogic loop, nonverbal communication, professionalism and accuracy, and tailored communication);
team-level communication strategies, with 3 subthemes (training and preparation, teamwork and care coordination, and cultural
and linguistic sensitivity); and system-level communication strategies, with 3 subthemes (usefulness of information, ease of use,
and data privacy and security). We also found that included studies predominantly used qualitative research methods, such as
semistructured interviews and focus groups, to collect patient engagement data.

Conclusions: This review provides an innovative synthesis of communication strategies that promote patient engagement in
telemedicine by integrating interpersonal (micro), team (meso), and system-level (macro) perspectives. Unlike previous reviews
that focused on single aspects or levels of communication, this study offers a holistic framework that advances theoretical
understanding of how multilevel communication strategies collectively shape patient engagement. Practically, the findings offer
actionable guidance for health care professionals, telemedicine developers, and policymakers seeking to enhance the quality and
sustainability of telemedicine services. In real-world settings, the identified strategies can inform professional training, platform
design, and policy development to support patient-centered digital care. This review is the first to systematically bring together
communication strategies for patient engagement in telemedicine across all 3 levels. Future research should build on this framework
by developing and validating quantitative measures of patient engagement and examining the relationships between communication
strategies and telemedicine outcomes.
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Introduction

Background
Digitally accessed health care has accelerated globally, prompted
not only by the advancement of communication technologies
but also by the increasing demand for accessible and efficient
care delivery [1,2]. Consequently, the global use of telemedicine
services has grown substantially, with an estimated compound
annual growth rate of around 24% between 2022 and 2032 [3].
Telemedicine involves the delivery of health care services via
the use of ICTs to engage health care providers (HCPs), patients,
and caregivers, and improve health care outcomes [4-6]. It offers
convenience and flexibility for both patients and providers and
reduces medical service costs and patient wait times [7-11].
Furthermore, it significantly contributes to medical resource
allocation, improving patient access and helping health care
departments in low-resource settings address resource shortages
[6,12-14]. A study analyzed telemedicine consultations in a
university-based outpatient telemedicine program and found
that the average savings per consultation were 278 miles, 245
minutes, and US $156 [15]. Suzuki and colleagues’ study [16]
used principal component analysis and cluster analysis to
identify countries in Asia and Africa with high potential for
telemedicine development, such as Algeria, Egypt, Morocco,
and Indonesia. It concluded that telemedicine could address the
scarcity of medical resources in these countries.

Despite the great potential of telemedicine to enhance health
care accessibility, its adoption remains relatively limited [12,17].
Studies reported that although there are over 300,000 mobile
health (mHealth) apps, the user adoption of mHealth apps is
low [18,19]. In China, statistics show that telemedicine services
account for only 2% of total outpatient services, indicating the
underuse of telemedicine services [10]. Except for
technology-specific barriers [17,20], a significant factor
contributing to this issue is the insufficient communication
between patients and service providers, especially on
telemedicine platforms where patients or users must initially
visit to use these services [21]. Rosler [22] argues that
intentional communication skills and tactics can overcome
potential barriers to patient engagement within telemedicine
and increase patients’ connection with providers. Similarly,
Fernández Coves and colleagues’ study [21] revealed that
established means of communication were the most prominent
facilitators between patients and service providers at the
organizational level of telemedicine adoption in primary care
settings.

To succeed on telemedicine platforms, HCPs must effectively
engage patients by addressing their needs and preferences [23].
Patient engagement refers to the multidimensional experiences
that patients engage with their health management, including
cognitive (think), emotional (feel), and behavioral (act)
subdimensions of enactment [24,25]. Patient engagement is
often used interchangeably with patient activation [26], a

concept that focuses on the scenario where patients develop an
incremental attitude and have cognitive and behavioral
participation in their day-to-day health management [25,27,28].
While there are overlaps between these two concepts, patient
engagement is seen as a more holistic consideration, which also
includes the psychological involvement during patients’ health
management situations [25]. In telemedicine settings, patient
engagement has been reported to be positively related to high
levels of patient satisfaction, improved patient-provider
relationships, and increased involvement in health care
management [29-33]. For example, in a review study focusing
on patient engagement in using hypertension telemedicine tools,
Khanijahani et al [34] found that patients’ engagement levels
were associated with blood pressure reduction levels, their
performance in follow-up consultations, and their interests in
recording and monitoring their health data.

Despite the many benefits of patient engagement in
telemedicine, current studies pay scant attention to the
communication strategies used on telemedicine platforms and
how they effectively engage users [23,35]. Costa and Serra [36]
conducted one of the few review studies examining how
communication influences patient engagement in telemedicine
contexts. They found that effective communication serves as a
cornerstone for improving patient adherence to treatment,
whereas communication barriers, such as language barriers, can
hinder patient participation in their own care. However, their
review primarily focused on reviewing the general role of
communication rather than identifying specific effective
communication strategies, and it was limited to the field of
chronic wound management. Understanding communication
strategies is crucial for maximizing the potential of telemedicine,
as effective communication in telemedicine is an essential
prerequisite for its success, which not only fosters initial
engagement but also maintains trust and cooperation and ensures
the continued participation of telemedicine [37]. Specifically,
communication in telemedicine with access to HCPs is argued
to have high potential to stimulate patient engagement [38,39],
which remains a favorable way to improve health care outcomes
in telemedicine [40-42].

Objectives
Given the rapid growth of telemedicine in health care service
delivery and the increasing significance of communication
strategies for patient engagement in telemedicine systems
[23,35,37], this paper aims to identify the communication
strategies promoting patient engagement in telemedicine with
HCP-patient interactions by conducting a systematic review of
the existing telemedicine studies to explore the effective
communication strategies discussed. As such, we propose the
following research questions (RQs) to guide our study:

RQ1: What communication strategies have been found or
hypothesized to contribute to patient engagement on
telemedicine platforms with HCP-patient interactions?
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RQ2: How has patient engagement in telemedicine been
evaluated in the selected literature?

By synthesizing existing research on crucial communication
strategies that enhance patient engagement in telemedicine, this
review endeavors to provide HCPs, policymakers, telemedicine
tool developers, and researchers with insights to inform the
development of more effective telehealth strategies and policies.

Methods

Overview
This study was conducted following the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines [43]. We registered this systematic review on
PROSPERO (International Prospective Register of Systematic
Reviews; CRD420251053245). This study has been revised and
updated from the originally registered PROSPERO protocol to
incorporate methodological and reporting improvements based
on editorial feedback.

Eligibility Criteria
We included studies if (1) they involved telemedicine using
ICTs to deliver health care services, (2) they studied
telemedicine tools including HCP-patient interactions, (3) they
examined communication strategies influencing patient
engagement, (4) they involved real patients or clinical
populations who actively engaged with telemedicine, (5) they
were peer-reviewed empirical studies, (6) they were published
in English, and (7) they were available with full texts.

Articles were excluded if they did not include HCP-patient
interactions and only included patients’health care management

functions or health care education information in the
telemedicine tool. We excluded studies that used standardized,
virtual, or fictional patients without actual patient use with the
telemedicine platform, as well as studies that focused on
improving patient involvement and engagement in health care
research. During the screening process, we excluded articles
that were not empirical studies and were not published in a
peer-reviewed journal, such as conference papers, editorial
notes, and book chapters.

Search Strategy
We applied the PRISMA-S (Preferred Reporting Items for
Systematic reviews and Meta-Analyses literature search
extension; Multimedia Appendix 1) to guide our search strategy
[44] and searched Web of Science, PubMed, Scopus, MEDLINE
(via EbscoHost), CINAHL (via EbscoHost), and Embase for
relevant studies because these databases ensure that researchers
can find comprehensive studies in a wide range of disciplines,
including medicine, public health, and social sciences [45-49].
Two experienced librarians specializing in health, social science,
and humanities provided professional consultation to help refine
and enhance our search strategy. We summarized and searched
key terms of “telemedicine,” “patient engagement,” and
“HCP-patient interaction” in the title or abstract, or keywords
as shown in Textbox 1. The search strategy combined these
three concept blocks using Boolean operators (search strategy:
Category 1 AND Category 2 AND Category 3). Apart from
using three groups of key terms to identify relevant literature,
no language or other restrictions were applied to the search,
which was completed on October 31, 2025. The full research
strategies applied to the 6 databases are summarized in
Multimedia Appendix 2.

Textbox 1. Key terms and search strategy for studies on communication strategies influencing patient engagement in telemedicine involving health
care provider (HCP)–patient interactions.

Category 1: telemedicine

eHealth OR e-health OR “electronic health” OR e-consultation OR econsultation* OR e-therapy OR mHealth OR “mobile health” OR telecare OR
“tele care” OR telecardiology OR teleconsultation* OR teledentistry OR teledermatology OR telediagnosis OR telehealth OR “tele intensive care”
OR “tele ICU” OR telemedicine OR telemonitoring OR telenephrology OR teleneurology OR telenursing OR telepathology OR telepharmacy OR
telepsychiatry OR teleradiology OR teleradiotherapy OR telerehabilitation* OR tele-referral* OR “tele referral*” OR telesurgery OR teletherapy OR
“virtual care” OR “remote care” OR “virtual medicine” OR “remote rehabilitation*” or “virtual rehabilitation*”

Category 2: patient engagement

“patient activation” OR “patient-centeredness” OR “patient engagement” OR “patient involvement” OR “patient participation”

Category 3: HCP-patient interaction

consultation* OR “online consultation*” OR “video consultation*” OR “video visit*” OR “virtual visit*” OR “remote visit*” OR “televisit*” OR
“virtual appointment*” OR “remote appointment*” OR “clinician-patient interaction*” OR “clinician-patient communication*” OR “doctor-patient
interaction*” OR “doctor-patient communication” OR “provider-patient interaction*” OR “provider-patient communication” OR “patient-provider
interaction*” OR “patient-provider communication” OR “healthcare professional-patient communication” OR “healthcare professional-patient
interaction*” OR “HCP-patient interaction*” OR “HCP-patient communication”

Selection Process
A total of 3 authors participated in the selection process. After
removing the duplicates, the first reviewer (YH) and the second
reviewer (RJ) independently screened all titles and abstracts for
eligibility. Any discrepancies regarding study eligibility were
resolved through discussion with a third reviewer (CSBN), who
served as the adjudicator and made the final decision. During
the full-text screening phase, the first reviewer (YH) and second

reviewer (RJ) independently assessed all studies, and any
disagreements were again resolved in consultation with the third
reviewer (CSBN).

Data Collection Process
After the selection process, 2 reviewers (YH and RJ)
independently extracted data from each included study using a
standardized data extraction table [50] developed for this review.
The extraction form was piloted on 7 studies to ensure clarity
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and consistency. Extracted data included reference, study setting,
country, type and number of participants, recruitment and
sampling of participants, participant characteristics, enrollment
time, telemedicine type, communication strategies influencing
patient engagement, and patient engagement measures. Any
discrepancies between reviewers were resolved through
discussion. The data extraction table is presented in Multimedia
Appendix 3 [39,51-83].

Study Outcomes
The primary outcome domains for this review were (1)
communication strategies influencing patient engagement in
telemedicine, and (2) methods used to evaluate patient
engagement. Communication strategies were defined as any
provider-, team-, or system-level communicative actions or
decisions intended to enhance communicative effectiveness or
compensate for communicative barriers [84-86], thereby shaping
patients’ cognitive, emotional, or behavioral engagement [25]
during telemedicine encounters. Patient engagement measure
was defined as any qualitative or quantitative approaches used
to assess patients’ cognitive, emotional, or behavioral
engagement in telemedicine. All results that were compatible
with these outcome domains were extracted regardless of the
time frame of measurement.

The secondary outcomes extracted from each study included
reference information, study setting, country, type and number
of participants, recruitment and sampling of participants,
participant characteristics, enrollment time, and telemedicine
type. The extracted information provided contextual information
necessary for interpreting outcome variability across studies.

Quality Assessment
The critical appraisal tool, Mixed Methods Appraisal Tool
(MMAT), was used to assess the quality of research included
in this study [87]. This tool provides a flexible framework for
appraising qualitative, quantitative, and mixed methods studies
included in a systematic review [87]. The first reviewer (YH)
and the second reviewer (RJ) appraised all the included studies
in quality assessment independently, and any disagreements
were discussed and resolved with the third reviewer (CSBN)
[88]. The product of the quality assessment can be found in the
Methodological Quality subsection in the Results section.

Synthesis Methods
We conducted a deductive and inductive qualitative content
analysis [89-91] to identify and analyze words, phrases, and
texts extracted in the critical primary outcome domain, that is,
the communication strategies influencing patient engagement.
The extracted content was then examined through thematic
analysis to develop sub-themes and overarching themes
representing different types of communication strategies.
Approaches used to assess patient engagement were also
summarized.

An initial codebook for coding the primary outcome domains
was developed based on 10 included studies, and new codes
were added inductively as the analysis progressed. Multiple
coding approaches were applied to ensure comprehensive
analysis, since multicoding helps to reveal patterns and
associations within the data, providing deeper insights [92,93].
The coding was conducted by two researchers, both with
backgrounds in health communication and content analysis
methodologies. The first coder (YH) and the second coder (RJ)
performed 20% of the initial coding independently. The
intercoder reliability was calculated using Cohen κ. The
resulting κ=0.82 indicated almost perfect agreement [94]. The
first coder (YH) then coded the rest of the included articles.
Finally, the third coder (CSBN) reviewed a portion (4/34,
11.76%) of studies to further assess coding accuracy and ensure
consistency. Any discrepancies were discussed and resolved
through consensus.

A meta-analysis was not performed due to substantial
methodological and contextual heterogeneity across studies.
Meta-analysis requires sufficient homogeneity in study design,
population, intervention, and outcome measures to ensure
meaningful comparability of effect estimates [95]. Given the
wide variation in health care contexts, forms of telemedicine,
research methods, participant groups, as well as the limited
number of comparable quantitative findings in the included
research, a narrative synthesis was conducted instead.
Consequently, quantitative effect measures (eg, risk ratios, odds
ratios, and mean differences), methods to explore statistical
heterogeneity (eg, subgroup analysis and meta-regression),
sensitivity analyses, assessment of reporting bias due to missing
results, and certainty or confidence assessment were not
performed, as this review did not aim to statistically pool
outcomes across studies. This synthesis approach emphasized
thematic patterns in communication strategies and their reported
influence on patient engagement.

Results

Study Selection and Study Characteristics
In total, 1726 articles were retrieved from 6 identified databases:
Web of Science (n=269), PubMed (n=240), Scopus (n=663),
MEDLINE (n=147), CINAHL (n=52), Embase (n=355). These
studies were published between 1998 and 2025. After removing
857 duplicates, 869 studies remained to review titles and
abstracts, and 126 studies were identified as potentially relevant
documents. After the full-text review, 34 studies [39,51-83]
were included in this systematic review (Figure 1). Included
studies were published between 2015 and 2025, with 28/34
(82.35%) articles published after 2020, reflecting a growing
scholarly focus on communication processes within rapidly
evolving telemedicine practices. A list of included studies is
provided in Multimedia Appendix 3 [39,51-83], and Table 1
presents primary outcomes of data extraction [50].
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Figure 1. Flowchart of the literature search and screening process for studies on communication strategies influencing patient engagement in telemedicine
involving health care provider–patient interactions (1998-2025).
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Table 1. Primary outcomes of data extraction on communication strategies influencing patient engagement and patient engagement measures.

Patient engagement measuresCommunication strategies influencing patient engagementReference, year

Ackerman et al [51], 2020 • No standardized measure; patient engagement was re-
flected qualitatively via patient accounts of their accept-

• Trust-based communication between patients and
primary care clinicians;

ability of eConsult and feeling involved in care deci-• Using understandable language to provide clear ex-
planations and updates about eConsult decisions. sions.

Alpert et al [52], 2022 • No standardized measure; patient engagement was re-
flected qualitatively via clinician accounts of patients’

• Using a sincere, empathetic tone and plain language
to communicate with patients;

participation, emotional responsiveness, and message• Offering emotional support;
interactivity.• Encouraging patients’ participation by using open-

ended questions, validating patient input, and foster-
ing dialogue;

• Responding promptly to convey accessibility and
approachability.

Bavngaard et al [53], 2023 • No standardized measure; patient engagement was op-
erationalized through the observation and thematic

• Use of visuality in surroundings, such as showing
the medicine bottles, facilitated communication;

analysis of eight video-recorded consultations, focusing• Nonverbal communication through gaze direction
and smartphone positioning signaled attentiveness on exploring patients’ verbal and non-verbal actions,

including attending, contributing, clarifying, and signal-and engagement;
ing attentiveness.• Patients’ gaze disengagement was interpreted as

cognitive engagement in decision-making;
• Showing rapport by permitting gaze disengagement

from patients.

Björndell [54], 2021 • No standardized measure; patient engagement was re-
flected qualitatively via physicians’ accounts of pa-

• Listening to patients’ thoughts, concerns, and re-
quests;

tients’ active participation in the consultation process,• Guiding and trusting patients in self-examination
during video consultations. and patient involvement in decision-making.

Breton et al [55], 2021 • No standardized measure; patient engagement was re-
flected qualitatively via physicians’ perceptions of pa-

• Using visual cues, such as seeing patients’ facial
expressions, during video visits to enhance commu-

tients’ access, participation, and responsiveness duringnication;
telemedicine consultations, including comfort, compre-• Avoiding the issue of reduced confidentiality of

consultations, such as conducting consultations with hension, follow-up adherence, and involvement in deci-
sion-making.patients during the patient’s grocery time.

Brodar et al [56], 2022 • No standardized measure; patient engagement was
recorded based on the psychosocial screener completion

• Teamwork between departments, including joint
virtual visits, interdisciplinary “warm handoffs” be-

and consultation rates, as well as reflected qualitativelytween endocrinologists and psychology staff during
via team members’ feedback about patient acceptabilityvirtual visits, educating the importance and relevance
of online consults and patient participation.of consultation and care, and sharing important

documents in electronic health records;
• Encouraging the provider team to use creative and

interactive methods to engage patients, such as
playing an online game, using the Zoom Whiteboard
feature, and sharing the screen to review materials;

• Ensuring staff training in telemedicine.

Caffery et al [57], 2017 • No standardized measure; patient engagement was re-
flected qualitatively via practitioners’ perceptions of

• Confusion around issues such as medical liability,
privacy, and storage of images was identified as a

patient satisfaction, participation in teleconsultations,barrier to patient engagement;
and continuity of care.• Communication issues, such as a language barrier,

between the clinicians and patients hindered engage-
ment.

Davoust et al [58], 2025 • No standardized measure; patient engagement was as-
sessed qualitatively through participants’ narratives

• Building rapport and trust through open, honest
communication;

about their experiences and perceived patient involve-• Visual connections with providers;
ment in care.• Providing tailored communication, such as flexibility

in visit modalities to accommodate patient prefer-
ences.
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Patient engagement measuresCommunication strategies influencing patient engagementReference, year

• No standardized measure; patient engagement was re-
flected qualitatively through semistructured interviews.

• A consistent, thorough, and mechanistic consultation
structure helped engage patients;

• Usefulness of information, such as appointment and
treatment reminders, increased engagement.

Day et al [59], 2025

• No standardized measure; patient engagement was as-
sessed through self-report surveys on patients’ engage-
ment with tele-mental health sessions.

• Established clinician-patient relationships influenced
engagement.

Dong et al [60], 2023

• No standardized measure; patient engagement was re-
flected qualitatively through patients’ perceptions of
their preference for telecare.

• Building rapport through prior in-person contact and
avoiding impersonal communication in telemedicine;

• Providing interactive communication through facili-
tating dialogue and openness.

Esayed et al [61], 2025

• No standardized measure; patient engagement was re-
flected qualitatively through patient accounts of their
involvement in the process of teleconsultations and
decision-making.

• Interactive communication, such as speaking directly
with consultants and getting feedback from them.

Gibson et al [62], 2016

• No standardized measure; patient engagement was re-
flected qualitatively through participant accounts of
their involvement in the process of teleconsultations.

• Concerns about missing nonverbal cues in video
consultations;

• Concerns about impersonal telemedicine visits.

Grens et al [63], 2022

• No standardized measure; patient engagement was re-
flected qualitatively based on patients’ perceptions and
experiences, such as feelings of support, understanding
of their condition, willingness to share information, and
overall satisfaction with the remote follow-up.

• Providing feedback on patient-reported outcomes
enhanced patient engagement;

• The opportunity to initiate dialogue with providers;
• Taking patients seriously and making them feel seen.

Grove et al [64], 2023

• No standardized measure; patient engagement was re-
flected qualitatively based on multiple data sources,
including participants’ feedback interview data, answers
to open-ended survey questions, the lead researcher’s
participant observations, and field notes from group
meetings, telehealth sessions, and informal interactions
with participants, text messages, emails, etc. Engage-
ment outcomes included improvements in diabetes
knowledge, frequency of blood glucose monitoring,
self-care behaviors, and hemoglobin A1c levels.

• Tailoring communication style to meet patient pref-
erence;

• Building trust-based relationships with patients, such
as encouraging patients through text messaging.

Higa et al [65], 2021

• No standardized measure; patient engagement was re-
flected qualitatively based on interview data and the
researcher’s observations.

• Interactive dialogic loop based on text and links
shared via a text chat;

• Explaining the reason why health care providers
shifted sight and lost eye contact due to screen
changes;

• Understanding, acknowledging, caring, and trusting
patients.

Islind et al [66], 2019

• No standardized measure; patient engagement was re-
flected qualitatively based on nurses’ perceptions of
patients’ need to be seen and respected with cultural
sensitivity.

• Concerns about missing nonverbal cues during tele-
consultations;

• Considering patients’multicultural backgrounds and
allowing them to bring interpreters to facilitate
communication.

James et al [67], 2021

• No standardized measure; patient engagement was re-
flected qualitatively through patient accounts of their
engagement in care.

• Establishing relationships with patients to engage in
meaningful conversations.

Jensen et al [68], 2023

• No standardized measure; patient engagement was re-
flected qualitatively through answers to open-ended
questions in a questionnaire, collecting patient prefer-
ences for telemedicine.

• Establishing relationships between patients and
providers to engage in meaningful conversations;

• Having trust and building rapport;
• Concerns from patients who do not speak English

as a first language;
• Ensuring clarity in layman’s terms;
• Being emphatic when communicating with patients.

Jethwa et al [69], 2022
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Patient engagement measuresCommunication strategies influencing patient engagementReference, year

Jung et al [70], 2023 • No standardized measure; patient engagement was pri-
marily observed through participation in daily symptom
reporting via mobile/web apps and nurse call follow-
ups.

• Increasing interactions with patients to enhance both
patient and staff engagement.

• No standardized measure; patient engagement was as-
sessed qualitatively through patients’ perceptions of
their willingness to use telemedicine tools and their
preferences for these tools.

• Prompt responses from providers to show care;
• Maintaining established, ongoing patient-provider

relationships to foster trust;
• Provider knowledge and support regarding portal

features;
• Useful functions, such as written records to facilitate

communication and engagement;
• The user-friendly design impacted patients’decisions

about how or to what extent they used the portal;
• Concerns about the security of the portal.

Moore et al [71], 2022

• No standardized measure; patient engagement was as-
sessed through feedback collected via surveys, informal
verbal feedback during appointments, and participation
in improvement cycles, contributing to iterative service
refinement.

• Ease of use regarding Near Me facilitated continued
use of this tool.

Morrison et al [72], 2021

• No standardized measure; patient engagement was as-
sessed qualitatively through focus groups and survey
responses, focusing on perceptions, preferences, and
attitudes toward involvement in electronic referral pro-
cesses.

• Establishing a trust-based provider-patient relation-
ship;

• Ensuring responsibilities and roles between clinicians
were clearly communicated to patients;

• Providing patients with clear explanations of referral
processes and allowing communication for clarifica-
tions;

• Coordination and communication between health
care departments;

• Cultural-linguistic alignment facilitated acceptance
of the electronic consultation and referral;

• Potential security and confidentiality concerns hin-
dered engagement.

Olayiwola et al [73], 2018

• No standardized measure; patient engagement was as-
sessed qualitatively through participant questionnaires
and interviews, focusing on perceptions of care involve-
ment.

• Increased knowledge and understanding of patients’
disease improved patient engagement.

Osmundsen et al [74], 2015

• No standardized measure; patient engagement was as-
sessed qualitatively through participant questionnaires
and interviews, focusing on their perceptions of patient
involvement in remote care.

• Using the information patients provide to increase
patient engagement and focus on patients’ needs.

Rodkjær et al [75], 2022

• No standardized measure; patient engagement was as-
sessed qualitatively through patient perceptions of en-
gagement, specifically feeling cared for and their desire
to continue virtual options post pandemic.

• Smooth communication between multiple health
care providers;

• Forming trusting and strong physician-patient rela-
tionships;

• Giving patients time to process information and ask
questions;

• Providing emotional support;
• Including useful functions or information, such as

designing straightforward processes to obtain infor-
mation, support, and care.

Scruton et al [76], 2025

• No standardized measure; patient engagement was as-
sessed qualitatively based on participant reports of
participation, comfort, and involvement during virtual
encounters.

• Using visual aids and assistive communication tools,
choosing appropriate modalities (video over tele-
phone) to support visual and nonverbal cues;

• Using nonverbal communication, including body
language and facial expressions, to support patient
comprehension;

• Establishing connections and building trusting rela-
tionships with providers.

Selick et al [77], 2023
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Patient engagement measuresCommunication strategies influencing patient engagementReference, year

Spiess et al [78], 2023 • No standardized measure; patient engagement was pri-
marily assessed through providers’ perceptions of pa-
tient participation, such as self-disclosure, during virtual
visits.

• Concerns about “virtual inhibition,” such as missing
nonverbal cues and expressing empathy virtually to
engage patients from the perspective of providers;

• Using artwork to start a conversation and connect
with patients meaningfully, helping them feel safe
for self-disclosure.

• No standardized measure; patient engagement was
qualitatively assessed based on participants’perceptions
of patient involvement, the sense of being seen and
heard, and the feeling of being involved in decision-
making during video consultations.

• Facilitating immediacy of assessment through real-
time visual and verbal interaction;

• Building trusting relationships;
• Providing a sense of access to the “real” expert

(psychiatrist), making patients feel seen and heard
and invited to decision-making;

• Showing professionalism in clearly justifying and
clarifying assumptions and expectations.

Trondsen et al [79], 2018

• No standardized measure; patient engagement was as-
sessed qualitatively through interview themes address-
ing initial and sustained use and perceived usability.

• Building trusting relationships;
• Providing useful information or functions, such as

personal reminder and the measurement functionali-
ty;

• User-friendliness design, such as the clear layout;
• Timely and adequate response;
• Using a positive and personal tone to motivate the

use of telemedicine tools.

Van Middelaar et al [39],
2018

• No standardized measure; patient engagement was as-
sessed qualitatively through the analysis of patients’
interactional behavior, such as initiation, avoidance,
refusal, and topic shifting in the conversation excerpts.

• Using small talk;
• Establishing doctor-patient connections.

Wei and Mao [80], 2023

• No standardized measure; patient engagement was as-
sessed by using multiple research methods, including
discourse analysis and conversational analysis to study
telehealth consultation recordings, interviewing patients
and providers, and conducting patient surveys by asking
patients to rate the engagement questions.

• Asking questions and encouraging patient participa-
tion;

• Providing clear explanations and checking for under-
standing;

• Using visual aids;
• Interactive communication, such as screen sharing

(for video consultations) and sending links or addi-
tional resources, during the consultation;

• Clarifying information and summarizing key points,
engaging patients with health knowledge;

• Using small talk to build rapport;
• Building trusting relationships.

White et al [81], 2024

• No standardized measure; patient engagement was pri-
marily assessed qualitatively through participants’ per-
ceptions of engagement during telehealth visits.

• Concerns about diminished rapport from clinicians.Wood et al [82], 2021

• No standardized measure; patient engagement was as-
sessed qualitatively based on participants’ perceptions
of patient involvement and participation during consul-
tations.

• Clear explanation of medical conditions and treat-
ments, and doctors’ efficiency was appreciated;

• Maintaining eye contact during consultations (valued
but not essential in telehealth);

• Empathy and respectful communication, and doctors’
abilities to address patient concerns patiently and
compassionately.

Zainal et al [83], 2024

Methodological Quality
The methodological quality assessment using the MMAT
indicated generally high quality across the 34 included studies
[39,51-83]. Of these, 22 used qualitative designs and 12 used

mixed methods approaches. All studies presented clear research
questions or objectives, and the collected data were appropriate
for addressing them. Overall, the included studies demonstrated
a low risk of bias. A summary of the quality assessment is
provided in Table 2.
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Table 2. Quality assessment of included studies on communication strategies influencing patient engagement in telemedicine with health care
provider–patient interactions using the Mixed Methods Appraisal Tool.

Mixed methodsQualitative studiesAll studiesYear of

Publication

Reference

5.5l5.4k5.3j5.2i5.1h1.5g1.4f1.3e1.2d1.1cS2bS1a

✓✓✓✓✓✓✓2020Ackerman et al [51]

✓✓✓✓✓✓✓2022Alpert et al [52]

✓✓✓✓✓✓✓2023Bavngaard et al [53]

✓✓✓✓✓✓✓2021Björndell et al [54]

✓✓✓✓✓✓✓2021Breton et al [55]

✓✓✓✓✓✓✓2022Brodar et al [56]

✓✓✓✓✓✓✓2017Caffery et al [57]

✓✓✓✓✓✓✓2025Davoust et al [58]

✓Cm✓✓✓✓✓2025Day et al [59]

✓C✓✓✓✓✓2023Dong et al [60]

✓✓✓✓✓✓✓2025Esayed et al [61]

✓✓✓✓✓✓✓2016Gibson et al [62]

✓✓✓✓✓✓✓2022Grens et al [63]

✓✓✓✓✓✓✓2023Grove et al [64]

✓✓✓✓✓✓✓2021Higa et al [65]

✓✓✓✓✓✓✓2025Islind et al [66]

✓✓✓✓✓✓✓2021James et al [67]

✓✓✓✓✓✓✓2023Jensen et al [68]

✓✓✓✓✓✓✓2023Jethwa et al [69]

✓✓✓✓✓✓✓2022Jung et al [70]

✓✓✓✓✓✓✓2022Moore et al [71]

✓✓✓✓✓✓✓2021Morrison et al [72]

✓✓✓✓✓✓✓2018Olayiwola et al [73]

✓✓✓✓✓✓✓2015Osmundsen et al [74]

✓✓✓✓✓✓✓2022Rodkjær et al [75]

✓✓✓✓✓✓✓2023Scruton et al [76]

✓✓✓✓✓✓✓2025Selick et al [77]

✓✓✓✓✓✓✓2023Spiess et al [78]

✓✓✓✓✓✓✓2018Trondsen et al [79]

✓✓✓✓✓✓✓2018Van Middelaar et al
[39]

✓✓✓✓✓✓✓2023Wei and Mao [80]

✓✓✓✓✓✓✓2024White et al [81]

✓✓✓✓✓✓✓2021Wood et al [82]

✓✓✓✓✓✓✓2024Zainal et al [83]

aS1: Are there clear research questions?
bS2: Do the collected data allow addressing the research questions?
c1.1: Is the qualitative approach appropriate to answer the research question?
d1.2: Are the qualitative data collection methods adequate to address the research question?
e1.3: Are the findings adequately derived from the data?
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f1.4: Is the interpretation of results sufficiently substantiated by data?
g1.5: Is there coherence between qualitative data sources, collection, analysis, and interpretation?
h5.1: Is there an adequate rationale for using a mixed methods design to address the research question?
i5.2: Are the different components of the study effectively integrated to answer the research question?
j5.3: Are the outputs of the integration of qualitative and quantitative components adequately interpreted?
k5.4: Are divergences and inconsistencies between quantitative and qualitative results adequately addressed?
l5.5: Do the different components of the study adhere to the quality criteria of each tradition of the methods involved?
mC: Can’t tell.

Results of Syntheses
Based on 34 studies [39,51-83] included in this review, 3 themes
of communication strategies were identified as associated with
patient engagement: “interpersonal communication strategies,”
“team-level communication strategies,” and “system-level
communication strategies.” Most studies used qualitative
methods, including semistructured interviews and focus groups,
to collect information about patient engagement. Studies also
used mixed methods to collect patient engagement data, such
as combining telemedicine tool use data with patients’
qualitative feedback, to understand patient engagement.

Communication Strategies to Promote Patient
Engagement in Telemedicine
Based on content analysis of included studies, three synthetic
constructs were identified and synthesized; that is, interpersonal
communication strategies, team-level communication strategies,
and system-level communication strategies, which covered
micro-, meso-, and macrolevels of communication strategies to
enhance patient engagement in the environment of telemedicine.
We developed Figure 2 to illustrate the conceptual framework,
with the subsequent content explaining how the 3 levels of
communication strategies contribute to patient engagement in
telemedicine.

Figure 2. Communication strategies promoting patient engagement in telemedicine, identified in studies involving health care provider–patient
interactions across various clinical contexts (2015-2025).
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Microlevel: Interpersonal Communication Strategies
At the microlevel, included studies presented prominent
interpersonal communication strategies in direct HCP-patient
interactions that could improve patient engagement in
telemedicine. Specifically, we synthesized 6 subthemes at this
level, including building relationships, supportive attitude,
interactive dialogic loop, nonverbal communication,
professionalism and accuracy, and tailored communication.

The majority of included studies argued that building
relationships between HCPs and patients positively impacted
patient engagement on diverse telemedicine platforms. Studies
found that when patients developed positive and trusting
relationships with clinicians, nurses, or other HCPs, they were
more likely to accept telemedicine, engage in meaningful
conversations with providers, and complete consultation tasks
[51,68,71,79,81]. Interpersonal relationship was not only the
prerequisite for patients to share their health behaviors, medical
concerns, and potential goals [39,78], but also the necessary
condition to sustain engagement with telemedicine tools [39].
On the contrary, without established HCP-patient relationships,
patients might have concerns about impersonal telemedicine
visits [61,63]. Positive interpersonal relationships with HCPs
could be built through previous in-person visits [61], visual cues
during teleconsultations, such as seeing patients’ facial
expressions [54,55].

The second subtheme in interpersonal communication strategy
is supportive attitude. During teleconsultations, providers were
expected to demonstrate a supportive and sincere approach to
enhance patient engagement [39,52]. When patients discussed
their health behaviors, providers needed to take them seriously,
actively listen, understand their concerns, and acknowledge
their challenges [54,64,66]. Effective communication to engage
patients also involved incorporating “emotional content,” such
as showing care [71,79], expressing empathy [52,83], and
praising patients for positive health behaviors [76]. Such
supportive attitudes and actions enabled patients to perceive
rapport and genuine support from HCPs [52,79,82], which in
turn encouraged greater participation in teleconsultations.

An interactive dialogic loop between HCPs and patients was
identified as a crucial component of interpersonal
communication strategies that enhanced patient engagement in
telemedicine. Direct two-way communication with providers
not only strengthened patients’ cognitive engagement, such as
improving their understanding of disease and increasing access
to health knowledge [62,74,81], but also promoted behavioral
engagement by encouraging active participation in treatment
[52]. During teleconsultations, providers were expected to use
a range of communication skills to sustain dialogue and foster
engagement [52,61]. These included having small talk [80,81],
finding common topics such as artwork to start a conversation
and connect with patients [78], explaining the underlying causes
of symptoms in detail [52,62], asking open-ended questions
[52,53], checking patients’ understanding [81], giving patients
time to ask questions [76,81], and using chat functions to share
screens and links for interactive exchanges [66,81]. In
asynchronous communication, prompt and adequate responses
to patient messages were essential for stimulating patient

engagement, as patients felt reassured by sufficient access to
HCPs [39,52]. Conversely, delays or lack of responses often
led patients to discontinue platform use [39,64]. Across both
synchronous and asynchronous consultations, clear and
accessible communication in lay terms was consistently reported
to encourage dialogues and strengthen provider-patient
interactions [51,52,69].

Nonverbal communication was also found to play a critical role
in patient engagement in telemedicine [77]. Studies noted that
patients were concerned about the lack of nonverbal cues, such
as being able to see what doctors were doing during telephone
consultations [67] or missing body language during video
consultations [63]. Islind et al [66] and Bavngaard et al [53]
further highlighted the role of eye gaze in shaping patient
engagement during teleconsultations. Islind et al [66]
emphasized that explaining the reason why HCPs shifted their
gaze or lost eye contact, often due to screen changes, was
important for sustaining engagement. On the other hand,
Bavngaard et al [53] underscored the value of allowing
flexibility in patients’ gaze directionality and even
acknowledging momentary gaze disengagement, as brief breaks
in eye contact could signal thoughtful and active involvement
during consultations. They also highlighted that leveraging
visual elements in the surroundings, such as showing the
medicine bottles to convey accurate information, could facilitate
patients’ active participation [53]. Taken together, body
language, eye gaze, and the use of visual objects were identified
as key nonverbal communication strategies associated with
patient engagement.

Within interpersonal communication strategies in telemedicine,
patients emphasized the importance of both professionalism
and accuracy, as well as tailored communication from HCPs.
Zainal et al [83] found that although patients appreciated eye
contact during teleconsultations, they placed great value on
providers’ efficiency and accuracy in communication to avoid
errors. Conversely, when providers failed to justify or clearly
clarify assumptions and expectations during teleconsultations,
patient disengagement was evident [79]. Higa et al [65]
highlighted that adapting communication according to patients’
individual preferences was crucial for sustaining their
engagement. For instance, while some patients responded
positively to providers who gave nurturing and encouraging
suggestions, others preferred a strict and relentless
communication style. Similarly, Davoust et al [58] found that
although patients valued a trusting relationship and positive
rapport, their levels of comfort varied. Therefore, offering
patients flexible options and implementing tailored approaches
in telemedicine are essential to accommodate individual
preferences and needs.

Mesolevel: Team-Level Communication Strategies
Included studies in this review also presented how
communication strategies used by health care teams and
organizations could influence patient engagement. A total of 3
subthemes, that is, training and preparation, teamwork and care
coordination, and cultural and linguistic sensitivity in health
care teams, were synthesized from the mesolevel of
communication strategies in telemedicine.
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Training and preparation in HCP teams was identified as crucial
for patient engagement in telemedicine [56,73]. Patients who
experienced difficulty in sustaining attention or “Zoom fatigue”
during a remote visit might reduce engagement. To solve this
issue, health care organizations should ensure that providers
receive communication training in telemedicine, such as using
the screen-sharing function to engage patients and playing an
online game [56]. Members in provider teams should prepare
and provide consistent and clear explanations of the
teleconsultation process with patients to have their questions
answered, which was reported to impact patients’ acceptance
of telemedicine tools [73]. Importantly, preparation in HCP
teams extended beyond communication training to necessary
patient education, particularly around confidentiality. Patients
needed guidance on when and how to participate in
teleconsultations appropriately, such as avoiding virtual
meetings while at the grocery store or driving, so as to maintain
privacy and reduce distraction and disengagement [55].

Teamwork and care coordination were identified as essential
to influence patients’ acceptance and use of telemedicine when
they received care from multiple providers. Olayiwola et al [73]
reported that clearly defined responsibilities and effective
coordination among clinicians were prerequisites for patient
acceptance of telemedicine. Similarly, Brodar et al [56] found
that teamwork across departments and HCPs, such as joint
virtual visits, warm handoff through visit summaries, and
sharing key information in electronic health records, helped
ensure continuity of care and strengthened patient engagement.
Conversely, poor communication among multiple HCPs
undermined continuity and reduced care quality, leaving patients
feeling neglected and less willing to engage in teleconsultations
[76].

For patients from multicultural backgrounds, cultural and
linguistic sensitivity within health care teams was crucial to
alleviating concerns about using telemedicine [57,67,69,73].
Teams needed to recognize potential cultural and language
barriers, particularly when providers interacted with patients
who were nonnative English speakers [57,69]. In such cases,
involving interpreters during teleconsultations was
recommended to help overcome these barriers and support
patient engagement [67].

Macrolevel: System-Level Communication Strategies
In addition to identifying communication strategies involving
individual HCPs and their teams, this review also examined
system-level strategies within telemedicine that influenced
patient engagement. A total of 3 key subthemes were identified
within this category: usefulness of information, ease of use, and
data privacy and security.

Patients reported that the perceived usefulness of information
provided by telemedicine platforms, such as self-management
tools, personal reminders, access to relevant health information,
and a written record function that helped them recall providers’
guidance and details from HCP-patient communication,
facilitated their engagement [39,71,76]. Ease of use was another
critical system-level factor influencing patients’ adoption and
continued use of telemedicine [71,72]. Platforms with a clear
and simple layout and user-friendly features increased

acceptability [39,71,72], whereas barriers, such as login
difficulties, navigation challenges, or app freezing, discouraged
patients from ongoing use and reduced the likelihood of
recommending telemedicine tools [71].

Additionally, scholars reported that patients were sometimes
hesitant to use telemedicine tools due to concerns about data
privacy and security [57,71,73]. Given the sensitive nature of
personal health information, some patients expressed worry
about how their data were stored and protected [57,71].
Therefore, ensuring secure handling and safeguarding patient
information on telemedicine platforms is essential to building
trust and encouraging patient engagement.

Evaluation of Patient Engagement
The overwhelming majority of included studies (31/34, 91.18%)
used qualitative methods, such as observations, one-on-one
interviews, focused groups, asking open-ended questions, and
collecting qualitative feedback, to investigate patient
engagement from patients and HCPs. Researchers collected
qualitative data about patient acceptability of telemedicine, user
engagement, patient participation, attention during consultation,
and involvement in decision making to evaluate patient
engagement. For example, Bavngaard et al [53] conducted a
qualitative observational study analyzing 8 video-recorded
HCP-patient consultations to explore patient participation during
teleconsultations. Van Middelaar et al [39] used semistructured
interviews to investigate 20 patients’ engagement experience
on an online cardiovascular risk management tool. Olayiwola
et al [73] collected patient engagement data from both patient
focus groups and HCPs’ perceptions about patient engagement
from their open-ended feedback in an online survey.

Three studies [56,60,81] used mixed methods to evaluate patient
engagement. Brodar et al [56] combined quantitative
components, that is, health screener completion rate and
consultation rate as indicators of engagement, with a qualitative
component, that is, participants’ feedback through open-ended
responses and comments about their telehealth experiences. In
Dong and colleagues’ [60] telemental health study, patient
engagement was measured through quantitative survey items,
such as provider-reported ratings of patient engagement, as well
as qualitative feedback from providers’ open-ended responses
describing types of patients that engaged or disengaged in
tele-mental health services. White et al [81] used multiple
research methods to evaluate patient engagement, including
using discourse analysis and conversational analysis to study
telehealth consultation recordings, interviewing patients and
HCPs, and conducting patient surveys by asking patients to rate
the engagement questions, which related to the patient’s ability
and comfort in communicating and participating in their care
from the Telehealth Usability Questionnaire.

Discussion

Principal Findings
The objective of this systematic review was to identify
communication strategies that influence patient engagement in
telemedicine with the function of HCP-patient interactions. A
total of 34 peer-reviewed studies were analyzed, revealing 3
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overarching themes of effective communication strategies that
enhance patient engagement: interpersonal communication
strategies, with 6 subthemes (building relationships, supportive
attitude, interactive dialogic loop, nonverbal communication,
professionalism and accuracy, and tailored communication);
team-level communication strategies, with 3 subthemes (training
and preparation, teamwork and care coordination, and cultural
and linguistic sensitivity); and system-level communication
strategies, with 3 subthemes (usefulness of information, ease
of use, and data privacy and security). Furthermore, this review
found that qualitative research methods were the most
commonly employed approach for assessing patient engagement
in the included studies.

Implications Across Micro-, Meso-, and Macrolevel
Communication Strategies
At the microlevel, interpersonal communication strategies
between HCPs and patients emerged as a cornerstone of
enhancing patient engagement in telemedicine. This finding is
consistent with previous health care research. For example, Ngai
et al [89] highlighted that communication strategies such as
maintaining an interactive dialogic loop and demonstrating
empathy during two-way HCP-patient communication were
crucial for engaging users in health care settings. Similarly,
Kwame and Petrucka [96] advanced a patient-centered model,
arguing that person-centered communication fosters effective
communication and contributes to positive health outcomes.
Their model emphasized building meaningful relationships with
patients, recognizing their concerns and needs, encouraging
self-expression, explaining health conditions and care plans
clearly, and engaging in empathetic communication—all of
which align with the subthemes of interpersonal communication
strategies identified in this review. These insights reinforce the
approach of patient-centered communication. Rather than
focusing solely on completing consultation tasks, HCPs should
view patients as unique individuals with distinct care needs and
as collaborators in the care process [65,66,83,96]. Such an
approach facilitates effective communication and, ultimately,
strengthens patient engagement in telemedicine.

This review identified communication strategies applied not
only during synchronous or asynchronous consultations, but
also in the form of adequate preparation, particularly at the team
level. At the mesolevel, 3 key team-level communication
strategies were identified, that is, training and preparation,
teamwork and care coordination, and cultural and linguistic
sensitivity, which resonate with relational coordination theory
[97] and cultural competence model [98]. The relational
coordination theory is widely discussed in organizational
communication, which emphasizes shared goals, shared
knowledge, and mutual respect among team members [97]. This
aligns with evidence showing that coordinated teamwork,
including team-level communication training in the environment
of telemedicine, consistent and clear explanations of the
teleconsultation processes, warm handoffs, and joint virtual
visits, improved telemedicine acceptance and sustained patient
engagement [56,73].

In addition, cultural and linguistic sensitivity emerged as a
crucial dimension of team-level communication, consistent with

the cultural competence model, which proposes a model of care
that includes cultural awareness, knowledge, skills, encounters,
and desire [98]. This framework underscores the importance of
understanding patients’unique cultural backgrounds and needs,
adapting communication styles, addressing language barriers,
and involving interpreters where necessary to ensure equitable
access and rapport with diverse patient populations
[57,67,69,98]. Collectively, these strategies at the team level
illustrate that patient engagement in telemedicine is not only an
outcome of interpersonal interactions but also the product of
well-prepared, well-coordinated, and culturally responsive health
care teams.

The identified system-level communication strategies align with
previous research on health-related communication on patient
engagement. For example, many health communication studies
have validated that providing useful content could improve the
engagement of the targeted audience [89,99-101]. In addition,
Xie and colleagues’ [102] and Vasiloglou and colleagues’ [103]
studies reported that ease of use was a critical reason for users
to choose a health app. The identified subthemes of usefulness
of information and ease of use at the macrolevel resonate with
the technology acceptance model, a leading model in technology
acceptance, which argues that users’ perceived usefulness and
ease of use are primary factors influencing their adoption of
new technologies [104].

Moreover, data privacy and security emerged as a critical
system-level communication strategy in this review. Given the
highly private and sensitive nature of health care data, it is
understandable that some patients were reluctant to adopt
telemedicine tools due to concerns about confidentiality
[105,106]. To address these concerns, telemedicine developers
must prioritize robust data protection measures. Suggested
strategies include implementing an authentication mechanism
[107] and providing patient telehealth “drop-in” kiosks with
devices and soundproof space [82].

Advancing the Evaluation of Patient Engagement in
Telemedicine
It is surprising to find that the included studies in this review
predominantly used qualitative methods, such as semistructured
interviews and qualitative feedback, to collect data about patient
engagement. Research primarily using quantitative
measurements of patient engagement was missing from the
included studies. Although 3 studies [56,60,81] used surveys
to collect participants’ ratings of patient engagement-related
items, none of the included studies measured patient engagement
in the sense of quantifying engagement through standardized
scales. In other words, the quantitative assessment tools for
evaluating patient engagement were not unified and
standardized. This might be due to a significant lack of clarity
regarding the definition and conceptualization of patient
engagement, as evidenced by the plethora of terms frequently
used interchangeably in this field, as well as the lack of
assessment instruments [25].

Not identified in this review, but in a worldwide context, the
Patient Activation Measurement (PAM) scale [27] is one of the
few assessment scales that have been used to evaluate patient
engagement in telemedicine [40,108-110]. The PAM scale was
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developed to quantify patients’ knowledge, skills, and
confidence in managing their health [27,111]. However,
although the concepts of patient engagement and patient
activation overlap, they differ in their conceptual breadth [25].
As discussed earlier, patient engagement represents a
multidimensional psychosocial process in which individuals’
cognitive, emotional, and behavioral actions collectively shape
how they manage their health. In contrast, patient activation
primarily emphasizes the cognitive and behavioral components
of this process [25,31]. As such, the PAM scale could not
capture the holistic nature of patient engagement. Another
widely accepted patient engagement scale is the 5-item Patient
Health Engagement (PHE) scale developed by Graffigna and
colleagues [25]. The PHE scale assesses patients’ perceived
readiness for cognitive, emotional, and behavioral engagement.
However, none of the studies included in this review used this
instrument. In addition, patient engagement has been measured
in previous research using other standardized tools, such as the
observing patient involvement in decision making (OPTION)
scale for measuring patient involvement [112], the Perceived
Involvement in Care Scale [113], and the Patient Participation
Scale [114], none of which were applied in the included studies.
Nevertheless, these existing instruments hold potential for
integration or adaptation to enable more consistent evaluation
of engagement outcomes in future telemedicine research. We
summarized available standardized tools for assessing patient
engagement and their potential adaptations to telemedicine in
Multimedia Appendix 4.

Limitations and Future Directions
This review has some limitations to note: First, it only included
telemedicine studies with HCP-patient interactions. Although
telemedicine tools with interactive support from providers have
great potential to engage patients [38,39], other studies on
telemedicine platforms that focus on patient education, health
data management, or the dissemination of health-related
information may also incorporate additional effective
communication strategies that enhance patient engagement,
which can be explored in future reviews. Second, the review
did not include gray literature, which may have led to the
omission of recent developments or emerging trends in the field
first reported at conferences. Incorporating conference
proceedings in future review could provide a more
comprehensive and up-to-date understanding of the field. Third,
this review only included peer-reviewed articles published in
English, which may have excluded important research published
in other languages that explored telemedicine in various
contexts. Despite these limitations, this review serves as a
foundational step in the field. It is hoped that future research
will address these deficits by exploring the topic more
comprehensively.

Future research can explore the following directions in studying
effective communication strategies for promoting patient
engagement with telemedicine tools. First, researchers should
further clarify what patient engagement is by providing a
rigorous conceptualization and exploring the dimensions of

patient engagement, particularly in the telemedicine
environment. Currently, studies have tested and collected data
on usability, patient acceptability, patient participation, health
condition management, and so on, to understand patient
engagement. However, what the components of patient
engagement are and how to measure them scientifically remain
unclear. In addition to using explorative qualitative methods to
ask questions about patients’ attitudes and preferences toward
telemedicine tools, validated assessment instruments for patient
engagement in this field are expected to be developed. Second,
future studies should examine and validate the relationships
between 12 subthemes across the 3 overarching communication
strategy themes identified in this review and patient engagement.
Such efforts could contribute to the development of an integrated
communication framework that fosters patient engagement with
telemedicine tools. In particular, future studies may explore and
empirically test the connections between specific communication
subthemes and different dimensions of patient engagement.
Third, future work can build on this study by exploring
additional telemedicine contexts beyond HCP-patient
interactions, integrating grey literature and conference
proceedings, and including non-English publications to capture
more comprehensive evidence, emerging trends, and broader
cultural perspectives on communication strategies influencing
patient engagement.

Conclusion
This systematic review underscores the critical role of various
communication strategies in enhancing patient engagement in
telemedicine with HCP-patient interactions. A total of 3 themes
of communication strategies, namely interpersonal (micro),
team (meso), and system (macro) level communication
strategies, with 12 subthemes, were identified as important
factors influencing patient engagement. This review offers an
innovative and pioneering effort to systematically synthesize
communication strategies that promote patient engagement in
telemedicine. Unlike previous reviews that focused on isolated
aspects or levels of communication, our review uniquely
integrates strategies across all three levels to provide a holistic
and comprehensive framework. Theoretically, it advances
understanding of how micro-, meso-, and macrolevel
communication strategies collectively influence patient
engagement, filling a critical gap in existing literature.
Practically, it provides actionable guidance for telemedicine
developers, health care professionals, and policymakers. The
identified strategies offer a comprehensive framework for
improving the quality and sustainability of telemedicine
practices. In real-world terms, these insights can inform training
programs for health care professionals, guide platform design,
and support policy initiatives that promote equitable,
patient-centered digital care. We also found that the majority
of included studies used qualitative research methods to assess
patient engagement. Future studies can further explore, validate,
and test quantitative methods to evaluate patient engagement
and the relationships between different communication strategies
and patient engagement in telemedicine.
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Abstract

Background: Ambulatory oxygen therapy is prescribed for patients with chronic lung diseases who experience exertional
hypoxemia. However, available devices may not adequately meet user requirements, and their performance characteristics are
heterogeneous.

Objective: This study aims to identify devices available for delivery of ambulatory oxygen therapy, the technologies that they
use to generate oxygen, the performance characteristics of each device, and the development status.

Methods: We used medical and engineering databases to identify peer-reviewed papers (eg, MEDLINE, IEEE). Gray literature
was used to identify additional descriptions of ambulatory oxygen devices in military medicine, space exploration, or patents.
The last search was conducted in September 2025. Documents that described a device that can deliver oxygen in an ambulatory
context (defined as weighing less than 10 kg) and were written in English were included. Search results were screened for inclusion
by 2 independent reviewers. Data were synthesized by descriptively mapping the performance of each product, the technology
used, and the development status of emerging technologies.

Results: From 9702 records identified, a total of 166 met eligibility criteria (106 scientific publications and 60 gray literature).
We identified 33 portable oxygen concentrators (POCs; 29 commercially available), 10 oxygen cylinders, and 6 portable liquid
oxygen (LOX) devices. The POC products showed a trade-off between portability and oxygen delivery capacity (maximum flow
rate ranging from 2.0 to 6.0 L/min; device weight ranging from 1.0 to 9.1 kg). Pressure swing adsorption with zeolite was the
most common oxygen generation technology in POCs on the market. The mean maximum continuous operating time of POCs
was 3.8 hours. Two prototype POCs (maximum flow rate of 4-6 L/min and device weight of 8-9 kg) were developed for space
exploration using modified adsorbents. LOX devices were the lightest and had the longest continuous operating time. Innovations
in delivery included the downsizing of a POC by using nanozeolite as an adsorbent and pulse oximeter oxygen saturation
(SpO2)–targeted automatic titration of oxygen delivery based on the user’s SpO2.

Conclusions: This scoping review is the first study to integrate medical, engineering, and gray literature on ambulatory oxygen
devices and their development. Although prior literature has narratively explained the products and technologies, no previous
research has systematically investigated them. This review showed that POCs available to consumers may not meet the needs of

J Med Internet Res 2026 | vol. 28 | e81077 | p.465https://www.jmir.org/2026/1/e81077
(page number not for citation purposes)

Kawachi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:shohei.kawachi@gmail.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


patients in terms of flow rate, portability, and operating time. LOX devices offered superior performance but are limited by high
costs. Limitations of this review include the difficulty of comparing product performance across oxygen delivery settings and
that the records were largely obtained from English-language sources. Innovation in ambulatory oxygen technology has been
limited over the past decade, highlighting urgent need for research and development of new lightweight devices with higher
oxygen delivery.

Trial Registration: OSF Registries 10.17605/OSF.IO/QS7FX; https://osf.io/qs7fx

(J Med Internet Res 2026;28:e81077)   doi:10.2196/81077

KEYWORDS

ambulatory oxygen therapy; automatic titration of oxygen; home oxygen therapy; liquid oxygen; medical device innovation;
oxygen cylinder; portable oxygen concentrator; pressure swing adsorption; zeolite

Introduction

Background
Supplemental oxygen may be prescribed to correct severe
hypoxemia at rest, with exertion, and/or during sleep.
Ambulatory oxygen therapy is defined as the use of
supplemental oxygen during exertion [1]. The American
Thoracic Society guideline conditionally recommends
prescribing ambulatory oxygen therapy for patients who have
severe exertional room air hypoxemia [1], based on acute
improvements in exercise capacity and modest evidence of
improvements in health-related quality of life [2,3]. Portable
oxygen concentrators (POCs), oxygen cylinders, and liquid
oxygen (LOX) can be used to deliver ambulatory oxygen therapy
[1]. Oxygen cylinders for ambulatory use can deliver continuous
oxygen flow up to 6 L per minute but run out quickly, especially
when used at high flow rates, and need to be refilled. POCs
supply concentrated oxygen by removing nitrogen from the air
as long as they have a power source; however, they may provide
oxygen only intermittently (“pulse flow” triggered by
inspiration) and may have limited battery life. In
continuous-flow settings, oxygen is delivered throughout both
inhalation and exhalation, resulting in substantial oxygen waste
during exhalation. Pulse-flow settings were developed to
minimize this waste by supplying oxygen only during
inspiration, thereby conserving both oxygen and battery power
[4]. However, if the pulse is not synchronized well with
inspiration, a portion of the oxygen bolus may be exhaled before
reaching the alveoli [5]. LOX supplies oxygen by gradually
evaporating LOX at cryogenic temperatures and can deliver
higher flow rates for longer periods. However, LOX devices
are costly, and availability may be limited [6].

In previous studies, users of portable oxygen devices reported
a lack of physically manageable portable systems, a lack of
devices capable of delivering higher oxygen-flow rates (>3
L/min), and an inability to leave their homes for more than 2-4
hours due to lack of reliable and enduring ambulatory oxygen
supply [7-9]. In addition, users may face large out-of-pocket
expenses for the ongoing costs of oxygen equipment [7]. Given
these limitations, people using ambulatory oxygen reported that
it was important to have a variety of device options that allowed
a choice based on their individual needs [9]. However, there is
little information on the types of devices available, the
performance of each device, and the costs of ambulatory oxygen
therapy devices [7]. It is possible that technologies to deliver

ambulatory oxygen therapy are available in other fields (eg,
military medicine) that are not yet available as commercial
ambulatory devices.

A scoping review was deemed most appropriate to investigate
the current status of portable oxygen devices, as the concepts
of interest (technology, performance characteristics, and cost)
extend beyond the medical field and may be published outside
traditional peer-reviewed medical literature (eg, patent
documents, technical reports) [10]. This scoping review aimed
to identify the range of available portable oxygen devices, the
technologies that are used to generate oxygen by the devices,
the performance of each device, and the costs associated with
its use. In addition, given the limitations of current portable
oxygen devices, it is clinically important to clarify the status of
technological innovation. Some patients require high oxygen
flow rates that exceed the capacity of the currently available
portable oxygen devices [11].

Furthermore, it is recognized that the weight of portable oxygen
systems may limit their usability in clinical practice [12]. This
may reduce adherence and contribute to inconsistent evidence
for efficacy in exertional hypoxemia [11,13]. Therefore, we
also aimed to identify innovations in the design of ambulatory
oxygen therapy devices, such as improvements in weight or
flow rates, and pulse oximeter oxygen saturation
(SpO2)–targeted automatic titration of oxygen delivery, which
may not be available commercially [14].

Objectives
This scoping review aimed to identify the range of available
portable oxygen devices, the technologies that are used to
generate oxygen by the devices, the performance of each device,
and the costs associated with its use. We also aimed to identify
innovations in the design of ambulatory oxygen therapy devices,
such as improvements in weight or flow rates and SpO2-targeted
automatic titration of oxygen delivery, which may not be
available commercially.

Methods

Overview
This scoping review was conducted according to the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guideline (Multimedia Appendices 1-3; [15]), and the Joanna
Briggs Institute (JBI) Manual for Evidence Synthesis [16]. The
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protocol was registered prospectively with the Open Science
Framework on May 29, 2024.

Eligibility Criteria
We included English language documents that described a
device that can deliver oxygen in an ambulatory context,
including scientific papers (including review articles) and gray
literature (conference proceedings, patent documents, company
websites, technical reports, and government documents). We
excluded documents that only described stationary equipment,
high-flow nasal oxygen therapy, hyperbaric oxygen therapy,
positive pressure ventilation systems, heliotherapy, short-burst
oxygen therapy, and wall-based high-flow nasal oxygen therapy,
as well as those limited to over-the-counter medical devices.

Search Strategy
An initial search was performed on May 29, 2024, in MEDLINE
(Ovid) and IEEE Xplore. After the initial search, the text words
in the titles and abstracts of the retrieved articles and the index
terms used to describe the articles were analyzed to refine the
search terms. For the second search using updated terms, we
searched scientific papers in 5 databases (MEDLINE [Ovid],
Embase [Ovid], SCOPUS, CENTRAL [Wiley], and IEEE
Xplore) using the search strings created with index terms (MeSH
[Medical Subject Headings] terms or IEEE terms). Search strings
are shown in Table S1 in Multimedia Appendix 4.

For searching gray literature, the following three strategies were
used based on the guideline for gray literature and a previous
study [17,18]: (1) targeted website browsing and searching, (2)
gray literature database search, and (3) search engine searching.
Specifically, technical reports, white papers including military
medicine, and other gray literature on portable oxygen devices
(manuals, company websites on product performance, etc) were
searched using the appropriate websites respectively (National
Technical Reports Library, World Health Organization, Defense
Technical Information Center, International Health technology
Assessment Database, and Google Advanced). As complex
search strings were not allowed in some gray literature
databases, we adjusted the search strings to match the database
functionality. Gray literature search strings are also shown in

Table S1 in Multimedia Appendix 4. Google Advanced searches
were run on corporate, government, and military domains (.com,
.gov, and .mil) to review the top 100 results from each. The
latest patents of inventions and developments for the period
January 1, 2022, to June 25, 2024, were searched in the World
Intellectual Property Organization (WIPO) database using
adjusted search strings. The search was repeated on September
29, 2025, for CENTRAL, MEDLINE (Ovid), and Embase
(Ovid), on September 25, 2025, for all other databases including
Scopus, IEEE Xplore, and gray literature sources, and on
September 29, 2025, for WIPO.

A third search consisted of hand searching reference lists of all
selected articles and review papers to identify any additional
articles not found by the first two search methods. Additionally,
Google Advanced searches were performed to obtain missing
product performance information. The search period in each
database was 2004 to the present to capture devices that were
currently or recently available. We reported database searches
and literature selection according to PRISMA-S (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
Search extension) [19].

Selection of Studies
Scientific papers were imported from the databases into the
Covidence platform [20], and gray literature search results were
imported into a spreadsheet. In the Covidence platform,
duplicate records were automatically removed. Two independent
reviewers (SK and MH) screened titles and abstracts of scientific
papers for eligibility. Studies that met the inclusion criteria, or
for which eligibility was unclear, underwent full-text review.
Gray literature records were also screened for eligibility by 2
independent reviewers (SK and MH). Disagreements in study
selection were resolved by consensus or by consulting a third
reviewer (AEH). The reasons for exclusion at the full-text stage
are reported.

Outcomes of Interest
Outcome selection was guided by patient priorities for oxygen
devices, identified in previous studies and are shown in Table
1 [7-9].
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Table 1. Outcomes of interest in the scoping review of ambulatory oxygen therapy devices extracted from scientific and gray literature published
between 2004 and 2025.

OutcomeCategory

Portable oxygen devices and
their performance character-
istics

• Type of device (POCsa, portable oxygen cylinders, portable LOXb)
• Product name
• Manufacturer
• Release date
• Size of device
• Weight of device (and battery weight where relevant)
• Pulse or continuous flow
• Method of transporting the device
• Range of flow rates in the pulse flow setting
• Range of flow rates in continuous flow setting
• Pulse-dose bolus volume in maximum pulse flow setting (as much as possible at a respiratory rate of 20 breaths

per minute)
• Maximum continuous operating time (in the case of POC, battery duration, and in the case of oxygen cylinders or

LOX, the duration until the oxygen stored in the tank runs out)
• Concentration of supplied oxygenc

• Operating noisec
• Battery recharge time
• Trigger sensitivity
• Technology used to deliver oxygen (eg, nature of the sorbent in POC)
• Product availability to consumers
• FDAd and EMAe approved or equivalent
• FAAf approved for air travel or equivalent
• Frequency of product failures
• Remote control function for changing flow rate

Cost of portable oxygen de-
vices

• Description of publicly available supplier costs for each device (eg, purchase and rental costs of equipment, elec-

tricity costs for its use, etc)g

aPOC: portable oxygen concentrator.
bLOX: liquid oxygen.
cConcentration of supplied oxygen and operating noise were included as they are important for the International Organization for Standardization (ISO)
requirements to be approved as a medical device through the United States Food and Drug Administration and European Medicines Agency [21].
dFDA: Food and Drug Administration.
eEMA: European Medicines Agency.
fFAA: Federal Aviation Administration.
gThe cost information, only officially disclosed by the company of each product, was extracted.

Data Charting Process
Data from the included sources of evidence were charted using
a custom-designed form (SK and MH). Two review authors
(SK and MH) independently charted the data from the eligible
studies. Disagreements regarding the data charting between
authors were resolved by discussion. If consensus could not be
reached, a third author (AEH) reviewed the study and arbitrated.

The data chart included: types of publication (scientific paper,
patent documents, technical report, etc), types of content
(products, performances, costs, etc), author, year of publication,
country where the information originated, information related
to the products and performances outlined, and information
related to the costs.

Risk of Bias (Quality Assessment)
Scoping reviews are conducted to provide an overview of the
existing evidence regardless of methodological quality or risk
of bias [22]. Therefore, the included sources of evidence are
typically not critically appraised for scoping reviews. As such,

we did not undertake a quality assessment of the included
sources of evidence.

Data Synthesis
To synthesize data on products and their performance, we
prioritized information published by the product company
(including user manual), scientific papers, white papers,
technical reports, and websites, in that order, if there was
different information on the same item regarding one product.
If multiple products were identified as having the same product
name but differing only in numbers, the newest product was
checked at the official website, and only the newest one was
extracted (eg, Eclipse 1/2/3/4/5 Caire, Ball Ground, United
States). As stationary oxygen concentrators are generally
considered to weigh 10 kg or more, and POCs range from 1-9
kg [4], we defined ambulatory oxygen devices in this study as
those weighing less than 10 kg and excluded heavier devices.
Performance characteristics, the technology used, and the current
status of development were reported descriptively. Costs for
ambulatory oxygen therapy were mapped descriptively by
country and type of device (portable oxygen cylinders, POCs,

J Med Internet Res 2026 | vol. 28 | e81077 | p.468https://www.jmir.org/2026/1/e81077
(page number not for citation purposes)

Kawachi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and portable LOX). Descriptive statistics were used to describe
all data. Categorical data were presented as frequency and
percentages. In addition to descriptive synthesis, we developed
a gap map to describe areas in need of future development. The
gap map addressed the degree to which key patient needs for
ambulatory oxygen devices (oxygen flow rate, device weight,
operating time, and auto-titration) are met by characteristics of
current products or those in development. Patients’ needs
extracted from previous studies were used as the framework
[7-9].

Results

Principal Findings
A total of 9702 records were identified from scientific databases
(medical database: n=3720; engineering database: n=133;
multidisciplinary database: n=1842), and 4007 records from
gray literature. After removing duplicates, a total of 3028 records
from scientific databases and 4007 records from gray literature

sources were screened (Figure 1). Of these, a total of 166 records
related to ambulatory oxygen therapy devices were finally
included in this review (n=106 from scientific databases; n=60
from gray literature sources). Among the 166 included records,
a total of 81 (48.8%) originated from North America, 37 (22.3%)
from Europe, 31 (18.7%) from Asia, 11 (6.6%) from Oceania,
2 (1.2%) from Africa, and 2 (1.2%) from South America (Table
S2 in Multimedia Appendix 4). The scientific literature included
85 original research articles, 20 review articles (of which 1 was
a systematic review and 19 were narrative reviews), and 1
clinical guideline. The gray literature comprised 7 technical
reports, 3 white papers, 3 clinical trial registrations, 14
government-related websites (eg, military, energy, and space
exploration), 4 company websites, 1 charitable organization
website, and 28 patents (Tables 2 and 3). Although we identified
3 chemical oxygen generators in the scientific literature, they
were excluded because chemical oxygen generators exhaust in
30 minutes or less and their output cannot be adjusted, making
these devices unsuitable for delivery of ambulatory oxygen in
clinical care [23].

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) flow diagram showing the identification, screening, and
inclusion of studies in this scoping review of ambulatory oxygen therapy devices. The search included scientific and gray literature from 2004 to 2025
across medical, engineering, military, and space exploration fields.
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Table 2. Summary of literature on ambulatory oxygen therapy devices (n=166). Types of sources identified in this scoping review include scientific
articles, technical reports, patents, government and military documents, and company websites published between 2004 and 2025.

Records, n (%)Type of literature

Scientific literature (n=106)

85 (51)Original paper

20 (12)Review paper

1 (1)Systematic

19 (11)Narrative

1 (1)Guideline

Gray literature (n=60)

7 (4)Technical report

3 (2)White paper

3 (2)Clinical trial registry

14 (9)Government website

8 (5)Military

5 (3)Energy

1 (1)Space exploration

4 (2)Company website

1 (1)Charitable organization

28 (17)Patent

Table 3. Summary of content from eligible literature (n=166) included in this scoping review of ambulatory oxygen therapy devices. Information
sources span medicine, engineering, energy, military, and space exploration fields and describe portable oxygen concentrators, oxygen cylinders, and
liquid oxygen systems, including innovations in portability, oxygen generation, and automatic titration technologies (2004-2025).

Records, nType of contents

Source of information

87Medicine

63Engineering

10Military

5Energy

1Space exploration

Device

156Oxygen concentrator (including devices not on market)

50Oxygen cylinders

16Liquid oxygen

New technology

13Downsize and portability enhancement

15Improving or optimizing the oxygen generation process

17Remote control (ie, automatic titration)

12Other

Portable Oxygen Devices
We identified 33 different POCs in this study, of which 29 were
on the market, 1 had discontinued production, and 3 were
prototypes under development. The summary of identified POCs
is shown in Table 4. The weight of the POCs products ranged

from 1.0 to 9.1 kg, and size ranged from 15.7 × 11.7 × 6.1 cm

(756 cm3) to 51.3 × 27.7 × 20.3 cm (28,847 cm3). Oxygen
delivery capacity varied widely, with maximum flow rate in the
continuous flow setting ranging from 2.0 to 6.0 L/min and
maximum pulse-dose bolus volume of pulse flow setting ranging
from 17.3 to 90 mL of oxygen. The pulse-dose bolus volume
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varies widely across products, even within the same pulse flow
setting (Figure 2). A trade-off between portability and oxygen
delivery was shown in the identified POCs (Figure 3, Table S3
in Multimedia Appendix 4). Smaller POC products tended to
be transported using bags, while larger POC products were
transported using a dedicated cart (Table S3 in Multimedia
Appendix 4). Smaller POC products also tended to have only
pulse flow settings. The most recent POCs were the OxLife
Liberty2 (25.4 × 22.9 × 8.9 cm), released in 2024, and the
DISCOV-R (23.6 × 10.4 × 25.2 cm), released in 2023, which
were capable of delivering oxygen in the continuous flow
setting. This contrasts with earlier POCs of the same size (eg,
Inogen Rove 6, 18.3 × 8.3 × 20.5 cm with single battery), which
only had a pulse flow setting (Table S3 in Multimedia Appendix
4). The mean maximum continuous operating time in pulse flow
setting was 3.8 hours, with a range of 1.3 to 6.3 hours, depending
on flow settings and battery option (Table 4 and Figure 4). The
maximum operating time tended to be shortened by half in the
continuous flow setting compared to the same flow rate in the
pulse flow setting in terms of equivalent volume (Table 4 and
Table S3 in Multimedia Appendix 4). There were also POC
products, such as the Simply Go mini, which extended the
continuous operating time from 2 hours 40 minutes to 5 hours
with an additional battery (Table S3 in Multimedia Appendix
4).

Pressure swing adsorption (PSA), vacuum pressure swing
adsorption (VPSA), and vacuum pressure cycle (VPC) were the
technologies used for oxygen generation (Table 4, Table S4 in
Multimedia Appendix 4). Zeolites were identified as the
adsorbent used in POCs. Air is composed of approximately
80% nitrogen, and PSA is a method to generate high
concentrations of oxygen by selectively adsorbing nitrogen from
air. In PSA, air pressurized by a compressor is sent through an
adsorption column with zeolite to adsorb nitrogen and increase
oxygen concentration. Then, the pressure is reduced to release
the nitrogen. This adsorption and desorption cycle process is
alternated in the multiple adsorption columns to continuously
produce highly concentrated oxygen [24]. VPSA and VPC are
adsorption methods that use a vacuum pump in combination
with or instead of a compressor to reduce the pressure in the
column [25]. We identified 2 POC prototypes and 1 POC
product that were under development. The 4-SLPM prototype
developed by TDA Research (Wheat Ridge, United States)
weighed approximately 7.8 kg and measured 28 × 25 × 18 cm
(Table S3 in Multimedia Appendix 4). The 4-SLPM has a
maximum oxygen flow rate of 4 L/min in continuous flow
setting, greater than most POCs on the market of comparable

weight. The 4-SLPM used high lithium-exchanged X (LiLSX)
as the adsorbent. The other PSA-based prototype, co-developed
by NASA and Chart Industries (Ball Ground, United States),
weighed less than 8.2 kg with a size of 35.6 × 30.5 × 20.3 cm
and was capable of delivering up to 6 L/min in the continuous
flow setting. There was no available information on
commercially available POC innovations, such as remote control
of flow settings in POCs. A POC product under development
named JUNO (Roam Technologies Pty Ltd, Carlton NSW,
Australia) was identified. According to the company’s product
information, JUNO is an ultraportable, tankless oxygen system
currently under clinical development. Despite being designed
to be carried with one hand, it has a continuous flow setting
ranging from 1-3 L/min with a concentration of 91% [26].
Although the measurement conditions and detailed specification
are not publicly disclosed (Table S3 in Multimedia Appendix
4), the recent patent on downsizing of POCs by Roam
Technologies Pty Ltd, has been identified. The patent adopts a
miniaturized PSA architecture with a compact arrangement of
the adsorbent layer and internal gas pathway structure to shorten
flow paths and minimize dead space [27].

Oxygen cylinders and LOX are summarized in Tables 5 and 6.
Table 5 and Tables S3, S4, and S5 (shown in Multimedia
Appendix 4) are also provided as xlsx files in Multimedia
Appendix 5. The weight of cylinders ranged from 0.3-6.5 kg,
and the size ranged from 14.9 × 6.4 cm to 86.5 × 10.2 cm. The
maximum continuous operating time varied from 0.3 to 5.0
hours at 2 L/min in the continuous flow setting. The continuous
operating time per continuous flow setting was comparable to
the POC. (Figure 4). Smaller cylinders were transported using
a shoulder bag, whereas larger cylinders required trolleys or
hand-drawn carts for transport. Conventional cylinders were
generally filled at approximately 150 bar, whereas the Ultra
Lightweight Cylinder Oxygen System (IOSVR) uses a
high-pressure filling of 300 bar. This allows nearly double the
amount of oxygen to be filled compared with a comparably
sized type M7 cylinder (Table 6). IOSVR is made possible by
the high-strength aluminum alloy (L7X), which is reinforced
with carbon fiber wrapping technology [28]. LOX products
weighed from 1.6-3.7 kg (filled) and had gaseous oxygen
capacities ranging from 275.0-1058 L (Table 6). Many oxygen
cylinders require a pressure regulator, which is attached to the
cylinder’s top and works like a tap, allowing the safe adjustment
of oxygen flow rate provided, in L/min [4]. In addition, some
regulators support a pulse-dose delivery mode, which can extend
the operating duration compared with continuous flow [4,29].
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Table 4. Summary of identified portable oxygen concentrators (n=33) included in this scoping review of ambulatory oxygen therapy devices. Extracted
characteristics include device weight and dimensions, flow settings, oxygen output, operating noise, trigger sensitivity, oxygen delivery technology,
regulatory approval, and market availability based on records published between 2004 and 2025.

NotesStatisticVariables

n=328342.4 (755.9-28,846.5)Device volume (cm3), mean (range)

n=16 (including battery); n=16 (unclear in-
cluded)

3.8 (1.0-9.1)Weight (kg), mean (range)

n=30; some devices fall into multiple cate-
gories

15Transport method, n

2Carrying bag

2Carry case

6Backpack

3Cart

2Shoulder strap

1Waist

3Carry-on baggage

PFa and CFb setting, n

N/Ac19Only PF

N/A11Both CF and PF

N/A2Not reported

n=295 (1-10)Maximum number of PF setting, mean (range)

n=12 (only devices with CF settings)2.9 (2.0-6.0)Maximum flow rates in CF setting (L/min), mean (range)

n=15 (Only those at 20 bpm)53.7 (17.3-90.0)Maximum pulse-dose bolus in PF setting (mL), mean (range)

n=25; depends on settings or respiratory
rate

3.8 (1.3-6.3)Maximum continuous operating time in PF setting (h)d, mean (range)

n=9; depends on settings or respiratory rate1.9 (0.6-4.5)Maximum continuous operating time in CF setting (h)d, mean (range)

n=29; depends on settings or respiratory
rate

90.4 (82.0-96.0)Concentration of supplied oxygen (%)d, mean (range)

n=28; depends on settings or respiratory
rate

44.3 (35.0-59.0)Operating noise (dBAe)d, mean (range)

n=274.4 (1.5-12.8)Maximum battery recharge time (h), mean (range)

n=23–0.24 (–0.50 to –0.05)Trigger sensitivity (cm H2O), mean (range)

Nature of the sorbent, n

N/A14Molecular sieve

N/A3Zeolite

N/A1High lithium-exchanged X

N/A14Not reported

Technology used, n

N/A7Pressure swing adsorption

N/A1Vacuum pressure swing adsorption

N/A1Vacuum pressure cycle

N/A23Not reported

Market availability, n

N/A29On the market

N/A1Discontinued

N/A2Prototype
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NotesStatisticVariables

FDAf, n

N/A19Approved

N/A13Not reported

FAAg, n

N/A28Approved

N/A4Not reported

aPF: pulse flow.
bCF: continuous flow.
cN/A: not applicable.
dJUNO (Roam Technologies Pty Ltd, Carlton NSW, Australia) was excluded from this analysis due to a significant lack of information.
edBA: A-weighted decibels.
fFDA: Food and Drug Administration.
gFAA: Federal Aviation Administration.

Figure 2. Scatter plot showing the relationship between maximum pulse flow setting and pulse-dose bolus volume (mL) in portable oxygen concentrators
identified in this scoping review of ambulatory oxygen therapy devices. Data were extracted from publicly available scientific and gray literature
published between 2004 and 2025. Only products with publicly available data on pulse-dose bolus volume at 20 breaths per minute at the maximum
pulse flow setting are shown.

Figure 3. Scatter plot showing the relationship between product weight and pulse-dose bolus volume (mL) at the maximum pulse flow setting in
portable oxygen concentrators identified in this scoping review of ambulatory oxygen therapy devices. Data were extracted from Lpublicly available
scientific and gray literature published between 2004 and 2025. Only products with publicly available data on pulse-dose bolus volume at 20 breaths
per minute at the maximum pulse flow setting are shown.
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Figure 4. Continuous operating time at different continuous flow settings for (A) portable oxygen concentrators, (B) oxygen cylinders, and (C) liquid
oxygen devices identified in this scoping review of ambulatory oxygen therapy devices. Data were extracted from publicly available product manuals
and literature published between 2004 and 2025. Only products with publicly available data on continuous operating time for each continuous flow
setting are shown.

Table 5. Summary of identified oxygen cylinders included in this scoping review of ambulatory oxygen therapy devices. Data were extracted from
patents, manuals, and technological reports published between 2004 and 2025 and include cylinder size, weight, oxygen capacity, nominal pressure,
maximum operating time, and transport methods (1 bar=100 kPa).

Transport methodMaximum continuous operating timeNominal pressure
(bar)

Content (L)Weight (kg)Size (cm)Type

Not reported0.3 h at 2 L/mina153a450.3414.9 × 6.4M2

Not reported1 h at 2 L/mina153a1131.022.1 × 8.1M4

Shoulder bag1.4 h at 2 L/mina139a1701.320.0 × 11.1ML6

Shoulder bag1.4 h at 2 L/minb153a1701.330.0 × 8.2M6

Shoulder bag1.7 h at 2 L/mina139a1981.523.1 × 11.1M7

Handheld or bag8 h at 2 L/min with a standard conserverc300§6121.734.2 × 8.5IOSVR

Shoulder bag2.1 h at 2 L/mina139a2551.727.7 × 11.1M9

Shoulder bag3.6 h at 2 L/mina140a3403.953.5 × 10.2D

Medical trolleys or carry
bags

Not reported163 or 250a4704.251.5 × 11.7CH/C

Hand-drawn cylinder cart5 h at 2 L/minc137a6806.586.5 × 10.2E

aData obtained from nonmanufacturer websites.
bData reported in the technical reports.
cData reported in scientific reports.

LOX had a longer continuous operating time compared to POCs
and cylinders, with a mean maximum continuous operating time
of approximately 7.4 hours even at 2 L/min of continuous flow

setting (Figure 4). There was no available information on the
pulse-dose bolus volume of pulse flow setting in LOX.
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Table 6. Summary of identified liquid oxygen systems included in this scoping review of ambulatory oxygen therapy devices. Data were extracted
from manuals, patents, and technical reports published between 2004 and 2025 and include weight, oxygen capacity, flow settings, maximum operating
duration, and regulatory approval.

NotesStatisticVariables

n=67889.2 (3650.2-13879.1)Device volume (cm³), mean (range)

n=63.00 (1.6-3.7)Weight (kg), mean (range)

Some devices fall into multiple cat-
egories

Transport method, n

3Backpack

3Cart

1Carry bag

3Belt pack

1Handle

N/Aa699.4 (275.0-1058.0)Gaseous oxygen capacity (L), mean (range)

PFb or CFc setting, n

N/A3Only PF

N/A3Both CF and PF

n=35 (4-6)Maximum number of PF setting (n), mean (range)

n=64.3 (0.8-7)Maximum flow rates in CF setting (L/min), mean (range)

n=5 (only those at 2 L/min of CF
setting)

7.4 (6.0-9.0)Maximum continuous operating time in CF setting (h), mean (range)

FDAd, n

N/A5Approved

N/A1Not approved

aN/A: not applicable.
bPF, pulse flow.
cCF, continuous flow.
dFDA, Food and Drug Administration.

Developments and New Technologies

Improving Portability
A patent was published in 2022 regarding the use of the vacuum
swing adsorption method instead of the conventional PSA
method in POCs to generate oxygen more efficiently [30]. By
replacing the compressor in the PSA method with a fan or other
air-moving device, air at atmospheric pressure instead of high
pressure is passed through the zeolite adsorbent to adsorb
nitrogen, and then the pressure is reduced to a vacuum level,
which improves the efficiency of nitrogen desorption, resulting
in improved oxygen generation rates [25]. This low-pressure
operation makes it possible to use a small vacuum pump without
a compressor in PSA, thus reducing the weight of the device
and power consumption. Specifically, the POC in this patent
had a device weight of 1.3 kg and a maximum oxygen flow rate
of 1.5 L/min in the continuous flow setting. In addition, the
POC in this patent uses LiLSX, which has recently been
developed with improved selectivity and adsorption capacity
for nitrogen [25,30,31]. A technology has been incorporated to
maximize the efficiency of oxygen generation by monitoring
the work of the zeolite adsorbent and the flow rate between the

inlet and outlet of the adsorption column in real time to
accurately detect the point when the adsorbent is saturated with
nitrogen during the adsorption process (breakthrough point)
and switch the cycle just before the saturated nitrogen is mixed
with the concentrated oxygen. This allows oxygen to be
separated without waste and maintains high oxygen purity while
reducing the size of the device [30]. Another patent was
published in 2023 for the design of a nasal-wearable POC
entitled “Device and Method of Generating an Enriched Gas
Within a Nasal Vestibule” [32]. However, few details were
provided on the technical solutions used to achieve this small
POC.

Improving or Optimizing the Oxygen Generation Process
A 2-bed rapid pressure swing adsorption (RPSA) system as an
oxygen generation process was described in a scientific paper
in 2021 [33]. The adsorption and desorption cycles performed
in multiple adsorption columns in a conventional PSA system
take a certain amount of time, which limits the amount of
oxygen delivery. In this study, the cycle time was significantly
reduced while maintaining a high oxygen concentration by
optimizing the adsorbent and parameters such as pressure and
cycle time related to adsorption. As a result, high oxygen
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productivity was observed despite the much lower ratio of
adsorbent volume required (bed size factor) [33]. Other scientific
papers have shown that sensitivity analysis modelling of PSA
systems has led to optimization of operating conditions such as
adsorption pressure, cycle time and adsorption bed size, leading
to their applicability as oxygen supply infrastructure in small
medical facilities and in high-humidity environments [34,35].

Remote Control
A scientific report for SpO2-targeted automatic titration of
oxygen delivery during activities of daily living (ADL) testing
based on the user’s SpO2 was identified [36]. This
double-blinded randomized crossover trial evaluated the effect
of SpO2-targeted automatic titration during ADL testing in 31
patients with chronic obstructive pulmonary disease (COPD)
on long-term oxygen therapy. In this trial, an oxygen cylinder
was connected to the closed-loop device (O2matic, Herlev,
Denmark), and this device was placed on a rollator during ADL
testing. In the active arm, automatic titration of oxygen flow
rate (0-8 L/min) was set to aim at keeping an SpO2 target range
of 90%-94% and those adjustments were done every second
based on the average SpO2 for the last 15 seconds. In the control
arm, the flow rate was kept fixed according to each patient’s
medical prescription. As a result, automatic titration increased
flow rates by triple and reduced ADL completion time, improved
dyspnea, and reduced the number of events of severe
desaturation compared to the control arm. Another technology
for SpO2-targeted adjustment of oxygen delivery based on the
user’s SpO2 was identified [37]. An “intelligent oxygen
concentrator” for patients with COPD has been developed as a
system that measures physical activity levels and automatically
adjusts oxygen delivery according to machine learning (eg,
decision tree, probabilistic neuronal network, logistic regression)
[38]. This machine learning model was trained using patient
activity data to discriminate the patient’s activity level
(sedentary, light activity, and moderate activity). In a pilot study
of 5 patients with COPD with long-term oxygen therapy,
machine learning was used to automatically adjust the flow
setting of pulse flow to match each patient’s physical activity
level. As a result, the cumulative time of SpO2 below 90% when
walking the circuit course was significantly reduced compared
to manual changes [39].

Other Developments and New Technologies
A patent was identified for a new oxygen concentration control
technique that delivers oxygen at low to moderate concentrations
(eg, 30%-50%) by adjusting the pressure during the PSA cycle
[40]. It was mentioned that the importance of this
low-concentration oxygen delivery in clinical practice is unclear,
but this patent could lead to reduced energy consumption of the
POC, which has implications for extending battery life. In
addition, a number of technologies for oxygen delivery control
systems using sensors have been reported in recent years. One
patent described sensors that use light to detect the timing of
inhalation and valves that open and close electromagnetically
at that timing to inject oxygen for a very short time (microbursts)
[41]. This allows oxygen to be delivered with less waste of gas.
In addition, a new delivery method was reported in which
oxygen is generated and stored in advance and released in
immediate response to inhalation [42].

Cost
There were no available records of the cost of POCs officially
disclosed by POC companies. Two identified scientific papers
referred to POC prices of approximately US $2000 and US
$3000 as retail costs to end users [43,44]. There were also no
records of specific costs for LOX and oxygen cylinders.
However, an identified article reported that LOX was
approximately 4 times as expensive as standard oxygen therapy
using POCs or portable cylinders [45]. Another identified article
indicated that LOX systems entail higher service costs due to
the need for regular home refills [46].

Gap Map
The gap map (Figure 5) showed that only a limited range of
oxygen cylinders met patient needs for high flow rates (>3
L/min) and light weight (<2.5 kg). Although current POCs did
not meet this need, a one-hand carry device capable of delivering
3 L/min was under clinical development. In all device types,
few products met patient needs for continuous operating time
(>5-6 hours). For auto-titration, SpO2-targeted automatic
titration was available for POCs and cylinders as an interface,
and the development of automatic titration capabilities
embedded into the device itself has been reported only in POCs.

Figure 5. Gap map of patient needs and device availability in ambulatory oxygen therapy. The figure illustrates the extent to which current devices
address 3 major patient needs: green indicates needs are met (“available”), yellow indicates limited devices meet patient needs (“limited availability”),
orange indicates no current devices but technologies are under development (“in development”), and red indicates no available devices and no technologies
under development (“not available”).
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Discussion

Overview
This scoping review aimed to identify the range of portable
oxygen devices, their oxygen generation technologies,
performance characteristics, innovations in the design of
ambulatory oxygen therapy devices, and cost. We identified 33
POCs, 10 oxygen cylinders, and 6 portable LOX systems. There
was a trade-off between the portability (weight) and oxygen
delivery capacity of POCs. The mean maximum continuous
operating time of POCs was 3.8 hours. PSA with zeolite was
the most common oxygen generation technology in POCs. Two
POC prototypes were identified that had better oxygen delivery
capacity despite being the same size as POCs on the market.
LOX was the most portable and had the best continuous
operating time among the devices. In terms of development and
innovation, the downsizing of POCs using nanozeolite as the
adsorbent, improving flow rate using RPSA and SpO2-targeted
automated oxygen titration based on to patient’s SpO2 and
physical activity were identified. Costs were rarely disclosed
by manufacturers, and published data indicated that LOX is
substantially more expensive than POCs or cylinders.

This study showed that high-flow oxygen delivery of 3 L/min
in the continuous flow setting in POCs is only possible from
commercially available POCs weighing more than 7.2 kg (eg
eQuinox, Table S3 in Multimedia Appendix 4), which need to
be transported on a cart. This may be a burden for patients
requiring high flow rates. Furthermore, the short continuous
operating time of the POCs identified in this study may also
limit daily activities and community engagement. Patients have
previously identified a desirable operating time for portable
oxygen devices of 5-6 hours [9]. In the identified POC products,
the mean maximum continuous operating time was up to 3.8
hours in the pulse flow setting. As higher flow rates shorten the
continuous operating time, it is likely that fewer devices will
meet patients’ needs. Although an additional battery can be
used to double the operating time (eg, Simply Go), carrying the
additional battery may be a burden for the patient. Furthermore,
it should be noted that the numerical setting of a pulse flow
does not correspond to the continuous flow rate and that the
bolus volume varies between products even within the same
pulse flow rate setting [47].

Among the devices, LOX had the best portability and continuous
operating time, but the complicated maintenance was an
obstacle. Previous studies have recognized LOX as a device
with both better portability and continuous operating time [8],
and have reported that LOX use is associated with better quality
of life and physical activity compared to POCs and cylinders
[48,49]. On the other hand, LOX requires refilling of liquid
oxygen by a supplier at least 2-3 times a month, which imposes
a high cost on the supplier and user [4,45]. As a result, the
number of suppliers servicing LOX has been declining in the
United States [8].

It was suggested that the trade-off between portability and
oxygen delivery capacity is improving based on the latest
products and prototypes identified. However, even in the latest
POC products (DISCOV-R released in 2023 and OxLife

Liberty2 released in 2024), the maximum oxygen flow rate of
the continuous flow setting was still 2 L/min (Table S3 in
Multimedia Appendix 4). JUNO, which is designed to be carried
with one hand, is under clinical development and has a
continuous flow setting ranging from 1-3 L/min with a
concentration of 91% [26], and may be an innovative device,
as the PSA Prototype was published in 2015 and the 4-SLPM
in 2018 [50,51]. In terms of technological development, the
nanozeolite (LilSX) had been of interest because of its use in
4-SLPM prototypes, patents, and basic research [30,52].
Although nanozeolites are characterized by higher nitrogen
adsorption capacity, they are more expensive than conventional
zeolites and have challenges such as long-term structural
stability and degradation [53,54]. Although RPSA systems can
improve oxygen productivity by shortening
adsorption–desorption cycles, their application to POCs remains
challenging because no clinical application studies have yet
been reported [52]. Several recent clinical trials and patents
described systems capable of adjusting flow rates based on the
user’s SpO2 and physical activity. In a clinical trial with a small
sample size, automated titration improved functional capacity
in ADL, dyspnea, and the number of severe hypoxemia events
[37]. However, these technologies have barriers, including
sensor reliability or inaccuracy even during motion, requiring
further development and clinical trials [37,55]. Identified patents
in this study should be carefully considered because
approximately half of the patents in general are not
commercialized and launched on the market [56].

Limitations
Limitations of this scoping review include the following. First,
it is difficult to compare performance such as pulse-dose bolus
volumes and continuous operating time between POCs because
they depend on the number of breaths and device settings [57].
Second, this scoping review included only information published
in English, which may have underestimated information on
devices developed and used in non–English-speaking countries.
Third, the pulse-dose bolus volume of POC at maximum pulse
flow setting (as much as possible at a respiratory rate of 20
breaths per minute) extracted in this study does not exactly
indicate the product’s oxygen delivery capacity. POC products
vary in their algorithms for converting pulse-bolus volume and
flow rate in response to changes in respiratory rate [57]. Fourth,
available evidence regarding product performance relied almost
on manufacturer-reported specifications, and no available
evidence on device lifespan, failure rates, or long-term durability
was available. There was no information available on the costs
of POC products disclosed by manufacturers in this study.
Lastly, the geographical distribution of the searched literature
was biased toward the United States, as some gray literature
was retrieved using domains such as “.gov,” “.mil,” and “.org”
in Google Advanced Search.

Conclusions
This scoping review is the first study to integrate medical,
engineering, and gray literature evidence on ambulatory oxygen
devices and map current ambulatory oxygen devices and their
development status. Although prior literature has narratively
described products and technologies for ambulatory oxygen
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therapy, no previous research has systematically investigated
these products and new technologies. We identified 33 POCs,
10 oxygen cylinders, and 6 LOX systems. We showed the
performance limitations of current devices and gaps in
technological development in ambulatory oxygen therapy and
suggested directions for future research and development.
Specifically, POCs available to consumers may not meet
patients’ needs in terms of oxygen flow rate, portability, and
operating time. LOX offered the best performance in terms of
operating time and portability among the devices but is restricted

by high costs and declining availability. Although POCs are the
most widely developed devices, technological innovation to
achieve high oxygen flow rates, better portability, and longer
continuous operating time has been limited since the POC
prototype published in 2015. Collaboration among device
developers, researchers, health professionals, and patients is
urgently required to develop new lightweight devices with
greater oxygen delivery capacity. It is essential to incorporate
consumer input from the early stages of design and testing to
ensure that future portable oxygen devices meet patients’needs.
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Abstract

Background: Artificial intelligence (AI) chatbots are technologies that facilitate human-computer interaction through
communication in a natural language format. By increasing cost-effectiveness, interaction, autonomy, personalization, and support,
mobile health interventions can benefit health behavior change and make it more natural and intuitive.

Objective: This study aimed to provide an up-to-date and practical overview of how text-based AI chatbots are designed,
developed, and evaluated across 8 health behaviors, including their roles, theoretical foundations, health behavior change techniques,
technology development workflow, and performance validation framework.

Methods: In accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension
for Scoping Reviews) framework, relevant studies published before March 2024 were identified from 9 bibliographic databases
(ie, PubMed, CINAHL, MEDLINE, Embase, Web of Science, Scopus, APA PsycINFO, IEEE Xplore, and ACM Digital Library).
Two stages (ie, title and abstract screening followed by full-text screening) were conducted to screen the eligibility of the papers
via Covidence software. Finally, we extracted the data via Microsoft Excel software and used a narrative approach, content
analysis, and evidence map to synthesize the reported results.

Results: Our systematic search initially identified 10,508 publications, 43 of which met our inclusion criteria. AI chatbots
primarily served 2 main roles: routine coach (27/43, 62.79%) and on-demand assistant (12/43, 27.91%), while 4 studies (4/43,
9.30%) integrated both roles. Frameworks like cognitive behavioral therapy (13/24, 54.17%) and behavior change techniques,
such as goal setting, feedback and monitoring, and social support, guided the development of theory-driven AI chatbots. Noncode
platforms (eg, Google Dialogflow and IBM Watson) integrated with social messaging platforms (eg, Facebook Messenger) were
commonly used to develop AI chatbots (23/43, 53.49%). AI chatbots have been evaluated across 4 domains: technical performance
(17/43, 39.53%), usability (17/43, 39.53%), engagement (37/43, 86.05%), and health behavior change (33/43, 76.74%). Evidence
for health behavior changes remains exploratory but promising. Among 33 studies with 120 comparisons, 81.67% (98/120)
showed positive outcomes, though only 35.83% (43/120) had moderate or larger effects (Hedges g or odds ratio or Cohen d>0.5).
Most involved nonclinical (36/43, 83.72%) and adults (23/43, 53.49%), and a few were randomized controlled trials (14/43,
32.56%). Benefits were mainly seen in physical activity, smoking cessation, stress management, and diet, with limited evidence
for other behaviors. Findings were inconsistent regarding the influence of long-term effects, intervention duration, modality, and
engagement on health behavior change outcomes.
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Conclusions: The exploratory synthesis provides a roadmap for developing and evaluating AI chatbots in health behavior
change, highlighting the need for further research on cost, implementation outcomes, and underexplored behaviors such as sleep,
weight management, sedentary behavior, and alcohol use.

(J Med Internet Res 2026;28:e79677)   doi:10.2196/79677
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Introduction

Health-related behavior (hereafter referred to as “health
behaviors”) is essential for improving population health
worldwide [1]. Engaging in health-promoting behaviors, such
as having a healthy diet, getting adequate physical activity (PA)
and sleep, and avoiding health-risk behaviors, such as smoking,
can substantially reduce chronic disease and all-cause mortality
risk [1,2] as well as benefit mental health [3]. Despite these
benefits, unhealthy behaviors remain a significant public health
concern and place a substantial burden on health care systems
[4]. Health coaching is one suggested intervention for promoting
health behavior changes [5,6]. Health coaching is defined as
“the practice of health education and health promotion within
a coaching context, to increase the well-being of individuals
and to facilitate the achievement of their health-related goals”
[7]. Most health coaching interventions are delivered by humans
in various ways, such as face-to-face, telephonically, or via
email [5]. Effective communication between coaches and users
can support user-centered care and shared decision-making [8].
However, human health coaching interventions are limited in
their ability to reach everyone in need of support because of a
lack of coaching practitioners, resources in resource-limited
communities, and barriers for individuals in accessing coaching
support, such as low income [9]. From the implementer’s
perspective, human health coaching often lacks consistent data
collection, continuous monitoring, scalability, and long-term
sustainability [10]. Therefore, finding resource-efficient,
cost-effective, and easily implementable strategies to promote
health behavior change can be helpful to alleviate an already
burdened health care system.

A chatbot is a computer program designed to respond to
conversational or informational replies with verbal (audio-based
chatbot) or written (text-based chatbot) messages from users
[11]. This technology can be another type of resource for
delivering health coaching, complemented by traditional human
health coaching [9]. Chatbots can be developed with and without
artificial intelligence (AI) algorithms. Most prior chatbots for
health behavior change were developed without AI algorithms
(“Non-AI chatbots”) used in template-, rule-, or retrieval-based
dialogue systems [12]. These chatbots responded to users by
selecting from a predefined list, allowing for a high degree of
researcher control but lacking the conversational flexibility and
personalization typically offered by human coaches [9,13].
Recently, with advances in AI in the health care field, some
chatbots have been developed using AI algorithms [14], such
as reinforcement learning, deep neural networks, and random
forest. These AI chatbots can communicate with users in natural
language [15-20], offering personalized support, multimodal

reasoning, and greater conversational flexibility and intuitiveness
[21]. In particular, AI chatbots can support health behavior
change in various ways. Research has shown that motivational
interviewing (MI)–based AI chatbot tends to be perceived as
more empathetic and trustworthy than the directed intervention,
and it significantly raises the participants’ self-efficacy to
overcome barriers and positively impacts intrinsic motivation
and PA levels [22]. Additionally, AI chatbots can also help
alleviate stress by enhancing perceived supportiveness through
the provision of emotional support [23]. Although the benefits
are numerous, several concerns remain, including privacy and
security [16]; limited empathy, affect, and emotional support
[24]; low engagement; and challenges in monitoring intervention
fidelity. Therefore, it is important to provide evidence to address
these concerns and ensure the efficacy and safety of chatbot
interventions.

Previous review studies have reported varying evidence on the
application of AI chatbots for health behavior change. For
example, a meta-analysis demonstrated strong efficacy of
chatbot-based interventions in increasing physical activity, fruit
and vegetable consumption, and sleep duration and quality. The
analysis also showed that the effects varied by intervention
duration, intervention modality (chatbot-only vs multicomponent
interventions), and chatbot characteristics (text-based vs
audio-based and AI-driven vs non–AI-driven chatbots) [12].
Other systematic reviews have summarized the outcome in
addition to efficacy, including engagement, acceptability,
satisfaction, and safety [25], as well as feasibility, usability, and
intervention characteristics [10]. However, there remains a lack
of research exploring key topics, such as the role of AI chatbots
in behavior change, the health behavior change techniques
(BCTs) adopted by AI chatbots, comprehensive technology
frameworks for chatbot development, and frameworks for
performance validation. Therefore, to address this gap and
complement existing review studies [10,12,25], it is necessary
to conduct a scoping review to provide a comprehensive
overview of existing research for both scholars and practitioners
in this field. This scoping review aimed to provide an up-to-date
and practical examination of the design (ie, roles, theories, and
health BCTs), development (technology workflow), and use
(ie, performance validation tool) of text-based AI chatbots for
8 health behaviors, including PA, diet, sleep, weight
management, sedentary, stress management, smoking cessation,
and alcohol. In particular, 4 specific research questions were
proposed based on the indications from the scoping reviews
[26]:

• Question 1: What are the most commonly targeted health
behaviors in text-based AI chatbots?
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• Question 2: What roles, theoretical foundations, and BCTs
are applied in text-based AI chatbots, supporting health
behavior change interventions?

• Question 3: What technologies are used to develop
text-based AI chatbots for health behavior change?

• Question 4: How to validate text-based AI chatbot
performance in health behavior change?
• Question 4.1: What measures are used to assess

technical performance, usability, engagement, and cost?
• Question 4.2: What are the health behavior change

outcomes?

Methods

Protocol and Registration
The scoping review process was designed following the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analysis extension for Scoping Reviews)
framework [27]. The PRISMA-ScR checklist is reported in
Multimedia Appendix 1. The study has been registered in the
Open Science Framework [28], the most common platform for
deposit protocols for scoping reviews.

Search Strategy

Search Resources
Relevant studies published before March 2024 were identified
through 9 bibliographic databases, including 4 widely used
health science databases (ie, PubMed, CINAHL, MEDLINE,
and Embase), 2 multidisciplinary databases (ie, Web of Science
and Scopus), 1 behavior and social science database (ie, APA
PsycINFO), and 2 technology databases (ie, IEEE Xplore and
ACM Digital Library). The last search date for each database
is March 13, 2024.

Search Terms
Our search strategy incorporated terms related to both the
intervention (AI chatbots) and the outcomes (health behaviors;
Table S1 in Multimedia Appendix 2). Given the 6 pillars of
lifestyle medicine [29], this study focused on 8 health behaviors,
including PA, diet, sleep, weight management, sedentary
behavior, stress management, smoking cessation, and alcohol.
We identified synonyms for AI chatbots and various health
behaviors by searching for relevant terms in dictionaries and
references. We subsequently generated search syntaxes adapted
to the specific requirements of each database. The example of
search syntax for PubMed is as follows: “(((lifestyle*[tiab] OR
tobac*[tiab] OR cigarette*[tiab] OR cigar* [tiab] OR vap*[tiab]
OR smok*[tiab] OR nico*[tiab] OR sleep*[tiab] OR
bedtime[tiab] OR nap[tiab] OR insomnia[tiab] OR physical
activ*[tiab] OR sport*[tiab] OR exercise*[tiab] OR diet*[tiab]
OR nutriti*[tiab] OR eating [tiab] OR food*[tiab] OR
appetite*[tiab] OR *weight*[tiab] OR obes*[tiab] OR
sedentar*[tiab] OR screen time [tiab] OR stress* [tiab]) AND
(Chatbot*[tiab] OR chat-bot*[tiab] OR chat bot*[tiab] OR chat
robot*[tiab] OR virtual robot*[tiab] OR voice-bot[tiab] OR
social bot*[tiab] OR social robot*[tiab] OR infobot*[tiab] OR
health bot*[tiab] OR smartbot*[tiab] OR conversational
bot*[tiab] OR artificial intelligence chatbot*[tiab] OR Ai

agent*[tiab] OR conversational agent*[tiab] OR dialogue
agent*[tiab] OR dialog agent* [tiab] OR interactive agent*[tiab]
OR virtual agent*[tiab] OR automated agent*[tiab] OR relational
agent*[tiab] OR AI assist*[tiab] OR conversational
assistant*[tiab] OR digital assist*[tiab] OR intelligent
assist*[tiab] OR virtual assist*[tiab] OR smart assist*[tiab] OR
voice assist*[tiab] OR speech assist*[tiab] OR virtual health
assist*[tiab] OR dialogue agent*[tiab] OR dialog agent*[tiab]
OR AI advisor*[tiab] OR virtual advisor*[tiab] OR animated
advisor*[tiab] OR smart advisor*[tiab] OR AI avatar*[tiab] OR
virtual avatar*[tiab] OR animated avatar*[tiab] OR smart
avatar*[tiab] OR AI coach*[tiab] OR virtual coach*[tiab] OR
smart coach*[tiab] OR animated coach*[tiab] OR artificial
conversation entit*[tiab] OR Assistance technolog*[tiab] OR
conversational AI[tiab] OR conversational interface*[tiab] OR
conversational system*[tiab] OR Dialog system*[tiab] OR
dialogue system*[tiab] OR natural language interface*[tiab]
OR automated conversation[tiab] OR virtual conversation[tiab]
OR chatGPT[tiab])) AND (eng[la])) NOT (Systematic
review[pt] OR meta-analysis[pt] OR review[pt]).” Finally, the
metadata of the identified papers were imported into the
Covidence platform to eliminate duplication and screening.

Study Eligibility Criteria
Table S2 in Multimedia Appendix 2 outlines the study eligibility
criteria for the study and publication characteristics. The study
characteristics were designed based on the PICOS framework,
including population, intervention, comparison, outcome, and
study type [30]. The publication characteristics included
publication date, language, and publication status (eg, full
online).

Study Selection
The selection process had 2 stages: title and abstract screening,
followed by full-text screening. Both were conducted
independently by 2 reviewers (LF and YX), with conflicts
resolved by a third reviewer (YB). We used Cohen κ metric to
evaluate interrater agreement [31]. The reviewers achieved
substantial agreement in stage 1, with a κ measure of 0.83,
which is greater than the cutoff point of 0.81 [31]. The screening
process and calculation of Cohen κ value were performed via
Covidence software.

Study Quality Assessment
Given the diversity of study designs, we used the Mixed
Methods Appraisal Tool (MMAT) to assess methodological
quality [32] (Table S3 in Multimedia Appendix 2
[16-20,23,24,33-68]). The MMAT is a 21-item checklist
covering 5 research designs: qualitative, quantitative randomized
controlled trials (RCTs), quantitative nonrandomized studies,
quantitative descriptive studies, and mixed methods studies.
Interrater reliability for the MMAT has been reported to range
from moderate to perfect [69]. Two reviewers (LF and YX)
independently evaluated each paper, and any disagreements
were resolved through discussion. In general, all studies clearly
stated their research questions, and the collected data were
sufficient to address them.

Assigning an overall numerical score based on MMAT ratings
is discouraged, as a single number cannot capture specific
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methodological issues [32]. Therefore, we presented detailed
ratings for each criterion. All eligible studies were included in
this review, regardless of their MMAT ratings, as excluding
studies solely on the basis of low methodological quality is not
recommended [32,70].

Data Items
We designed the initial elements of the charting form based on
the research questions and the mobile health evidence reporting
and assessment checklist [71]. The items were primarily
developed by 1 investigator (LF) and subsequently verified by
another investigator (YB). The items were refined throughout
the process, resulting in a final set of 22 elements (Table S4 in
Multimedia Appendix 2).

Charting Process and Data Synthesis
Regarding data charting, 1 reviewer (LF) was primarily
responsible for data extraction. This process involved 2 stages:
the first stage focused on extraction, and the second stage on
confirmation and supplementation. Two additional reviewers
(Conrad Ma and Shreya Sanghvi) then independently validated
the extracted data. Clear instructions for data validation were
provided to these reviewers. Any discrepancies were resolved
through discussion among the 3 reviewers. Microsoft Excel
software was used for data charting processes. Finally, we used

a narrative approach, content analysis, and evidence map to
synthesize the reported results. In particular, we conducted a
deductive coding process to map each chatbot function to the
existing BCT Taxonomy (version 1) [72], enabling cross-study
comparisons. For the AI chatbot validation framework in health
behavior change, we applied a combined deductive-inductive
approach to map the measures from each study onto 5 domains
(ie, technical performance, health behavior change, usability,
cost, and engagement), drawing from the digital health scorecard
framework [73] and engagement framework [74].

Results

Study Selection
Figure 1 summarizes the process of selecting the studies via the
Covidence software (Veritas Health Innovation). A total of
10,508 studies were returned after searching the databases. After
duplication removal and title and abstract screening, 229 studies
remained. In total, 40 studies remained after the full-text
screening phase, with 189 studies removed for the following
reasons: not involving an AI chatbot (n=98), not being a health
behavior change intervention or implementation study (n=81),
or lacking sufficient information (n=10). We included 3
additional studies after forward and backward reference
checking, bringing the total to 43 included studies.

Figure 1. Study selection process. AI: artificial intelligence.

Study Overview

Overview
An overview of the studies included is presented in Table S5
in Multimedia Appendix 2 [16-20,23,24,33-68]. We further
synthesized the findings across studies. Table S6 in Multimedia
Appendix 2 [16-20,23,24,33-68] summarizes the publication
characteristics of the studies included in the review. They were
published between 2018 and 2024, with most published in 2023

(11/43, 25.58%). The studies were conducted across 15 countries
or regions, with most of them conducted in Western countries
(32/43, 74.42%), especially the United States (9/32, 28.13%),
followed by the Netherlands (5/32, 15.63%), Italy (5/32,
15.63%), and the United Kingdom (5/32, 15.63%). Most
research papers were published in journals (33/43, 76.74%),
with the largest number published in JMIR mHealth and uHealth
(6/33, 18.18%).
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Methodological and Participant Characteristics
Table S7 in Multimedia Appendix 2 [16-20,23,24,33-68]
summarizes the methodological and participant characteristics.
Studies were classified based on the study types from Hong et
al [32], including 14 RCTs, 15 quantitative nonrandomized
trials (non-RCTs), 8 quantitative descriptive studies, 2
qualitative studies, and 4 mixed methods studies. The number
of participants ranged from 7 [33] to 57,214 [34], with a primary
focus on young and middle adulthood (aged 19-64 years; 23/43,
53.49%) based on age categories of Lindemann et al [75]. Most
studies targeted nonclinical populations (36/43, 83.72%), such
as individuals who are physically inactive, those with unhealthy
diets, smokers, substance users, students (middle school, high
school, and university), workers, and vulnerable groups,
including low-income English- and Spanish-speaking individuals
and residents of health professional shortage areas. In total, 7
studies targeted clinical populations (7/43, 16.28%), such as
patients with colorectal cancer [35], patients with celiac [36],
patients with cardiovascular problem [37], survivors of cancer
[38], population with clinical eating disorder [39], as well as
children [40] and youths [41] with obesity.

Intervention Characteristics
Table S7 in Multimedia Appendix 2 also provides a summary
of the intervention characteristics. Regarding chatbot use, most
studies used AI chatbots for 1-time use (10/43, 23.26%),
followed by 8 weeks (7/43, 16.28%), 4 weeks (6/43, 13.95%),
12 weeks (5/43, 11.63%), 1 week (5/43, 11.63%), and 2 weeks
(3/43, 6.98%). A small number of studies ranged from 3 days

[42], 9 days [43], 3 weeks [44], 6 weeks [20], 24 weeks [19,45]
to 48 weeks [46]. In terms of intervention modalities, most
studies used a text-based chatbot alone (27/43, 62.79%; Table
S5 [Study description] in Multimedia Appendix 2). Among
them, some studies compared chatbots with other interventions,
such as usual care by humans [19] and virtual humans or human
teletherapists [24]. Design-focused studies explored
personalization differences [47], reward structures [45], and
emotional support and self-disclosure [23] to enhance chatbots’
performance. In addition, a subset of studies (16/43, 37.21%)
integrated AI chatbots with other components as part of
multicomponent interventions, including digital tools, human
interaction, and chatbot-implemented app functions (Figure 2
and Table S5 in Multimedia Appendix 2). Digital tools included
exergames [37], the MedLiPal website [48], and wearable
activity trackers (WATs). In particular, several studies (4/7,
57.14% [20,35,37,38]) technically integrated WATs with AI
chatbots, enabling automatic data sharing. In others (3/7, 42.86%
[46,48,49]), participants used WATs for self-monitoring to
achieve goals set by the chatbots. AI chatbots were also
integrated with human-delivered interventions, such as
chemotherapy sessions [35], weight management programs in
hospitals [41], physicians’ clinic visits [45], the StudentBodies
web-based program [39], family-based lifestyle modification
programs [40], and remote traditional therapy [50,51].
Furthermore, several studies implemented AI chatbots within
stand-alone applications that incorporated additional supportive
features. These included a calendar and scoreboard [34], an
online self-help library and e-book collection [33], an online
smoking cessation diary [45], and self-care practice tools [18].

Figure 2. Architecture for the development of AI chatbots. This is a comprehensive picture derived from all the selected studies. Not every study
reported the details of each module. AI: artificial intelligence; API: application programming interface.
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Question 1: What Are the Most Commonly Targeted
Health Behaviors in Text-Based AI Chatbots?
Most studies focused on one health behavior (OHB; 29/43,
67.44%), and 14 studies addressed multiple health behaviors
(MHBs; 14/43, 32.56%). PA was widely explored (18/43 with

8 OHB and 10 MHB), followed by stress management (16/43
with 10 OHB and 6 MHB), diet (11/43 with 1 OHB and 10
MHB), smoking cessation (7/43 with 6 OHB and 1 MHB), sleep
(7/43 with 1 OHB and 6 MHB), weight management (6/43 with
2 OHB and 4 MHB), alcohol (1/43 OHB), and sedentary (1/43
MHB; Table 1).

Table 1. Targeted health behaviors (N=43).

Values, n (%)ReferencesTarget behavior

Single behaviors (n=29, 67.44%)

10 (23.26)[23,24,42,50-56]Stress management

8 (18.60)[16,20,37,38,44,47,57,58]Physical activity (PA)

6 (13.95)[19,34,43,45,59,60]Smoking cessation

2 (4.65)[17,41]Weight management

1 (2.33)[36]Diet

1 (2.33)[61]Sleep

1 (2.33)[62]Alcohol

Multiple behaviors (n=14, 32.56%)

4 (9.30)[35,48,49,63]Diet and PA

2 (4.65)[39,64]Diet and weight management

2 (4.65)[65,66]Diet, PA, sleep, and stress management

1 (2.33)[40]Diet, PA, sleep, and weight management

1 (2.33)[67]Diet, PA, sleep, stress management, and sedentary

2 (4.65)[18,33]Sleep and stress management

1 (2.33)[68]PA and stress management

1 (2.33)[46]PA, smoking cessation, and weight management

Question 2: What Roles, Theoretical Foundations, and
Behavior Change Techniques Are Applied in

Text-Based AI Chatbots, Supporting Health Behavior
Change Interventions?

Overview
We classified the AI chatbot for health behavior change into 2
roles and summarized theoretical foundations as well as
corresponding functionalities (Table 2).
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Table 2. Artificial intelligence chatbot roles, theoretical foundations, and health behavioral change techniquesa.

PONMLKJIHGFEDCBATheoretical foundationPaper

Routine coach and on-demand assistant (n=4)

✓✓✓✓✓cNRbDavis et al (2020) [49]

✓✓✓NRHassoon et al (2021) [38]

✓✓✓✓✓NRMaher et al (2020) [48]

✓✓Mohr’s model of supportive
accountability

Perski et al (2019) [34]

0000001003012233—dCategory sum

Routine coach (n=27)

✓✓CBTeAlbino de Queiroz et al (2023) [35]

✓✓✓✓NRAlbers et al (2023) [47]

✓✓✓MIfAlmusharraf et al (2020) [59]

✓✓✓✓MIBrown et al (2023) [60]

✓✓✓NRCameron et al (2018) [33]

✓Multiple theory 1gCatellani et al (2023) [37]

✓✓✓CBT and positive psychologyDaley et al (2020) [52]

✓✓COM-BhDhinagaran et al (2021) [67]

✓Multiple theory 2iFigueroa et al (2021) [16]

✓✓✓✓✓CBTFitzsimmons‐Craft et al (2022) [39]

✓✓✓Emotion self-regulationMedeiros et al (2022) [42]

✓✓✓✓✓NRLegaspi et al (2022) [18]

✓NRKarhiy et al (2023) [24]

✓✓NRMeng and Dai (2021) [23]

✓✓✓✓✓COM-B and the Theoretical
Domains Framework

Moore et al (2024) [57]

✓✓✓✓✓HFMjPiao et al (2020) [44]

✓✓✓✓✓HFMPiao et al (2020) [58]

✓✓✓✓✓✓✓COM-BRahmanti et al (2022) [64]

✓✓✓✓✓✓NRSia et al (2021) [66]

✓✓MI and graded exercise therapySun et al (2023) [68]

✓✓✓✓✓✓✓✓NRAlbers et al (2023) [43]

✓NRAarts et al (2022) [61]

✓✓NRHolmes et al (2019) [17]

✓✓✓✓NRGriol et al (2022) [63]

✓✓✓✓CBTDe Nieva et al (2020) [53]

✓✓✓✓CBT and MICarrasco-Hernandez et al (2020) [46]

✓✓✓✓NRMasaki et al (2019) [45]

14020053582516141714—Category sum

On-demand assistant (n=12)

✓✓✓Multiple theory 3kStephens et al (2019) [41]

✓✓✓CBTDanieli et al (2021) [50]

✓✓✓CBTDanieli et al (2022) [51]
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PONMLKJIHGFEDCBATheoretical foundationPaper

✓✓✓✓CBTFadhil et al (2019) [65]

✓✓✓✓NRLarizza et al (2023) [40]

✓✓✓✓5A clinic practice guidelineOlano-Espinosa et al (2022) [19]

✓✓✓Multiple theory 4lAlghamdi et al (2021) [36]

✓✓✓✓✓✓✓✓COM-BTo et al (2021) [20]

✓✓✓✓CBTDurden et al (2023) [54]

✓✓✓✓✓CBTForman-Hoffman et al (2023) [55]

✓✓✓✓✓CBTHoffman et al (2023) [56]

✓✓✓✓✓CBTProchaska et al (2021) [62]

010001306201910117—Category sum

1502019311132727263124—Total number

aA: goals and planning; B: feedback and monitoring; C: social support; D: shaping knowledge; E: natural consequences; F: comparison of behavior;
G: associations; H: repetition and substitution; I: comparison of outcomes; J: reward and threat; K: regulation; L: antecedents; M: identity; N: scheduled
consequences; O: self-belief; P: covert learning.
bNR: not reported.
c✓: The study reported the results of this theme or subtheme.
dNot applicable.
eCBT: cognitive behavioral therapy.
fMI: motivational interviewing.
gMultiple theory 1: elaboration likelihood model, the self-regulatory model of message framing, the regulatory focus theory, and theories of emotions.
hCOM-B: capability, opportunity, motivation—behavior.
iMultiple theory 2: MI, behavioral activation, acceptance and commitment therapy, and solution-focused brief therapy.
jHFM: habit formation model.
kMultiple theory 3: CBT, MI, and emotionally focused therapy.
lMultiple theory 4: chronic-disease extended model extending from the health belief model, the theory of planned behavior, diffusion of innovation
theory, social norms theory, and the transtheoretical model.

Roles: Routine Coach and On-Demand Assistant
We classified the chatbot into 2 roles based on the intervention
dosage (ie, use frequency and duration per interaction),
specifically as a routine coach and an on-demand assistant. AI
chatbots mostly played 1 role, such as routine coach (27/43,
62.79%) and on-demand assistant (12/43, 27.91%), whereas 4
studies integrated 2 roles (4/43, 9.30%; Table 2). Specifically,
routine coaches delivered support in a defined use frequency
and duration per interaction, such as 4 times per week, and each
focused on 1 of 4 targeted health behaviors [67]. In contrast,
on-demand assistants offer support with flexible frequency and
intensity, allowing patients to contact the chatbot anytime and
anywhere and determine the duration and frequency of
interactions themselves [19].

Theoretical Foundation
Most studies incorporated a theoretical foundation to guide
chatbot design strategies (28/43, 65.12%), with 20 studies
applying a single theory and 8 studies using an integrated
theoretical approach (Table 2 and Table S8 in Multimedia
Appendix 2 [16-20,23,24,33-68]). Cognitive behavioral therapy
(CBT; 13/28, 46.43%), MI (6/28, 21.53%), and the capability,
opportunity, motivation—behavior framework (4/28, 14.29%)
were primarily used, either individually or in combination with
other theories.

CBT is a form of psychotherapy based on the concept that
people’s thinking influences their emotions and behaviors [76].
MI is a client-centered, directive therapeutic style to discover
the client’s own motivation for making changes by guiding
clients to explore and resolve ambivalence [50,77]. Finally,
capability, opportunity, motivation—behavior is a framework
for understanding and changing behavior that posits capability,
opportunity, and motivation.

Behavior Change Techniques
Because the functions of AI chatbots varied across studies, we
mapped them onto the existing BCT taxonomy (version 1) [72]
to enable cross-study comparisons (Table 2). The taxonomy
included 16 themes and 93 techniques. We conducted a
deductive coding process to code each chatbot function based
on these 93 techniques and labeled a cluster if at least 1
technique within it was used. For example, if a chatbot provided
automated, tailored feedback on reports and behavioral activity
[35], we coded this as the technique “2.7 Feedback on
outcome(s) of behavior,” which falls under the “Feedback and
Monitoring (B)” cluster. Accordingly, we indicated in the table
that the study used at least 1 technique within that cluster. The
coding was conducted by 1 primary extractor (LF) and validated
by 2 additional reviewers (Conrad Ma and Shreya Sanghvi).
Any discrepancies were resolved through discussion among all
3 reviewers. The interrater reliability was 81.70%.
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Across all included studies, the most frequently applied clusters
were goals and planning (A, 24/43, 55.81%), feedback and
monitoring (B, 31/43, 72.09%), social support (C, 26/43,
60.47%), and shape knowledge (D, 27/43, 62.79%). No study
used the techniques of antecedent (L) and scheduled
consequences (N). This pattern shows that AI chatbots currently
prioritize conversational, scalable, and digitally applicable
techniques, while environmental restructuring and
reinforcement-based strategies remain underused due to resource
demands and limited environmental control.

BCTs by Roles
Goals and planning, social support, and shaping knowledge
were commonly used in both routine coach and on-demand
assistant (Table 2). The AI chatbot supported users in setting
behavior goals and creating action plans [16,44,47,58], as well
as reviewing behavior goals using historical data [20].
Additionally, AI chatbots provided social support (emotional
or unspecified) in various ways, including personalized
motivational dialogue [46], free-form responses [60], nurse
contact information [33], and expressive elements such as
sending emojis, icons, GIFs, gamification [52], and images [67].
Other strategies included providing a crisis hotline [36] and a
24-hour on-call [19]. Finally, shaping knowledge primarily
involved providing clear instructions on how to perform the
behavior [18,24,33,38,42,57,66,68]. For example, chatbots
prompted users to share stressful experiences and then offered
personalized suggestions, such as planning their day or
reframing their mindset [18,42]. The main difference between
routine coaches and on-demand assistants was the use of
feedback and monitoring techniques (B), applied by 91.67%
(11/12) of on-demand assistants and 62.96% (17/27) of routine
coaches. This may be explained by the characteristics of
on-demand assistants, which allow for continuous interaction,
real-time behavior tracking, immediate feedback delivery, and
progress reinforcement at any time. Routine coaches typically
delivered feedback based on 1-time interactions, such as mood
reflection [52], behavioral reporting [17,63], sleep diary [61],
and gratitude journaling [53]. In contrast, on-demand assistants
provided personalized feedback through active monitoring of
health behavior level [20,40,65], mood status [41,55,56,62],
and overall health behavior change progress [19,35,36].

Question 3: What Technologies Are Used to Develop
Text-Based AI Chatbots for Health Behavior Change?

Workflow of AI Chatbots
Figure 2 summarizes the workflow of AI chatbots, including
the frontend module, backend module, and external service
module. The process generally involves the following steps: (1)
the user sends messages through the frontend interface (eg,
social messaging platform, web-based interface, or SMS); (2)
the frontend interface forwards the message to the backend (eg,
noncode platforms and self-designed algorithms) hosted on the
research team’s server; and (3) the backend system processes
the messages, including dialogue understanding, management,
and generation. The function of dialogue understanding is to
extract meaning from the user input, such as intents and entities.
Dialogue management involves domain-specific knowledge for
tailoring replies. The text generation provides output to the user

[78]; (4) the generated replies are sent and delivered back to the
user through the frontend interface. If the selected intent requires
additional operations, such as retrieving data from the external
database, the platform sends a request to the webhook through
its application programming interface (API). The webhook then
processes the intents and returns a response to the platform,
which subsequently delivers it to the user in an understandable
format. Researchers can create custom webhooks to handle
more complex intents.

Based on the development workflow, we classified AI chatbot
technologies into 3 types: noncode platforms (23/43, 53.49%),
self-designed algorithms (8/43, 18.60%), and stand-alone apps
(12/43, 27.91%). These approaches can inform and guide
researchers in developing AI chatbots for future use (Table S9
in Multimedia Appendix 2 [16-20,23,24,33-68]).

Noncode Platform
Noncode platforms offer built-in AI algorithms, allowing
researchers to develop chatbots without writing code. Among
the 23 studies using noncode platforms, the most commonly
used platforms were Google Dialogflow (8/23, 34.78%) and
IBM Watson (8/23, 34.78%), followed by X2AI (2/23, 8.70%)
and Chatfuel (2/23, 8.70%). These AI chatbots were primarily
accessed through social messaging platforms, such as Facebook
Messenger [23,35,42,67], Slack [48,49], and SMS [16,39,41].
Several studies connected the chatbot to external systems to
customize historical data through APIs. Examples include
Google Cloud Functions and databases [35], PostgreSQL [40],
and MongoDB [16,17,42,63].

Self-Designed Algorithms
Self-designed algorithms require researchers to develop their
own AI models, allowing for greater customization of chatbot
capabilities. Among 8 studies, some applied Bayes’ theorem to
assess individual needs and used natural language processing
to enhance the chatbot’s understanding and response capabilities
[19]. Other approaches included combining GPT-2 XL with
natural language processing for dialogue understanding and
generation [60], deep reinforcement learning [37,43], supervised
goal-based models [50,51], self-learning algorithms [46], and
the Microsoft Bot Framework [33]. These custom backend
systems were integrated with frontend interfaces through APIs,
including Telegram [19], web-based interfaces, and SMS text
messaging [38], as well as connected with external databases,
such as MySQL database [33].

Stand-Alone Applications
Stand-alone apps encapsulate the entire workflow of AI chatbots,
as illustrated in Figure 2. In total, 12 studies used stand-alone
apps, such as Woebot [53-56,62], Wysa [18], Vitalk [52],
Smoke-Free [34], and PsyMe [37]. Each app offered unique
features tailored to specific functions. For example, Woebot
emphasized helping users develop emotional regulation skills
and support mood monitoring and management through
conversations. Wysa was not only an AI chatbot but also a
comprehensive mental health app, offering additional features
such as access to a human talk therapist, stress management
techniques, a journal for gratitude, and an international distress
signal feature to seek help.
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Question 4: How to Validate Text-Based AI Chatbot
Performance in Health Behavior Change?

Performance Validation Framework
We mapped the measurements from all included studies onto
the digital health scorecard framework [73] and engagement
framework [74] to identify existing evidence and current gaps
in validating the performance of AI chatbots in health behavior
change. The digital health scorecard framework included 4
domains: technical, clinical, usability, and cost. Technical refers
to testing if the AI chatbots actually perform to their
self-proclaimed functionality with accuracy and precision.
Clinical was operationalized as the critical appraisal of evidence
demonstrating whether the AI chatbots impact the defined health
behavior change outcomes. Usability refers to how easily an AI
chatbot can be used for its intended purpose and the minimal
effort required to complete tasks. Cost refers to the price for
user access, technology lifecycle expenses, and integration costs
within clinical workflows. However, these domains primarily
assess how well a chatbot performs in influencing changes in
health behaviors. Therefore, we incorporated engagement into
the framework to capture user engagement between human-AI
interaction, reflecting motivational and relational aspects that
the other domains do not address. Engagement with digital
behavior change interventions includes (1) the extent of use,

such as amount, frequency, duration, and depth; and (2) a
subjective experience characterized by attention, interest, and
affect [74].

In terms of the coding process, first, we conducted deductive
coding to map the measures from each study onto 5 domains:
technical performance, health behavior change, usability, cost,
and engagement. For example, if a study measured “technical
feedback from users, ease of use, ease of learning, perceived
usefulness, and satisfaction,” we mapped “technical feedback
from users” to the technical domain; “ease of use” and “ease of
learning” to the usability domain; and “perceived usefulness”
and “satisfaction” to the engagement domain, based on the
definitions of each domain [65]. This process was conducted
by 1 primary extractor (LF) and independently validated by 2
additional reviewers (Conrad Ma and Shreya Sanghvi). Any
discrepancies were resolved through discussion among all 3
reviewers. The interrater reliability was 90.18%. In the next
step, within each domain, we conducted inductive coding to
group similar measurements and identify representative metrics,
as shown in Figure 3.

Across 43 studies, 17 assessed technical performance, 33
evaluated health behavior change outcomes, 17 examined
usability outcomes, and 37 measured engagement outcomes.
None of the studies reported cost-related evidence (Figure 3).

Figure 3. Artificial intelligence chatbots on the health behavior change validation framework. MVPA: moderate-to-vigorous physical activity; PA:
physical activity.

Question 4.1: What Measures Are Used to Assess
Technical Performance, Usability, and Engagement?

Technical

In Figure 3, the technical performance of AI chatbots for health
behavior change was evaluated across several aspects. The first
metric was performance as intended, such as supporting weekly
check-ins [49] and delivering a sufficient number of messages
[20]. Delivery time and medium were evaluated to determine
whether chatbots provided information promptly and through
appropriate channels [67]. Error management focused on how
effectively chatbots handled unexpected issues [17,20,33].
Several studies also assessed the chatbot’s ability to accurately

understand user input [33,46,49,53,63,65,66], as well as the
provision of accurate and comprehensive information and
feedback [40,63,68]. Language availability emerged as a key
metric influencing chatbot performance, including the need for
additional language options [63] and maintaining language
consistency to generate appropriate, user-aligned responses
[61,66]. Studies also highlighted that the use of local languages
enhanced human connection and personalization [65], while
simple and clear language improved user interaction and
accessibility [67]. Finally, privacy and security concerns related
to the technology were also important metrics to consider when
adopting AI chatbots for user interventions [16].
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Usability

In terms of usability, 4 studies measured general usability using
the System Usability Scale, which includes items such as “I
thought the system was easy to use.” In total, 3 of those reported
above-average industry scores (>68), including 88.2 [33], 84.8
[17], and 79.6 [35], while 1 reported a below-average score of
61.6 [20]. Beyond the System Usability Scale, some studies
included items measuring ease of use, ease of learning, and ease
of understanding [16,17,35,44,64,65,67,68], as well as intention
to use [16,57,58,67,68] and recommendations to others [62].
Usability was also assessed through efficient communication,
including smooth onboarding [17,33], suitable interaction pace
and response time [17,33,57,64,67], and appropriate
conversation length to maintain user engagement [61].
Researchers also identified several features that enhance
usability, including human touch and user interface elements
[65]; using multimedia such as videos, diagrams, and real-life
examples; posing open-ended questions [57]; and allowing
free-text input for communication [43].

Engagement

In Figure 3, behavioral engagement refers to engagement
intensity and longevity. Most studies reported moderate
interaction duration, including 50% [55], 62.5% [35], 66.78%
[45] of the total intervention period. The average interaction
duration per time was typically less than 30 minutes, such as
5.1 (SD 7.4) minutes [41], 12.5 (SD 15.62) minutes [59], and
21.3 (SD 14.0) minutes [20]. The average number of exchanged
messages per user throughout the entire interventions varied
between 245.1 [52] and 547.3 [59]. In addition, engagement at
different stages was measured through recruitment (how many
new individuals are added to a project within a specific time
frame), adherence (the extent to which a person’s behavior
corresponds with agreed-upon recommendations from a care
provider [79,80]), and retention (the extent to which the
participants completed the study). The recruitment rate ranged
from a high of 82% among inactive community-dwelling adults
aged 45-75 years [48] to lower rates of 60% among young adults
with eating disorders aged 18-30 years [39] and 55.1% among
healthy adults aged 21 years and older [67]. Additionally, low
adherence (<70% [48]) was reported in 2 studies, with
participants completing an average of 63% (6.9/11) of weekly
check-ins in one study [48] and 61% (6.7/11) in another [49].
A slight decline in weekly adherence was also observed,
decreasing from 77% in week 1 to 69% in week 4 [62]. In
contrast, higher retention rates were reported in the other 2
studies (>70% [48]), including 90% [48] and 93% [67].

In terms of subjective experience, several trials reported positive
attitudes and acceptance [43,47,53,57], as well as feelings of
low frustration, enjoyment [59], interesting [37], attractiveness,
stimulation, novelty [17,57], and openness [18]. In addition,
other metrics, such as feelings of helpfulness [39,41,51,59] and
satisfaction [16,51,65,67], were also commonly reported.
Furthermore, several studies highlighted negative perceptions
of relational quality, such as complications [16], lack of empathy
[18,60], limited human likeness [16,18,66], low affective support
[53,57,66], robotic or unfriendly [17], lack of authenticity [47],
and low motivational, as well as low emotional support [23].

Question 4.2: What Are the Health Behavior Change
Outcomes?

Behavior Change Outcome Overview

Figure 3 illustrates the primary health behavior change
outcomes, and Table S10 in Multimedia Appendix 2
[18-20,23,24,34-39,41-43,45-58,60,62,66-68] provides
exploratory findings on the efficacy of AI chatbots for each
outcome. In total, 33 of the included studies reported health
behavior–related outcomes, yielding a total of 120 comparisons.
To quantify the magnitude of change across interventions or
pre- and postassessments, effect sizes were expressed as either
Hedges g, odds ratios (ORs), or Cohen d. Hedges g was
calculated when means and SDs were available, whereas ORs
were used when only categorical data were reported. Cohen d
from the original study was used when insufficient information
was available to calculate Hedges g. Studies reporting Cohen
d are indicated in Table S10 in Multimedia Appendix 2.
According to Cohen conventions, a medium effect of 0.5 is
visible to the naked eye of a careful observer [81].

Positive Changes

Among 33 studies with 120 comparisons, 81.67% (98/120)
reported positive changes in promoting health behaviors.
Positive changes refer to either statistically significant or
nonsignificant improvements. However, only 35.83% (43/120)
of these comparisons demonstrated observable positive changes
with a moderate or larger effect size (Hedges g or OR or Cohen
d>0.5). Moreover, it should be noted that most positive findings
were observed in PA, smoking, stress management, and diet,
indicating the need for more evidence in weight management,
sleep, alcohol use, and sedentary behavior. Additionally, only
a small portion of studies were RCTs (14/33, 42.42%), and the
populations were primarily nonclinical adults (21/33, 63.64%).

Effectiveness in Real-World Settings

Only 4 of 33 (12.12%) studies evaluated the effectiveness of
AI chatbots in real-world settings, all of which were non-RCTs
focusing on stress reduction. Among them, the strongest
clinically significant decrease in stress was g=–0.90 (95% CI
–0.97 to –0.83) [52]. When comparing effectiveness by location,
use patterns, and emotional status, studies found no significant
differences between medically underserved areas and
nonmedically underserved areas (t253=0.30; P=.77; d=0.04, 95%
CI –0.23 to 0.30) or between mental health provider shortage
areas and nonmental health provider shortage areas (t253=–1.39;
P=.17; d=–0.18, 95% CI –0.44 to 0.07) [55]. Efficient users,
those with lower behavioral engagement but stronger therapeutic
alliance, achieved greater stress reductions (g=–0.60, 95% CI
–0.86 to –0.33) than typical users (g=–0.25, 95% CI –0.47 to
–0.03) and early users (g=–0.44, 95% CI –0.71 to –0.17) [56].
Participants with elevated mood symptoms at baseline
experienced the greatest stress reduction (g=–0.68, 95% CI
–0.93 to –0.44) compared with those with low mood symptoms
(g=–0.28, 95% CI –0.53 to –0.02) [54].

Long-Term Efficacy

A total of 5 (5/33, 15.15%) studies evaluated follow-up efficacy
after the intervention, including smoking cessation [45,60],
stress [50,51], and diet-related outcomes [39]. Continuous
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smoking-related improvements were observed. One study
reported confidence (g=0.56, 95% CI 0.27-0.84), importance
(g=0.24, 95% CI –0.03 to 0.52), and readiness to quit smoking
(g=0.17, 95% CI –0.10 to 0.45) from baseline to 1-week
follow-up compared to a single postsession measurement [60].
There was also strong and sustained smoking cessation across
multiple follow-up points, with large effects at 12 weeks
(g=1.40, 95% CI 1.03-1.78), 24 weeks (g=1.74, 95% CI
1.31-2.17), and 52 weeks (g=1.24, 95% CI 0.88-1.61) compared
to 9 weeks after the intervention [45]. However, 2 RCTs did
not find a consistent reduction in stress up to 12 weeks after an
8-week intervention in either the chatbot-only group [51] or the
multicomponent intervention integrated with the chatbot group
[50,51]. Similarly, for nonclinical eating disorder symptoms,
the effect size between the intervention and control groups
declined over time after the 4-week intervention (12-week:
g=–0.41, 95% CI –0.63 to –0.20; 24-week: g=–0.20, 95% CI
–0.41 to 0.01) [39].

Intervention Duration

Intervention duration appears to be an important factor
influencing the efficacy of AI chatbots on health behavior
change (4/33, 12.12%). A pre- and poststudy found that longer
intervention duration (>6 weeks) yielded small but additional
benefits across multiple behaviors among middle-aged and older
adults, including weight loss (6 weeks: g=–0.06; 12 weeks:
g=–0.07), waist circumference (6 weeks: g=–0.06; 12 weeks:
g=–0.13), diet adherence (6 weeks: g=2.04; 12 weeks: g=2.06),
and PA (6 weeks: g=0.32; 12 weeks: g=0.39) [48]. Similarly,
another RCT reported that the percentage of participants
increasing their metabolic equivalent of task scores rose from
mid-intervention (g=–0.14, 95% CI –1.35 to 1.07) to the end
of the 48-week intervention (g=0.06, 95% CI –0.87 to 0.98)
[46]. Differences in smoking cessation outcomes related to
intervention duration were also observed across 2 RCTs. A
longer intervention duration of 48 weeks was associated with
higher odds of biochemically validated abstinence in the chatbot
group compared with the control group (OR 1.01, 95% CI
0.18-1.84) [46], whereas a shorter 24-week duration showed
lower odds (OR 0.84, 95% CI 0.31-1.37) [19].

Intervention Modalities

In total, 9 of 33 (27.27%) studies have examined the impact of
chatbot modalities on health behavior change outcomes, with
all of them being RCTs. First, text-based chatbots performed
worse than other modalities, such as video-based chatbots,
virtual humans, and human coaches. A text-based AI chatbot
showed a smaller increase in PA (g=0.35, 95% CI –0.39 to 1.10)
compared with a video-based chatbot (g=1.14, 95% CI
0.34-1.94) after a 4-week intervention [38]. Similarly, the
text-based chatbot demonstrated the smallest effect size in stress
reduction (Cohen d=0.36) compared with the virtual human
(Cohen d=0.52) and teletherapy (Cohen d=0.54) groups [24].
A text-based chatbot-only intervention (g=–0.34, 95% CI –1.33
to 0.65) also performed worse in reducing stress compared with
traditional therapy (g=–0.71, 95% CI –1.44 to 0.03) [51].
Furthermore, participants who believed that they were
interacting with a bot experienced a smaller reduction in stress
than those who knew they were interacting with a human [42].
In addition, multicomponent interventions that combined

text-based chatbots performed better than traditional therapy or
other digital tools alone. For example, traditional therapy plus
an AI chatbot led to greater stress reduction after an 8-week
intervention compared with traditional therapy alone [50,51].
Similarly, combining psychopharmacological therapy with a
digital therapeutic solution including an AI chatbot produced
better stress reduction than psychopharmacological therapy
alone (g=0.13, 95% CI –0.28 to 0.53) [46]. Finally, regarding
chatbot design features, chatbots incorporating cues and intrinsic
or extrinsic rewards significantly increased PA compared with
a control chatbot without intrinsic rewards (t104=2.12; P=.04)
[58]. Personalized examples were linked to a significant increase
in motivation (g=0.98, 95% CI 0.60-1.36) but a significant
decrease in self-efficacy for PA engagement (g=–2.57, 95% CI
–3.22 to –1.92) [47].

Engagement

Engagement, encompassing both behavioral engagement and
subjective experience, emerged as a significant factor in
promoting health behavior change (6/33, 18.18%). Most studies
found that strong engagement was associated with positive
outcomes, with the exception of one study [52]. High engagers
(≥8 weekly check-ins) demonstrated greater increases in PA
(high: g=0.65, 95% CI –0.14 to 1.44; low: g=0.51, 95% CI –0.15
to 1.18) but lower improvements in diet adherence (high:
g=2.60, 95% CI 1.55-3.64; low: g=3.66, 95% CI 2.54-4.78)
compared with low engagers [49]. Efficient engagers, those
with lower behavioral engagement but stronger therapeutic
alliance, had significantly greater reductions in stress than other
user groups (g=–0.60, 95% CI –0.86 to –0.33) [56]. Intensive
users (>4 contacts and >30 minutes of total interaction time)
achieved higher quit rates than nonintensive users in both the
chatbot intervention group (g=1.12, 95% CI 0.55-1.68) and
usual care group (g=0.52, 95% CI 0.02-1.02) [19]. In addition,
a causal mediation analysis explained that higher message
involvement positively influenced PA intention through
increased feelings of calmness (β=.07; P=.003) and greater hope
(β=.44; P<.001) [37]. Finally, subjective feelings, such as the
emotional support provided by AI chatbots, significantly reduced
perceived stress through perceived supportiveness, underscoring
the importance of subjective engagement experiences [23].

Sleep, Alcohol, Sedentary, and Weight Management

There were a small number of studies examining the efficacy
of AI chatbots on sleep (n=2), weight management (n=4),
alcohol use (n=1), and sedentary behavior (n=1). All of these
were non-RCTs, except for the study by Carrasco-Hernandez
et al [46]. First, there was no consistent evidence that AI
chatbots effectively improved sleep quality or sleep quantity.
One study found no significant effects on sleep quality (g=0.02,
95% CI –0.34 to 0.38) or sleep duration, with the proportion of
short sleepers increasing by 6% after a 4-week intervention
[67]. In contrast, another study reported a modest 3%
improvement in sleep quality after a 1-week intervention [66].
Additionally, weight management appeared to be more
challenging to change through chatbot interventions. A pre- and
poststudy observed only small effects on weight loss (g=–0.07,
95% CI –0.57 to 0.43) and waist circumference reduction
(g=–0.13, 95% CI –0.63 to 0.37) after 12 weeks among
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middle-aged and older adults [48]. Similarly, other studies found
no significant changes in BMI at 6-week postintervention
(g=–0.01, 95% CI –0.27 to 0.24) [20], 24-week mid-intervention
(g=–0.05, 95% CI –0.45 to 0.35) [46], and 48-week
postintervention (g=0.13, 95% CI –0.28 to 0.53) [46].
Furthermore, the findings for alcohol use and sedentary behavior
were relatively positive, showing a significant reduction in
alcohol use disorder symptoms (g=–0.42, 95% CI –0.81 to
–0.03) [62] and a 32 minutes per day decrease in sitting time
[67].

Discussion

Principal Findings
The rapid advancement of AI and increased computational
power have significantly expanded the potential applications
and advantages of AI chatbots in facilitating health behavior
change. This study aimed to provide an up-to-date overview of
AI chatbot applications in this domain, along with practical
guidance for their development and implementation. Consistent
with prior research reviews [10,25,82], PA has emerged as a
prominent focus area. This might be due to the need for a
scalable intervention to solve the pandemic PA problems [83].
Health behavior change chatbots were classified as routine
coaches (predefined frequency and intensity) and on-demand
assistants (no specific frequency and intensity). Routine
coaching offers a low-cost alternative that can supplement
human therapists by providing guidance during their unavailable
periods. On-demand assistants allow users to self-monitor and
provide timely feedback. The 2 roles address key limitations of
conventional interventions by providing more timely, low-cost,
and personalized support while also reducing the resource
burden on the traditional health care system. Considering
theoretical foundations, most AI chatbots have been developed
based on CBT and use BCTs such as goal setting and planning,
feedback and monitoring, social support, and shaping
knowledge. Notably, compared with routine couches, on-demand
support chatbots rely more heavily on CBT as well as feedback
and monitoring techniques. To achieve these functions, 3 main
approaches have been used to develop AI chatbots: noncode
platforms, self-designed algorithms, and stand-alone
applications. Most studies used noncode platforms, such as
Google Dialogflow and IBM Watson, which were then
integrated into popular social messaging interfaces, including
Facebook Messenger. These noncode platforms are particularly
feasible for health behavior researchers who might lack
programming expertise. Thus, it significantly improved
accessibility and promoted wider adoption of chatbot
interventions in health behavior change (across 262 health care
centers [19] and up to 57,214 participants [34]).

We refined the validated digital framework [73] by adding
engagement elements [74]. The updated framework, which
includes technical, health behavior change, usability,
engagement, and cost, captures all major measures of assessing
the performance of AI chatbots in supporting health behavior
change. The findings revealed a notable gap in cost-related
evidence and highlighted the need for standardized approaches
to calculate a global performance score. Such a standardized

benchmark would help distinguish between high- and
low-performing AI chatbots and enable cross-study comparisons.
Moreover, the exploratory efficacy findings indicated that,
although existing studies generally show positive effects of AI
chatbots on health behavior change, evidence supporting
clinically observable outcomes remains limited. Additionally,
most studies have been conducted with nonclinical adult
populations (aged 19-64 years), using nonrandomized or
short-term trials (≤4 weeks), and have primarily focused on PA,
stress management, smoking, and diet. Therefore, researchers
should be cautious when applying these findings to clinical
settings.

There is also a lack of evidence on the effectiveness of AI
chatbots in real-world settings and their long-term efficacy in
supporting health behavior change. With regard to intervention
design and efficacy, a recent meta-analysis found no significant
differences in chatbot effectiveness for increasing
moderate-to-vigorous PA, daily steps, or fruit and vegetable
consumption by intervention duration or intervention
components [12]. In contrast, our exploration scoping review
identified consistent findings that the longer intervention
duration provides additional benefits across multiple behaviors,
such as PA, diet, stress management, and weight management.
Multicomponent interventions appeared more effective for stress
management and food intake than chatbot-only interventions,
though findings for PA were inconsistent. Regarding chatbot
modalities, a previous meta-analysis reported that text-based
chatbots were more efficacious than audio-based chatbots for
fruit and vegetable consumption [12]. In contrast, our
exploratory scoping review consistently found that text-based
chatbots did not outperform other modalities, such as
audio-based chatbots, human therapy, and virtual humans, in
terms of PA and perceived stress management. This confirmed
the statements that AI chatbots are not intended to replace health
care professionals or provide treatment, but rather to
complement existing care [52]. The inconsistent findings
between this scoping review and the previous meta-analysis
[12] underscore the need for additional systematic reviews and
meta-analyses to provide more up-to-date and definitive
conclusions. The exploratory findings also showed that higher
engagement with AI chatbots was associated with greater
improvements in health behavior outcomes, including increased
PA, better diet adherence, lower perceived stress, and higher
quit rates. These findings support previous research, indicating
that engagement is a key factor in promoting health behavior
change [83]. Finally, the minimal effects on weight management
outcomes found in this scoping review were consistent with
findings from the broader digital health intervention literature
[84,85]. This likely reflects the physiological constraints of
weight loss [46] and the fact that most chatbot interventions
have targeted activity-related outcomes rather than weight
outcomes. Despite these insightful findings, researchers should
interpret this conclusion with caution, as it is exploratory and
drawn from a broad scoping review rather than a rigorous
systematic review and meta-analysis. Moreover, the evidence
is based on small and fragmented samples across diverse health
behaviors, which limits the strength of conclusions for any
single behavior. Future systematic reviews and meta-analyses
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covering a wider range of health behaviors are needed to provide
stronger and more definitive evidence.

Implications

Practical Implications
AI chatbot shows benefits in promoting health behaviors among
nonclinical adult populations, including PA, smoking, stress
management, and diet. The chatbot can be strategically
leveraged to facilitate health behavior change either as a
stand-alone tool or by integrating it into existing programs,
serving 2 primary roles: routine coaching and on-demand
assistance. Establishing a clear distinction between these roles
is critical for determining the appropriate frequency, intensity,
and structure of user use. Moreover, researchers can design AI
chatbot functionalities based on the synthesized evidence from
health behavior change theories and BCTs identified in this
scoping review. However, the most effective functionalities
remain to be fully explored, and the underlying mechanisms
are not yet well understood. Additionally, an accessible approach
for health behavior scientists is to use no-code platforms (eg,
IBM Watson and Google Dialogflow) or consumer-facing
applications (eg, Woebot and Wysa) to develop and deploy AI
chatbots for health behavior change interventions. Engagement
is a critical factor that requires careful consideration, given the
well-documented challenges of sustaining long-term engagement
in AI chatbot interventions [34,39]. To address this issue,
researchers should develop strategic approaches to maintain
user engagement throughout the intervention period. Such
strategies may include ensuring high response quality,
optimizing interaction length [39], and incorporating visual
elements, such as icons and graphs, to enhance user experience
and promote sustained participation. It should also be noted that
designing such chatbots requires careful consideration of
participant characteristics (eg, age, gender, and clinical vs
nonclinical populations) and contextual factors (eg,
socioeconomic status, digital literacy, cultural norms, and
technological environments) to ensure relevance and
accessibility, thereby enhancing long-term engagement and
achieving targeted outcomes. Finally, future research should
incorporate a comprehensive set of evaluation measures
encompassing 5 key domains, including technical performance,
usability, health behavior changes outcomes, user engagement,
and cost, to enable a more rigorous and holistic validation of
AI chatbot efficacy.

Research Implications
This review summarized only the BCTs and theoretical
foundations, underscoring the need for future research to identify
the most influential BCTs and to examine how specific
techniques (eg, rewards and graphical feedback) influence health
behavior change outcomes within particular theoretical
frameworks. In terms of technologies, most studies rely heavily
on noncode platforms and conventional AI models. This
approach might result in limited natural language
communication capabilities and several well-documented issues,
including insufficient human-like interaction, a lack of affect,
empathy, and emotional support. To address these challenges,
future research should consider integrating more advanced AI
algorithms, such as generative models (eg, GPTs). Examining

whether variations in these technologies influence the overall
performance of AI chatbots is also important [86]. Additionally,
most of the studies included in this review were conducted
among Western, educated, industrialized, rich, and democratic
populations [87] and nonclinical healthy adults. This limits the
generalizability of the findings and practical guidance, as AI
chatbot performance may be moderated by factors such as age
differences [18,61], digital literacy, app familiarity, linguistic
and cultural differences [16], as well as underserved settings
[55]. Therefore, future research should focus on designing AI
chatbots tailored to diverse demographic groups (eg, clinical
populations, youths, and older adults) and contextual factors
(eg, digital health equity) to achieve better outcomes across a
broader range of populations.

Regarding AI chatbot validation outcomes, more evidence is
needed on cost, weight management, sleep, sedentary behavior,
and alcohol use. Additionally, more RCTs involving diverse
populations, including younger and older adults, clinical
populations, and individuals from varied social, economic, and
cultural backgrounds, are needed to provide stronger and more
comprehensive evidence. There is also a need to establish a gold
standard to standardize scoring across different framework
domains, including technical, usability, health behavior change,
engagement, and cost. For example, a benchmark can be used
to determine that when ≥75% of people think the chatbot is
useful, it can be regarded as high accuracy (10/10). This enables
the aggregation of individual domain assessments into a Global
Digital Health Score, which can help validate the quality of AI
chatbots and identify effective digital solutions. It can also
highlight areas for improvement and inform stakeholders about
potential gaps prior to product deployment. In addition to AI
chatbot intervention outcomes, implementation outcomes such
as reach, adoption, cost-effectiveness, fidelity, maintenance,
scalability, and effectiveness also need to be explored. This
would enhance the practical relevance of AI chatbots for digital
health practitioners, supporting their implementation in
real-world settings and improving scalability. Furthermore,
more systematic reviews and meta-analyses need to explore the
influence of intervention duration, multicomponent designs,
and dose-response factors (eg, duration, frequency, and
intensity) on AI chatbot performance, particularly given the
variations across different health behaviors. Finally, the
associations among different measures within the 5 clusters,
including technical, usability, health behavior change,
engagement, and cost, require further investigation. For example,
usability, measured by willingness to continue, was associated
with motivation to engage in activities and smoking quitter
self-identity [43]. This can help optimize chatbots to better align
with user needs, ultimately leading to improved health behavior
change outcomes.

Strengths and Limitations

Strengths
This scoping review contributed to previous research in 5 key
ways [10,12,25]. First, unlike prior reviews that focused on
narrow behavioral domains, this study encompassed a
comprehensive range of health behaviors, including PA, diet,
sleep, weight management, sedentary behavior, stress
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management, smoking, and alcohol consumption. We also used
an extensive search strategy incorporating synonyms and
part-of-speech variations. This approach yielded a substantially
larger pool of eligible papers, providing a more holistic
understanding of AI chatbots’ role in health behavior change.
Second, this review presents a detailed technology workflow
for developing AI chatbots, which spans from frontend
interfaces, backend architecture, and integration with external
systems. By presenting this framework, we offered health
behavior researchers, particularly those without computer
science expertise, clear guidance on the technical foundations
of chatbot implementation. Third, we classified AI chatbots on
the predefined frequency and intensity, offering practical
insights for researchers who sought to integrate this technology
into health behavior change intervention studies. Fourth, we
mapped chatbot functionalities onto the health BCT framework
to help practitioners select appropriate BCTs for AI chatbots.
Finally, we refined the digital validation tools by incorporating
engagement measures, providing future intervention studies
with clearer guidance on assessing chatbot performance
comprehensively.

Limitations and Future Studies
Several limitations should be noted. First, we excluded studies
that integrated audio-based chatbots, embodied conversational
agents, humanoid coach virtual reality, augmented reality virtual
coach, therapeutic robots, etc. This occurred because our focus
was on the communication characteristics of AI chatbots in
health behavior change rather than visual, action, or simulated
environments. These additional characteristics add another layer
of complexity to the deployment of AI chatbots. Future reviews
could explore different AI chatbots that include these
technologies. Second, we limited our study to publications in
English, which might exclude relevant chatbots developed in

other languages. Future reviews could consider including studies
published in other languages. We also strongly encourage
researchers conducting studies in non-English–speaking
countries to publish their findings in English to enable
cross-cultural comparisons. Finally, we included all types of
studies to provide a more comprehensive synthesis, even though
some were of relatively low quality. However, the heterogeneity
in study designs and methodologies may limit the comparability
of findings and the overall strength of the conclusions. We
encourage future systematic reviews and meta-analyses to draw
more robust insights by focusing on high-quality studies only.

Conclusions
This scoping review offers a comprehensive synthesis of AI
chatbots as health behavior change interventions. The analysis
revealed that PA was mostly targeted. When designing an AI
chatbot, it is important to clearly define its roles (ie, routine
coach or on-demand assistant or the combination) as well as to
specify its theoretical foundation (eg, CBT), BCTs (eg, goals
and planning), and technology workflow (eg, Google Dialogflow
integrated with Facebook Messenger). The performance of AI
chatbots can be evaluated across 5 clusters: technical, health
behavior change, usability, engagement, and cost. Future studies
should explore more on cost, sleep, weight management,
sedentary behavior, and alcohol use to provide more
comprehensive evidence. Additionally, they should also examine
implementation outcomes to enhance the scalability of AI
chatbot interventions. Moreover, rigorous RCTs in diverse
populations are needed to generate robust and generalizable
findings. Finally, the sustainability of AI chatbot effects on
health behavior change along with factors such as intervention
duration, modality, and engagement (eg, use duration, frequency,
and intensity), as well as the interactions among the 5 evaluation
clusters, warrant further exploration.

 

Acknowledgments
The authors especially thank Conrad Ma and Shreya Sanghvi for validating the data charting and synthesis for this scoping review.
There is “nonhuman” assistance, such as machine learning, artificial intelligence, language models, and similar technology or
tools, for the purposes of information gathering, analysis, content creation, manuscript writing, and editing.

Funding
No external financial support or grants were received from any public, commercial, or not-for-profit entities for the research,
authorship, or publication of this paper.

Authors' Contributions
Conceptualization: LF (lead), YB (supporting)
Methodology: LF (lead), RB (supporting), YB (supporting)
Data curation: LF (lead), YX (supporting)
Formal analysis: LF (lead)
Writing—original draft: LF (lead)
Writing—review and editing: LF (lead), RB (supporting), YX (supporting), JS (supporting), SZ (supporting), PE (supporting),
YB (supporting)

Conflicts of Interest
None declared.

J Med Internet Res 2026 | vol. 28 | e79677 | p.497https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 1
PRISMA-ScR checklist.
[DOCX File , 42 KB - jmir_v28i1e79677_app1.docx ]

Multimedia Appendix 2
Detailed information on search terms, study eligibility criteria, quality assessment, data extraction items, overview of included
studies, study description, characteristics of included studies, theoretical foundation, techniques for developing artificial intelligence
chatbots, and efficacy and effectiveness of artificial intelligence chatbots on health behavior change.
[DOCX File , 954 KB - jmir_v28i1e79677_app2.docx ]

References
1. Glanz K, Rimer BK, Viswanath K. Health Behavior: Theory, Research, and Practice. 5th Edition. San Francisco, CA:

Jossey-Bass; 2015.
2. Rippe JM. Lifestyle medicine: the health promoting power of daily habits and practices. Am J Lifestyle Med

2018;12(6):499-512 [FREE Full text] [doi: 10.1177/1559827618785554] [Medline: 30783405]
3. Merlo G, Vela A. Mental health in lifestyle medicine: a call to action. Am J Lifestyle Med 2022;16(1):7-20 [FREE Full

text] [doi: 10.1177/15598276211013313] [Medline: 35185421]
4. Cecchini M, Sassi F, Lauer JA, Lee YY, Guajardo-Barron V, Chisholm D. Tackling of unhealthy diets, physical inactivity,

and obesity: health effects and cost-effectiveness. Lancet 2010;376(9754):1775-1784. [doi: 10.1016/S0140-6736(10)61514-0]
[Medline: 21074255]

5. Olsen JM, Nesbitt BJ. Health coaching to improve healthy lifestyle behaviors: an integrative review. Am J Health Promot
2010;25(1):e1-e12. [doi: 10.4278/ajhp.090313-LIT-101] [Medline: 20809820]

6. Kivelä K, Elo S, Kyngäs H, Kääriäinen M. The effects of health coaching on adult patients with chronic diseases: a systematic
review. Patient Educ Couns 2014;97(2):147-157. [doi: 10.1016/j.pec.2014.07.026] [Medline: 25127667]

7. Palmer S, Tubbs I, Whybrow A. Health coaching to facilitate the promotion of healthy behaviour and achievement of
health-related goals. Int J Health Promot Educ 2003;41(3):91-93. [doi: 10.1080/14635240.2003.10806231]

8. Barry MJ, Edgman-Levitan S. Shared decision making—pinnacle of patient-centered care. N Engl J Med
2012;366(9):780-781. [doi: 10.1056/NEJMp1109283] [Medline: 22375967]

9. Mitchell EG, Maimone R, Cassells A, Tobin JN, Davidson P, Smaldone AM, et al. Automated vs. human health coaching:
exploring participant and practitioner experiences. Proc ACM Hum Comput Interact 2021;5(CSCW1):1-37 [FREE Full
text] [doi: 10.1145/3449173] [Medline: 36304916]

10. Aggarwal A, Tam CC, Wu D, Li X, Qiao S. Artificial intelligence-based chatbots for promoting health behavioral changes:
Systematic review. J Med Internet Res 2023;25:e40789 [FREE Full text] [doi: 10.2196/40789] [Medline: 36826990]

11. Chatbot. Dictionary.com. URL: https://www.dictionary.com/browse/chatbot [accessed 2024-06-25]
12. Singh B, Olds T, Brinsley J, Dumuid D, Virgara R, Matricciani L, et al. Systematic review and meta-analysis of the

effectiveness of chatbots on lifestyle behaviours. NPJ Digit Med 2023;6(1):118 [FREE Full text] [doi:
10.1038/s41746-023-00856-1] [Medline: 37353578]

13. Rutjes H, Willemsen MC, Jsselsteijn IWA. Beyond behavior: the coach’s perspective on technology in health coaching.
2019 Presented at: Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems; May 4-9, 2019;
Glasgow, Scotland, United Kingdom p. 1-14. [doi: https://doi.org/10.1145/3290605.3300900]

14. Davenport T, Kalakota R. The potential for artificial intelligence in healthcare. Future Healthc J 2019;6(2):94-98 [FREE
Full text] [doi: 10.7861/futurehosp.6-2-94] [Medline: 31363513]

15. Adamopoulou E, Moussiades L. An overview of chatbot technology. Artif Intell Appl Innov 2020;584:373-383. [doi:
10.1007/978-3-030-49186-4_31]

16. Figueroa CA, Luo TC, Jacobo A, Munoz A, Manuel M, Chan D, et al. Conversational physical activity coaches for Spanish
and English speaking women: a user design study. Front Digit Health 2021;3:747153 [FREE Full text] [doi:
10.3389/fdgth.2021.747153] [Medline: 34713207]

17. Holmes S, Moorhead A, Bond R, Zheng H, Coates V, Mctear M. Usability testing of a healthcare chatbot: can we use
conventional methods to assess conversational user interfaces? 2019 Presented at: Proceedings of the 31st European
Conference on Cognitive Ergonomics; September 10-13, 2019; Belfast, United Kingdom p. 207-214. [doi:
10.1145/3335082.3335094]

18. Legaspi CM, Pacana TR, Loja K, Sing C, Ong E. User perception of Wysa as a mental well-being support tool during the
COVID-19 pandemic. 2022 Presented at: Asian HCI Symposium ’22. ACM; April 29-May 5, 2022; New Orleans, LA,
United States p. 52-57. [doi: 10.1145/3516492.3559064]

19. Olano-Espinosa E, Avila-Tomas JF, Minue-Lorenzo C, Matilla-Pardo B, Serrano Serrano ME, Martinez-Suberviola FJ, et
al. Effectiveness of a conversational chatbot (Dejal@bot) for the adult population to quit smoking: pragmatic, multicenter,
controlled, randomized clinical trial in primary care. JMIR Mhealth Uhealth 2022;10(6):e34273 [FREE Full text] [doi:
10.2196/34273] [Medline: 35759328]

J Med Internet Res 2026 | vol. 28 | e79677 | p.498https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e79677_app1.docx&filename=15b92014a620916df3d7be5334c466ec.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e79677_app1.docx&filename=15b92014a620916df3d7be5334c466ec.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e79677_app2.docx&filename=151b79186ce329554dc14e44687e6fa4.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e79677_app2.docx&filename=151b79186ce329554dc14e44687e6fa4.docx
https://europepmc.org/abstract/MED/30783405
http://dx.doi.org/10.1177/1559827618785554
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30783405&dopt=Abstract
https://europepmc.org/abstract/MED/35185421
https://europepmc.org/abstract/MED/35185421
http://dx.doi.org/10.1177/15598276211013313
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35185421&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(10)61514-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21074255&dopt=Abstract
http://dx.doi.org/10.4278/ajhp.090313-LIT-101
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20809820&dopt=Abstract
http://dx.doi.org/10.1016/j.pec.2014.07.026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25127667&dopt=Abstract
http://dx.doi.org/10.1080/14635240.2003.10806231
http://dx.doi.org/10.1056/NEJMp1109283
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22375967&dopt=Abstract
https://europepmc.org/abstract/MED/36304916
https://europepmc.org/abstract/MED/36304916
http://dx.doi.org/10.1145/3449173
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36304916&dopt=Abstract
https://www.jmir.org/2023//e40789/
http://dx.doi.org/10.2196/40789
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36826990&dopt=Abstract
https://www.dictionary.com/browse/chatbot
https://doi.org/10.1038/s41746-023-00856-1
http://dx.doi.org/10.1038/s41746-023-00856-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37353578&dopt=Abstract
http://dx.doi.org/https://doi.org/10.1145/3290605.3300900
https://linkinghub.elsevier.com/retrieve/pii/S2514-6645(24)01059-2
https://linkinghub.elsevier.com/retrieve/pii/S2514-6645(24)01059-2
http://dx.doi.org/10.7861/futurehosp.6-2-94
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31363513&dopt=Abstract
http://dx.doi.org/10.1007/978-3-030-49186-4_31
https://europepmc.org/abstract/MED/34713207
http://dx.doi.org/10.3389/fdgth.2021.747153
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34713207&dopt=Abstract
http://dx.doi.org/10.1145/3335082.3335094
http://dx.doi.org/10.1145/3516492.3559064
https://mhealth.jmir.org/2022/6/e34273/
http://dx.doi.org/10.2196/34273
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35759328&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


20. To QG, Green C, Vandelanotte C. Feasibility, usability, and effectiveness of a machine learning-based physical activity
chatbot: quasi-experimental study. JMIR Mhealth Uhealth 2021;9(11):e28577 [FREE Full text] [doi: 10.2196/28577]
[Medline: 34842552]

21. Jörke M, Sapkota S, Warkenthien L. Supporting physical activity behavior change with LLM-based conversational agents.
ArXiv Preprint posted online on May 9, 2024. [doi: 10.48550/arXiv.2405.06061]

22. Chauvin R, Clavel C, Ravenet B, Sabouret N. A virtual coach with more or less empathy: impact on older adults’engagement
to exercise. 2023 Presented at: 23rd International Conference on Intelligent Virtual Agents (ACM IVA 2023); September
19-22, 2023; Würzburg, Germany. [doi: 10.1145/3570945.3607338]

23. Meng J, Dai YN. Emotional support from AI chatbots: should a supportive partner self-disclose or not? J Comput-Mediat
Commun 2021;26(4):207-222. [doi: 10.1093/jcmc/zmab005]

24. Karhiy M, Sagar M, Antoni M, Loveys K, Broadbent E. Mindfulness based stress reduction: a randomised trial of a virtual
human, teletherapy, and a chatbot. 2023 Presented at: 2023 11th International Conference on Affective Computing and
Intelligent Interaction Workshops and Demos (ACIIW); September 10-13, 2023; Cambridge, MA, United States p. 1-7.
[doi: 10.1109/aciiw59127.2023.10388195]

25. Oh YJ, Zhang J, Fang M, Fukuoka Y. A systematic review of artificial intelligence chatbots for promoting physical activity,
healthy diet, and weight loss. Int J Behav Nutr Phys Act 2021;18(1):160 [FREE Full text] [doi: 10.1186/s12966-021-01224-6]
[Medline: 34895247]

26. Munn Z, Peters MDJ, Stern C, Tufanaru C, McArthur A, Aromataris E. Systematic review or scoping review? Guidance
for authors when choosing between a systematic or scoping review approach. BMC Med Res Methodol 2018;18(1):143
[FREE Full text] [doi: 10.1186/s12874-018-0611-x] [Medline: 30453902]

27. Tricco AC, Lillie E, Zarin W, O'Brien KK, Colquhoun H, Levac D, et al. PRISMA Extension for Scoping Reviews
(PRISMA-ScR): checklist and explanation. Ann Intern Med 2018;169(7):467-473 [FREE Full text] [doi: 10.7326/M18-0850]
[Medline: 30178033]

28. Fu L, Xie Y, Bai Y. The development and use of artificial intelligence chatbots for health behavior change—a scoping
review. Open Science Framework. 2024. URL: https://osf.io/wcspx/overview [accessed 2026-01-04]

29. Gray ID, Kross AR, Renfrew ME, Wood P. Precision medicine in lifestyle medicine: the way of the future? Am J Lifestyle
Med 2019;14(2):169-186 [FREE Full text] [doi: 10.1177/1559827619834527] [Medline: 32231483]

30. Methley AM, Campbell S, Chew-Graham C, McNally R, Cheraghi-Sohi S. PICO, PICOS and SPIDER: a comparison study
of specificity and sensitivity in three search tools for qualitative systematic reviews. BMC Health Serv Res 2014;14:579
[FREE Full text] [doi: 10.1186/s12913-014-0579-0] [Medline: 25413154]

31. McHugh ML. Interrater reliability: the kappa statistic. Biochem Med 2012:276-282. [doi: 10.11613/BM.2012.031]
32. Hong QN, Fàbregues S, Bartlett G, Boardman F, Cargo M, Dagenais P, et al. The Mixed Methods Appraisal Tool (MMAT)

version 2018 for information professionals and researchers. Educ Inf 2018;34(4):285-291. [doi: 10.3233/EFI-180221]
33. Cameron G, Cameron D, Megaw G. Assessing the usability of a chatbot for mental health care. In: Lecture Notes in

Computer Science. 2018 Presented at: INSCI 2018 International Workshop; October 24-26, 2018; St Petersburg, Russia
p. 121-132. [doi: 10.1007/978-3-030-17705-8_11]

34. Perski O, Crane D, Beard E, Brown J. Does the addition of a supportive chatbot promote user engagement with a smoking
cessation app? An experimental study. Digit Health 2019;5:2055207619880676 [FREE Full text] [doi:
10.1177/2055207619880676] [Medline: 31620306]

35. Albino de Queiroz D, Silva Passarello R, Veloso de Moura Fé V, Rossini A, Folchini da Silveira E, Aparecida Isquierdo
Fonseca de Queiroz E, et al. A wearable chatbot-based model for monitoring colorectal cancer patients in the active phase
of treatment. Healthc Anal 2023;4:100257. [doi: 10.1016/j.health.2023.100257]

36. Alghamdi E, Alnanih R. Chatbot design for a healthy life to celiac patients: a study according to a new behavior change
model. Int J Adv Comput Sci Appl 2021;12(10):698-707. [doi: 10.14569/ijacsa.2021.0121077]

37. Catellani P, Biella M, Carfora V, Nardone A, Brischigiaro L, Manera MR, et al. A theory-based and data-driven approach
to promoting physical activity through message-based interventions. Front Psychol 2023;14:1200304 [FREE Full text]
[doi: 10.3389/fpsyg.2023.1200304] [Medline: 37575427]

38. Hassoon A, Baig Y, Naiman DQ, Celentano DD, Lansey D, Stearns V, et al. Randomized trial of two artificial intelligence
coaching interventions to increase physical activity in cancer survivors. NPJ Digit Med 2021;4(1):168 [FREE Full text]
[doi: 10.1038/s41746-021-00539-9] [Medline: 34887491]

39. Fitzsimmons-Craft EE, Chan WW, Smith AC, Firebaugh M, Fowler LA, Topooco N, et al. Effectiveness of a chatbot for
eating disorders prevention: a randomized clinical trial. Int J Eat Disord 2022;55(3):343-353. [doi: 10.1002/eat.23662]
[Medline: 35274362]

40. Larizza C, Bosoni P, Quaglini S, Chasseur M, Bevolo V, Zuccotti G, et al. V-care: an application to support lifestyle
improvement in children with obesity. Int J Med Inform 2023;177:105140. [doi: 10.1016/j.ijmedinf.2023.105140] [Medline:
37463558]

41. Stephens TN, Joerin A, Rauws M, Werk LN. Feasibility of pediatric obesity and prediabetes treatment support through
Tess, the AI behavioral coaching chatbot. Transl Behav Med 2019;9(3):440-447. [doi: 10.1093/tbm/ibz043] [Medline:
31094445]

J Med Internet Res 2026 | vol. 28 | e79677 | p.499https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://mhealth.jmir.org/2021/11/e28577/
http://dx.doi.org/10.2196/28577
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34842552&dopt=Abstract
http://dx.doi.org/10.48550/arXiv.2405.06061
http://dx.doi.org/10.1145/3570945.3607338
http://dx.doi.org/10.1093/jcmc/zmab005
http://dx.doi.org/10.1109/aciiw59127.2023.10388195
https://ijbnpa.biomedcentral.com/articles/10.1186/s12966-021-01224-6
http://dx.doi.org/10.1186/s12966-021-01224-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34895247&dopt=Abstract
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-018-0611-x
http://dx.doi.org/10.1186/s12874-018-0611-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30453902&dopt=Abstract
https://www.acpjournals.org/doi/10.7326/M18-0850?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.7326/M18-0850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30178033&dopt=Abstract
https://osf.io/wcspx/overview
https://europepmc.org/abstract/MED/32231483
http://dx.doi.org/10.1177/1559827619834527
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32231483&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-014-0579-0
http://dx.doi.org/10.1186/s12913-014-0579-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25413154&dopt=Abstract
http://dx.doi.org/10.11613/BM.2012.031
http://dx.doi.org/10.3233/EFI-180221
http://dx.doi.org/10.1007/978-3-030-17705-8_11
https://journals.sagepub.com/doi/10.1177/2055207619880676?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/2055207619880676
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31620306&dopt=Abstract
http://dx.doi.org/10.1016/j.health.2023.100257
http://dx.doi.org/10.14569/ijacsa.2021.0121077
https://europepmc.org/abstract/MED/37575427
http://dx.doi.org/10.3389/fpsyg.2023.1200304
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37575427&dopt=Abstract
https://doi.org/10.1038/s41746-021-00539-9
http://dx.doi.org/10.1038/s41746-021-00539-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34887491&dopt=Abstract
http://dx.doi.org/10.1002/eat.23662
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35274362&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2023.105140
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37463558&dopt=Abstract
http://dx.doi.org/10.1093/tbm/ibz043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31094445&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Medeiros L, Bosse T, Gerritsen C. Can a chatbot comfort humans? Studying the impact of a supportive chatbot on users'
self-perceived stress. IEEE Trans Human-Mach Syst 2022;52(3):343-353. [doi: 10.1109/THMS.2021.3113643]

43. Albers N, Neerincx MA, Aretz NL, Ali M, Ekinci A, Brinkman WP. Attitudes toward a virtual smoking cessation coach:
relationship and willingness to continue. In: Meschtscherjakov A, Midden C, Ham J, editors. Persuasive Technology.
PERSUASIVE 2023. Lecture Notes in Computer Science, vol 13832. Switzerland: Springer; 2023:265-274.

44. Piao M, Kim J, Ryu H, Lee H. Development and usability evaluation of a healthy lifestyle coaching chatbot using a habit
formation model. Healthc Inform Res 2020;26(4):255-264 [FREE Full text] [doi: 10.4258/hir.2020.26.4.255] [Medline:
33190459]

45. Masaki K, Tateno H, Kameyama N, Morino E, Watanabe R, Sekine K, et al. Impact of a novel smartphone app (CureApp
smoking cessation) on nicotine dependence: prospective single-arm interventional pilot study. JMIR Mhealth Uhealth
2019;7(2):e12694 [FREE Full text] [doi: 10.2196/12694] [Medline: 30777848]

46. Carrasco-Hernandez L, Jódar-Sánchez F, Núñez-Benjumea F, Moreno Conde J, Mesa González M, Civit-Balcells A, et al.
A mobile health solution complementing psychopharmacology-supported smoking cessation: randomized controlled trial.
JMIR Mhealth Uhealth 2020;8(4):e17530 [FREE Full text] [doi: 10.2196/17530] [Medline: 32338624]

47. Albers N, Hizli B, Scheltinga BL, Meijer E, Brinkman WP. Setting physical activity goals with a virtual coach: Vicarious
experiences, personalization and acceptance. J Med Syst 2023;47(1):15 [FREE Full text] [doi: 10.1007/s10916-022-01899-9]
[Medline: 36710276]

48. Maher CA, Davis CR, Curtis RG, Short CE, Murphy KJ. A physical activity and diet program delivered by artificially
intelligent virtual health coach: proof-of-concept study. JMIR Mhealth Uhealth 2020;8(7):e17558 [FREE Full text] [doi:
10.2196/17558] [Medline: 32673246]

49. Davis CR, Murphy KJ, Curtis RG, Maher CA. A process evaluation examining the performance, adherence, and acceptability
of a physical activity and diet artificial intelligence virtual health assistant. Int J Environ Res Public Health 2020;17(23):9137
[FREE Full text] [doi: 10.3390/ijerph17239137] [Medline: 33297456]

50. Danieli M, Ciulli T, Mousavi SM, Riccardi G. A conversational artificial intelligence agent for a mental health care app:
evaluation study of its participatory design. JMIR Form Res 2021;5(12):e30053 [FREE Full text] [doi: 10.2196/30053]
[Medline: 34855607]

51. Danieli M, Ciulli T, Mousavi SM, Silvestri G, Barbato S, Di Natale L, et al. Assessing the impact of conversational artificial
intelligence in the treatment of stress and anxiety in aging adults: randomized controlled trial. JMIR Ment Health
2022;9(9):e38067 [FREE Full text] [doi: 10.2196/38067] [Medline: 36149730]

52. Daley K, Hungerbuehler I, Cavanagh K, Claro HG, Swinton PA, Kapps M. Preliminary evaluation of the engagement and
effectiveness of a mental health chatbot. Front Digit Health 2020;2:576361 [FREE Full text] [doi: 10.3389/fdgth.2020.576361]
[Medline: 34713049]

53. De Nieva JO, Joaquin JA, Tan CB, Marc Te RK, Ong E. Investigating students’ use of a mental health chatbot to alleviate
academic stress. 2021 Presented at: 6th International ACM In-Cooperation HCI and UX Conference; October 21-23, 2020;
Jakarta & Bandung, Indonesia p. 1-10. [doi: 10.1145/3431656.3431657]

54. Durden E, Pirner MC, Rapoport SJ, Williams A, Robinson A, Forman-Hoffman VL. Changes in stress, burnout, and
resilience associated with an 8-week intervention with relational agent "Woebot". Internet Interv 2023;33:100637 [FREE
Full text] [doi: 10.1016/j.invent.2023.100637] [Medline: 37635948]

55. Forman-Hoffman VL, Pirner MC, Flom M, Kirvin-Quamme A, Durden E, Kissinger JA, et al. Engagement, satisfaction,
and mental health outcomes across different residential subgroup users of a digital mental health relational agent: exploratory
single-arm study. JMIR Form Res 2023;7:e46473 [FREE Full text] [doi: 10.2196/46473] [Medline: 37756047]

56. Hoffman V, Flom M, Mariano TY, Chiauzzi E, Williams A, Kirvin-Quamme A, et al. User engagement clusters of an
8-week digital mental health intervention guided by a relational agent (Woebot): exploratory study. J Med Internet Res
2023;25:e47198 [FREE Full text] [doi: 10.2196/47198] [Medline: 37831490]

57. Moore R, Al-Tamimi AK, Freeman E. Investigating the potential of a conversational agent (Phyllis) to support adolescent
health and overcome barriers to physical activity: co-design study. JMIR Form Res 2024;8:e51571 [FREE Full text] [doi:
10.2196/51571] [Medline: 38294857]

58. Piao M, Ryu H, Lee H, Kim J. Use of the healthy lifestyle coaching chatbot app to promote stair-climbing habits among
office workers: exploratory randomized controlled trial. JMIR Mhealth Uhealth 2020;8(5):e15085 [FREE Full text] [doi:
10.2196/15085] [Medline: 32427114]

59. Almusharraf F, Rose J, Selby P. Engaging unmotivated smokers to move toward quitting: design of motivational
interviewing-based chatbot through iterative interactions. J Med Internet Res 2020;22(11):e20251 [FREE Full text] [doi:
10.2196/20251] [Medline: 33141095]

60. Brown A, Kumar AT, Melamed O, Ahmed I, Wang YH, Deza A, et al. A motivational interviewing chatbot with generative
reflections for increasing readiness to quit smoking: iterative development study. JMIR Ment Health 2023;10:e49132 [FREE
Full text] [doi: 10.2196/49132] [Medline: 37847539]

61. Aarts T, Markopoulos P, Giling L, Vacaretu T, Pillen S. Snoozy: a chatbot-based sleep diary for children aged eight to
twelve. 2022 Presented at: IDC '22: Interaction Design and Children; June 27-30, 2022; Braga, Portugal p. 297-307. [doi:
https://doi.org/10.1145/3501712.3529718]

J Med Internet Res 2026 | vol. 28 | e79677 | p.500https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1109/THMS.2021.3113643
https://europepmc.org/abstract/MED/33190459
http://dx.doi.org/10.4258/hir.2020.26.4.255
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33190459&dopt=Abstract
https://mhealth.jmir.org/2019/2/e12694/
http://dx.doi.org/10.2196/12694
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30777848&dopt=Abstract
http://hdl.handle.net/10261/234331
http://dx.doi.org/10.2196/17530
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32338624&dopt=Abstract
https://europepmc.org/abstract/MED/36710276
http://dx.doi.org/10.1007/s10916-022-01899-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36710276&dopt=Abstract
https://mhealth.jmir.org/2020/7/e17558/
http://dx.doi.org/10.2196/17558
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32673246&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph17239137
http://dx.doi.org/10.3390/ijerph17239137
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33297456&dopt=Abstract
https://formative.jmir.org/2021/12/e30053/
http://dx.doi.org/10.2196/30053
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34855607&dopt=Abstract
https://mental.jmir.org/2022/9/e38067/
http://dx.doi.org/10.2196/38067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36149730&dopt=Abstract
https://europepmc.org/abstract/MED/34713049
http://dx.doi.org/10.3389/fdgth.2020.576361
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34713049&dopt=Abstract
http://dx.doi.org/10.1145/3431656.3431657
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(23)00037-4
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(23)00037-4
http://dx.doi.org/10.1016/j.invent.2023.100637
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37635948&dopt=Abstract
https://formative.jmir.org/2023//e46473/
http://dx.doi.org/10.2196/46473
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37756047&dopt=Abstract
https://www.jmir.org/2023//e47198/
http://dx.doi.org/10.2196/47198
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37831490&dopt=Abstract
https://formative.jmir.org/2024//e51571/
http://dx.doi.org/10.2196/51571
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38294857&dopt=Abstract
https://mhealth.jmir.org/2020/5/e15085/
http://dx.doi.org/10.2196/15085
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32427114&dopt=Abstract
https://www.jmir.org/2020/11/e20251/
http://dx.doi.org/10.2196/20251
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33141095&dopt=Abstract
https://mental.jmir.org/2023//e49132/
https://mental.jmir.org/2023//e49132/
http://dx.doi.org/10.2196/49132
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37847539&dopt=Abstract
http://dx.doi.org/https://doi.org/10.1145/3501712.3529718
http://www.w3.org/Style/XSL
http://www.renderx.com/


62. Prochaska JJ, Vogel EA, Chieng A, Kendra M, Baiocchi M, Pajarito S, et al. A therapeutic relational agent for reducing
problematic substance use (Woebot): development and usability study. J Med Internet Res 2021;23(3):e24850 [FREE Full
text] [doi: 10.2196/24850] [Medline: 33755028]

63. Griol D, Callejas Z, Fernandez-Martinez F, Esposito A. An application of conversational systems to promote healthy
lifestyle habits. 2022 Presented at: 2022 IEEE Intl Conf on Dependable, Autonomic and Secure Computing, Intl Conf on
Pervasive Intelligence and Computing, Intl Conf on Cloud and Big Data Computing, Intl Conf on Cyber Science and
Technology Congress (DASC/PiCom/CBDCom/CyberSciTech); September 12-15, 2022; Falerna, Italy p. 1-6. [doi:
10.1109/dasc/picom/cbdcom/cy55231.2022.9927835]

64. Rahmanti AR, Yang H, Bintoro BS, Nursetyo AA, Muhtar MS, Syed-Abdul S, et al. SlimMe, a chatbot with artificial
empathy for personal weight management: system design and finding. Front Nutr 2022;9:870775 [FREE Full text] [doi:
10.3389/fnut.2022.870775] [Medline: 35811989]

65. Fadhil A, AbuRa’ed A. OlloBot—towards a text-based Arabic health conversational agent: evaluation and results. 2019
Presented at: Proceedings—Natural Language Processing in a Deep Learning World; September 2-4, 2019; Shoumen,
Bulgaria p. 295-303. [doi: 10.26615/978-954-452-056-4_034]

66. Sia DE, Yu MJ, Daliva JL, Montenegro J, Ong E. Investigating the acceptability and perceived effectiveness of a chatbot
in helping students assess their well-being. 2021 Presented at: Asian CHI Symposium 2021; May 8-13, 2021; Yokohama,
Japan p. 34-40. [doi: 10.1145/3429360.3468177]

67. Dhinagaran DA, Sathish T, Soong A, Theng Y, Best J, Tudor Car L. Conversational agent for healthy lifestyle behavior
change: web-based feasibility study. JMIR Form Res 2021;5(12):e27956 [FREE Full text] [doi: 10.2196/27956] [Medline:
34870611]

68. Sun X, Casula D, Navaratnam A. Virtual support for real-world movement: using chatbots to overcome barriers to physical
activity. 2023 Presented at: 2nd International Conference on Hybrid Human-Artificial Intelligence; June 26-30, 2023;
Munich, Germany p. 201-214. [doi: 10.3233/FAIA230084]

69. Pace R, Pluye P, Bartlett G, Macaulay AC, Salsberg J, Jagosh J, et al. Testing the reliability and efficiency of the pilot
Mixed Methods Appraisal Tool (MMAT) for systematic mixed studies review. Int J Nurs Stud 2012;49(1):47-53. [doi:
10.1016/j.ijnurstu.2011.07.002] [Medline: 21835406]

70. Luo TC, Aguilera A, Lyles CR, Figueroa CA. Promoting physical activity through conversational agents: mixed methods
systematic review. J Med Internet Res 2021;23(9):e25486. [doi: 10.2196/25486] [Medline: 34519653]

71. Lefevre AE, Agarwal S, Zeller K, Vasudevan L, Healey K, Tamrat T, et al. Monitoring and evaluating digital health
interventions: a practical guide to conducting research and assessment. World Health Organization. 2016. URL: https:/
/www.who.int/publications/i/item/9789241511766 [accessed 2024-03-08]

72. Michie S, Richardson M, Johnston M, Abraham C, Francis J, Hardeman W, et al. The behavior change technique taxonomy
(v1) of 93 hierarchically clustered techniques: building an international consensus for the reporting of behavior change
interventions. Ann Behav Med 2013;46(1):81-95 [FREE Full text] [doi: 10.1007/s12160-013-9486-6] [Medline: 23512568]

73. Mathews SC, McShea MJ, Hanley CL, Ravitz A, Labrique AB, Cohen AB. Digital health: a path to validation. NPJ Digit
Med 2019;2(1):38 [FREE Full text] [doi: 10.1038/s41746-019-0111-3] [Medline: 31304384]

74. Perski O, Blandford A, West R, Michie S. Conceptualising engagement with digital behaviour change interventions: a
systematic review using principles from critical interpretive synthesis. Transl Behav Med 2017;7(2):254-267 [FREE Full
text] [doi: 10.1007/s13142-016-0453-1] [Medline: 27966189]

75. Lindemann EA, Chen ES, Wang Y, Skube SJ, Melton GB. Representation of social history factors across age groups: a
topic analysis of free-text social documentation. AMIA Annu Symp Proc 2017:1169-1178 [FREE Full text] [Medline:
29854185]

76. Beck JS. Cognitive behavior therapy. 3rd Edition. In: Basics and Beyond. New York, NY: Guilford Publications; 2020.
77. Miller WR, Rollnick S. Motivational Interviewing: Helping People Change. New York, NY: Guilford Press; 2012.
78. Safi Z, Abd-Alrazaq A, Khalifa M, Househ M. Technical aspects of developing chatbots for medical applications: scoping

review. J Med Internet Res 2020;22(12):e19127 [FREE Full text] [doi: 10.2196/19127] [Medline: 33337337]
79. Persch AC, Page SJ. Protocol development, treatment fidelity, adherence to treatment, and quality control. Am J Occup

Ther 2013;67(2):146-153 [FREE Full text] [doi: 10.5014/ajot.2013.006213] [Medline: 23433268]
80. Salema NEM, Elliott RA, Glazebrook C. A systematic review of adherence-enhancing interventions in adolescents taking

long-term medicines. J Adolesc Health 2011;49(5):455-466. [doi: 10.1016/j.jadohealth.2011.02.010] [Medline: 22018559]
81. Sullivan GM, Feinn R. Using effect size—or why the P value is not enough. J Grad Med Educ 2012;4(3):279-282 [FREE

Full text] [doi: 10.4300/JGME-D-12-00156.1] [Medline: 23997866]
82. Chew HSJ. The use of artificial intelligence-based conversational agents (chatbots) for weight loss: scoping review and

practical recommendations. JMIR Med Inform 2022;10(4):e32578 [FREE Full text] [doi: 10.2196/32578] [Medline:
35416791]

83. Kohl HW, Craig CL, Lambert EV, Inoue S, Alkandari JR, Leetongin G, et al. The pandemic of physical inactivity: global
action for public health. Lancet 2012;380(9838):294-305 [FREE Full text] [doi: 10.1016/S0140-6736(12)60898-8] [Medline:
22818941]

J Med Internet Res 2026 | vol. 28 | e79677 | p.501https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2021/3/e24850/
https://www.jmir.org/2021/3/e24850/
http://dx.doi.org/10.2196/24850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33755028&dopt=Abstract
http://dx.doi.org/10.1109/dasc/picom/cbdcom/cy55231.2022.9927835
https://europepmc.org/abstract/MED/35811989
http://dx.doi.org/10.3389/fnut.2022.870775
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35811989&dopt=Abstract
http://dx.doi.org/10.26615/978-954-452-056-4_034
http://dx.doi.org/10.1145/3429360.3468177
https://formative.jmir.org/2021/12/e27956/
http://dx.doi.org/10.2196/27956
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34870611&dopt=Abstract
http://dx.doi.org/10.3233/FAIA230084
http://dx.doi.org/10.1016/j.ijnurstu.2011.07.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21835406&dopt=Abstract
http://dx.doi.org/10.2196/25486
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34519653&dopt=Abstract
https://www.who.int/publications/i/item/9789241511766
https://www.who.int/publications/i/item/9789241511766
https://core.ac.uk/reader/191129821?utm_source=linkout
http://dx.doi.org/10.1007/s12160-013-9486-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23512568&dopt=Abstract
https://doi.org/10.1038/s41746-019-0111-3
http://dx.doi.org/10.1038/s41746-019-0111-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31304384&dopt=Abstract
https://europepmc.org/abstract/MED/27966189
https://europepmc.org/abstract/MED/27966189
http://dx.doi.org/10.1007/s13142-016-0453-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27966189&dopt=Abstract
https://europepmc.org/abstract/MED/29854185
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29854185&dopt=Abstract
https://www.jmir.org/2020/12/e19127/
http://dx.doi.org/10.2196/19127
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33337337&dopt=Abstract
https://europepmc.org/abstract/MED/23433268
http://dx.doi.org/10.5014/ajot.2013.006213
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23433268&dopt=Abstract
http://dx.doi.org/10.1016/j.jadohealth.2011.02.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22018559&dopt=Abstract
https://europepmc.org/abstract/MED/23997866
https://europepmc.org/abstract/MED/23997866
http://dx.doi.org/10.4300/JGME-D-12-00156.1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23997866&dopt=Abstract
https://medinform.jmir.org/2022/4/e32578/
http://dx.doi.org/10.2196/32578
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35416791&dopt=Abstract
https://doi.org/10.5167/uzh-69552
http://dx.doi.org/10.1016/S0140-6736(12)60898-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22818941&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


84. Beleigoli AM, Andrade AQ, Cançado AG, Paulo MN, Diniz MDFH, Ribeiro AL. Web-based digital health interventions
for weight loss and lifestyle habit changes in overweight and obese adults: systematic review and meta-analysis. J Med
Internet Res 2019;21(1):e298 [FREE Full text] [doi: 10.2196/jmir.9609] [Medline: 30622090]

85. Cavero-Redondo I, Martinez-Vizcaino V, Fernandez-Rodriguez R, Saz-Lara A, Pascual-Morena C, Álvarez-Bueno C.
Effect of behavioral weight management interventions using lifestyle mHealth self-monitoring on weight loss: a systematic
review and meta-analysis. Nutrients 2020;12(7):1977 [FREE Full text] [doi: 10.3390/nu12071977] [Medline: 32635174]

86. Albers N, Neerincx MA, Brinkman WP. Addressing people's current and future states in a reinforcement learning algorithm
for persuading to quit smoking and to be physically active. PLoS One 2022;17(12):e0277295 [FREE Full text] [doi:
10.1371/journal.pone.0277295] [Medline: 36454782]

87. Henrich J, Heine SJ, Norenzayan A. The weirdest people in the world? Behav Brain Sci 2010;33(2-3):61-83 [FREE Full
text] [doi: 10.1017/s0140525x0999152x]

Abbreviations
AI: artificial intelligence
API: application programming interface
BCT: behavior change technique
CBT: cognitive behavioral therapy
MHB: multiple health behavior
MI: motivational interviewing
MMAT: Mixed Methods Appraisal Tool
OHB: one health behavior
OR: odds ratio
PA: physical activity
PRISMA-ScR: Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping
Reviews
RCT: randomized controlled trial
WAT: wearable activity tracker

Edited by J Sarvestan; submitted 25.Jun.2025; peer-reviewed by N Acharya, S Hooker; comments to author 29.Jul.2025; revised
version received 09.Dec.2025; accepted 10.Dec.2025; published 28.Jan.2026.

Please cite as:
Fu L, Burns R, Xie Y, Shen J, Zhe S, Estabrooks P, Bai Y
The Development and Use of AI Chatbots for Health Behavior Change: Scoping Review
J Med Internet Res 2026;28:e79677
URL: https://www.jmir.org/2026/1/e79677 
doi:10.2196/79677
PMID:

©Lingyi Fu, Ryan Burns, Yuhuan Xie, Jincheng Shen, Shandian Zhe, Paul Estabrooks, Yang Bai. Originally published in the
Journal of Medical Internet Research (https://www.jmir.org), 28.Jan.2026. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research (ISSN 1438-8871), is properly cited. The complete bibliographic information, a link to the original publication on
https://www.jmir.org/, as well as this copyright and license information must be included.

J Med Internet Res 2026 | vol. 28 | e79677 | p.502https://www.jmir.org/2026/1/e79677
(page number not for citation purposes)

Fu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2019/1/e298/
http://dx.doi.org/10.2196/jmir.9609
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30622090&dopt=Abstract
https://www.mdpi.com/resolver?pii=nu12071977
http://dx.doi.org/10.3390/nu12071977
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32635174&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0277295
http://dx.doi.org/10.1371/journal.pone.0277295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36454782&dopt=Abstract
https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/abs/weirdest-people-in-the-world/BF84F7517D56AFF7B7EB58411A554C17
https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/abs/weirdest-people-in-the-world/BF84F7517D56AFF7B7EB58411A554C17
http://dx.doi.org/10.1017/s0140525x0999152x
https://www.jmir.org/2026/1/e79677
http://dx.doi.org/10.2196/79677
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

Efficacy of Brain-Computer Interface Therapy for Upper Limb
Rehabilitation in Chronic Stroke: Systematic Review and
Meta-Analysis of Randomized Controlled Trials

HongJie Chen1,2, MSc; GuoJun Yun1, MD
1Department of Rehabilitation Medicine, Shenzhen Children's Hospital, Shenzhen City, Guangdong Province, China
2College of Rehabilitation Medicine, Jiamusi University, Jiamusi, Heilongjiang, China

Corresponding Author:
GuoJun Yun, MD
Department of Rehabilitation Medicine
Shenzhen Children's Hospital
7019 Yitian Road, Futian District
Shenzhen City, Guangdong Province, 518026
China
Phone: 86 18938691526
Email: 103872187@qq.com

Abstract

Background: Over 50% of people with chronic stroke experience persistent upper limb dysfunction. Brain-computer interface
(BCI) therapy, creating a sensorimotor loop via neural feedback, is a promising alternative; yet, its optimal application remains
unclear.

Objective: This meta-analysis evaluates BCI’s efficacy on motor function, tone, and activities of daily living (ADL) in chronic
stroke and identifies optimal feedback modalities and intervention parameters.

Methods: We systematically searched Cochrane Library, Embase, PubMed, Scopus, Web of Science, and Wanfang Data from
inception to October 2025 for randomized controlled trials (RCTs) comparing BCI-based training to control interventions in
adults with chronic stroke. Primary outcomes were upper limb motor function (Fugl-Meyer Assessment for upper extremity
[FMA-UE], Action Research Arm Test [ARAT]), muscle tone (Modified Ashworth Scale [MAS]), and ADL (Modified Barthel
Index [MBI], Motor Activity Log [MAL]). Screening, data extraction, and risk-of-bias assessment were performed independently.
Meta-analysis used a random-effects model with Hartung-Knapp-Sidik-Jonkman adjustment. Pooled mean differences (MDs)
with 95% CIs and 95% prediction intervals (PIs) were calculated. Subgroup analyses examined feedback modalities, intervention
intensity, and follow-up effects. Sensitivity analysis was also conducted.

Results: From 3529 records, 21 RCTs (650 participants) were included. BCI training significantly improved motor function
(FMA-UE: MD 2.50, 95% CI 0.60-4.40; P=.01; 95% PI –2.52 to 7.22) and ADL performance (MBI: MD 8.38, 95% CI 2.23-14.53;
P=.02; 95% PI –3.92 to 20.53; MAL: MD 2.09, 95% CI 0.42-3.76; P=.03; 95% PI –0.69 to 4.54). No significant effects were
observed for fine motor skills (ARAT: MD 0.18, 95% CI –0.27 to 0.62; P=.30; 95% PI –3.64 to 3.99) or muscle tone (MAS: MD
–0.48, 95% CI –1 to 0.03; P=.06; 95% PI –1.27 to 0.35). Subgroup analyses revealed that BCI-functional electrical stimulation
(FES) yielded the greatest improvement in motor recovery (FMA-UE: MD 5, 95% CI 1.86-8.13; P=.01). The optimal intervention
protocol was identified as 30-minute sessions, administered 4-5 times per week over 2 weeks (total of 10-12 sessions). However,
benefits were not sustained at follow-up.

Conclusions: Low- to moderate-certainty evidence suggests that BCI training, particularly the BCI-FES paradigm, can improve
upper limb motor function and ADL in people with chronic stroke on average. However, wide prediction intervals indicate the
effect may vary substantially across settings, ranging from negligible to beneficial. Subgroup analyses suggested a potential
optimal protocol of 30-minute sessions, 4-5 times per week for 2 weeks, but these findings are limited by the small number of
studies in each subgroup and the high risk of bias in several included trials. Therefore, this proposed protocol should be viewed
as preliminary and requires validation in future, high-quality RCTs. Future research should also focus on identifying patient
subgroups most likely to benefit and on strategies to sustain long-term gains.

Trial Registration: PROSPERO CRD420251063808; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251063808
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Introduction

Stroke, a neurological disorder resulting from cerebrovascular
rupture or obstruction, leads to motor, speech, and cognitive
impairments, consequently compromising performance in
activities of daily living (ADL) [1]. Upper limb motor
dysfunction represents one of the most prevalent sequelae of
stroke [2,3], affecting a substantial proportion of survivors.
Contemporary evidence indicates conventional rehabilitation
strategies achieve optimal therapeutic gains predominantly
within the first 6 months poststroke [4,5]. However, a substantial
proportion of patients miss this critical window. For those in
the chronic phase, current interventions demonstrate limited
efficacy [6]. Notably, comparative studies reveal that stand-alone
exoskeleton-assisted training or functional electrical stimulation
(FES) provides comparable therapeutic benefits to conventional
rehabilitation in chronic stroke cohorts [7]. Given the persistent,
unmet rehabilitation needs in this population, brain-computer
interface (BCI)–based training merits serious consideration. By
enabling heightened patient engagement in volitional motor
tasks [8], BCI represents a paradigm-shifting approach with
significant potential to enhance recovery trajectories.

BCI technology establishes a direct communication pathway
between the brain and an external device, bypassing damaged
neural pathways. Fundamentally, BCI systems acquire and
decode characteristic patterns of neural activity associated with
user intent, such as motor imagery [9]. These decoded signals
are then translated into commands to operate external feedback
devices. BCI training represents an emerging neurorehabilitation
technology based on this principle. This approach collects and
decodes characteristic brain activity patterns, translating them
into computerized commands to operate external feedback
devices. These devices include FES [10], robotic exoskeletons
[11], and visual feedback systems [12]. BCI systems are broadly
categorized as invasive or noninvasive based on signal
acquisition methodology. Due to safety concerns and practical
limitations associated with invasive techniques [13], noninvasive
BCIs are predominantly favored in current rehabilitation practice
[14]. Primary noninvasive signal acquisition modalities
encompass electroencephalography (EEG),
magnetoencephalography, functional near-infrared spectroscopy
(fNIRS), and functional magnetic resonance imaging. Among
these, EEG stands as the predominant modality for signal
acquisition in clinical rehabilitation settings [15]. The level of
control exerted over external devices is contingent upon the
specific neural signal source used. Integrating diverse neural
signals within BCI frameworks enables more refined and
efficient operation of feedback apparatus [16]. In contrast to
conventional rehabilitation methods, the BCI paradigm
establishes a “central-peripheral-central” closed-loop model.
This approach holds promise for facilitating more timely
movement adjustments and compensation strategies in people

who have experienced a stroke [17], potentially offering greater
alignment with personalized rehabilitation requirements.

Since the initial report on EEG-based BCI training in 2009 [18],
numerous studies have demonstrated the efficacy of BCI
interventions for improving upper limb motor outcomes in
people who have experienced a stroke, including muscle
strength, motor function, and ADL [12,19,20]. While some
meta-analyses have addressed stroke stages in subgroup
analyses, recent systematic reviews and meta-analyses primarily
focus on comparing the magnitude of improvement across
different stroke stages for a single primary outcome measure.
For instance, subgroup analyses in studies by Xie et al [21] and
Yang et al [22] solely compared BCI efficacy on upper limb
function across stroke stages, without specifically evaluating
the long-term therapeutic effects of BCI in people with chronic
stroke. Furthermore, the influence of critical clinical
parameters—such as intervention duration and session
frequency—remains inadequately examined. A systematic
analysis of BCI-based training protocols optimized for chronic
stroke populations has yet to be conducted. Addressing these
aspects is crucial for developing tailored rehabilitation protocols
to enhance upper limb recovery, ADL performance, and overall
quality of life in people with chronic stroke.

Therefore, this meta-analysis was conducted with three specific
aims:

1. To systematically evaluate the efficacy of BCI-based
training on upper limb motor function, muscle tone, and
ADL exclusively in people with chronic stroke;

2. To perform in-depth subgroup analyses of key moderating
factors—including BCI feedback modalities, intervention
intensity parameters (session duration, frequency, and total
sessions), and follow-up effects—which have been
inadequately addressed in prior syntheses;

3. To attempt to propose optimized BCI intervention protocols
tailored to the chronic stroke population based on current
evidence.

By addressing these gaps, this review seeks to provide clearer
guidance for clinical practice and future research in BCI-based
stroke rehabilitation.

Methods

Protocol and Registration
This systematic review was registered with PROSPERO
(International Prospective Register of Systematic Reviews), the
international systematic review database, bearing identifier
CRD420251063808. This meta-analysis followed the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) guidelines published in 2020 [23] (Multimedia
Appendix 1).
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Search Strategy
The systematic literature search was designed, conducted, and
reported in accordance with the PRISMA-S (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses – Search
Extension) guideline [24]. An experienced information specialist
(HJC) developed the search strategy in collaboration with the
review team.

We executed a comprehensive search across 6 electronic
databases from their inception until October 16, 2025, including
PubMed (via the National Library of Medicine), Embase (via
Ovid), Cochrane Central Register of Controlled Trials (via
Wiley), Scopus (via Elsevier), Web of Science Core Collection
(via Clarivate Analytics), and Wanfang Data. These platforms
were selected to ensure extensive coverage of both international
and Chinese literature. All databases were searched individually;
no multidatabase searching was performed on a single platform.

The search strategy used a combination of controlled vocabulary
(eg, MeSH [Medical Subject Headings] in PubMed and Emtree
in Embase) and keywords related to the core concepts of
“brain-computer interfaces,” “stroke,” “upper extremity,” and
“rehabilitation.” The complete search strategies for all databases
are provided in Multimedia Appendix 2. To maximize
sensitivity, no restrictions were placed on language, publication
date, or study design during the search. Similarly, no published
search filters were used, and the strategy was developed de novo
for this review, not adapted from prior work.

To enhance the robustness of the search, the PubMed strategy
underwent peer review by an information specialist prior to
execution, following the Peer Review of Electronic Search
Strategies (PRESS) guideline framework [25]. Additionally, in
attempts to obtain missing or incomplete data, we contacted the
corresponding authors of studies via email.

Beyond the methods above, we did not systematically search
study registries, websites, or gray literature, nor did we use
citation searching.

The total number of records retrieved from each database is
documented in the PRISMA flow diagram. All identified records
were imported into EndNote X9 (Clarivate) for management,
where duplicates were removed using the software’s automated
deduplication feature, followed by a manual verification process
conducted independently by 2 reviewers (HJC and GJY).

Inclusion criteria comprised (1) population: adults (>18 years)
diagnosed with chronic stroke (>6 months poststroke), exhibiting
stable vital signs and alert consciousness; (2) intervention:
receiving any form of BCI-based training; (3) control: receiving
either sham BCI interventions or conventional rehabilitation
therapy (eg, physical therapy, occupational therapy, and
treadmill training); (4) outcomes: assessment using the
Fugl-Meyer Assessment for upper extremity (FMA-UE), Action
Research Arm Test (ARAT), Modified Ashworth Scale (MAS),
Modified Barthel Index (MBI), and Motor Activity Log (MAL);
(5) study design: randomized controlled trials (RCTs) published
in English or Chinese.

Exclusion criteria were (1) nonprimary research publications
(eg, reviews, meta-analyses, systematic reviews, and conference

abstracts); (2) studies reporting outcome measures inconsistent
with those prespecified for analysis; and (3) publications with
incomplete or irretrievable data.

Selection Process
All records identified through the database searching were
imported into EndNote X9 (Clarivate Analytics) for
management. The total number of records retrieved from each
database and information source was documented. Duplicates
were removed using a 2-step process: first, automatically using
EndNote’s built-in deduplication feature, followed by a manual
verification conducted independently by 2 investigators (HJC
and GJY). The screening process was then carried out in 2
stages; first, titles and abstracts were screened against the
inclusion criteria; second, the full texts of potentially eligible
records were retrieved and assessed. Both investigators
independently evaluated the studies at each stage. Any
disagreements regarding study selection were resolved through
discussion.

Data Extraction
Two investigators (HJC and GJY) independently reviewed the
full texts of included studies. Data extraction was performed
independently by both reviewers, capturing key details,
including first author’s name, the age of the participants, time
after stroke, the number of participants by different hemiplegic
sides and stroke types, publication year, BCI signal acquisition
method, feedback device, sample size, intervention details,
intervention duration, outcome measures, and follow-up period.
For studies reporting outcomes solely as median and IQR, these
values were converted to estimated mean and SD using the
methods recommended by the Cochrane Handbook [26]: mean
≈ median; SD ≈ IQR / 1.35 [9]. Any discrepancies between
reviewers were initially resolved through discussion. Persistent
disagreements were resolved through discussion.

Quality Assessment
According to the PRISMA guidelines [23], the risk of bias
assessment was conducted for the included RCTs. Two
investigators (HJC and GJY) independently assessed the
methodological quality and risk of bias for included studies
using the Cochrane Risk of Bias tool (RoB 2.0) [27]. The RoB
2.0 evaluates five domains: (1) bias arising from the
randomization process; (2) bias due to deviations from intended
interventions; (3) bias due to missing outcome data; (4) bias in
outcome measurement; and (5) bias in selection of the reported
result. Studies were rated as superior if all domains were judged
at low risk, indicating minimal bias concerns. Studies with some
domains at low risk but others raising concerns were rated good,
reflecting a moderate risk of bias. Studies where no domain
achieved low risk were rated poor, indicating substantial bias
concerns. Disagreements between assessors were resolved
through discussion.

Additionally, the overall quality of evidence for each primary
outcome was assessed using the GRADE (Grading of
Recommendations Assessment, Development and Evaluation)
framework [28]. Two reviewers (HJC and GJY) independently
evaluated the evidence quality for the following outcomes. The
GRADE approach considers 5 domains, including risk of bias,
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inconsistency, indirectness, imprecision, and publication bias.
Evidence quality was categorized as high, moderate, low, or
very low. Any discrepancies in ratings were resolved through
discussion.

Statistical Analyses
Statistical analysis was performed using Stata 18 (StataCorp
LLC) software. Data were pooled using mean differences (MDs)
with 95% CIs to assess BCI training efficacy. The extent of
heterogeneity was quantified using the tau-square (τ²) statistic,
which estimates the variance of true effect sizes across studies.
The I² statistic is reported as a supplementary measure,
representing the percentage of total variability in effect estimates
that is due to heterogeneity rather than sampling error [29,30].
The Cochran Q test (chi-square test) was used to test the null
hypothesis of homogeneity; a significant P value (P<.05) was
taken as evidence of the presence of heterogeneity [31]. Given
the anticipated clinical and methodological diversity among the
included studies, all meta-analyses were performed using the
random-effects model. To ensure more robust and conservative
estimates, especially given the varying number of studies
included in different analyses, we applied the
Hartung-Knapp-Sidik-Jonkman adjustment for calculating the
95% CIs around the pooled MDs [32]. This model provides a
more conservative estimate of the effect size and its CI by
accounting for both within-study and between-study variability.
To quantify the implications of heterogeneity and estimate the
range within which the true effect size is likely to fall in future
similar scenarios, we calculated 95% prediction intervals (PIs)
for the meta-analyses of all outcome measures included in this
systematic review so as to ensure the reliability of the estimation
of between-study variance [33].

The outcome measures of our meta-analysis included upper
limb motor function, muscle tone, and ADL. The primary
outcome measure was the FMA-UE, which is a commonly used
indicator for clinical assessment of upper limb dysfunction in
people who have experienced a stroke [34]. Specifically, the
ARAT served as the assessment scale for upper limb function,
the MAS was used for muscle tone evaluation, and both the
MBI and MAL were used to assess ADL in people who have
experienced a stroke.

Subgroup analyses were performed to assess the influence of
the following potential factors on upper limb functional
outcomes:

1. Feedback modality: BCI-FES, BCI-robot, or BCI-visual
feedback;

2. Intervention intensity: stratified by session duration (20
min vs 30 min vs 60 min), weekly frequency (2-3 days vs
4-5 days), total intervention duration (2 weeks vs 4-5 weeks
vs 8 weeks), and total number of sessions (10-12 times vs
20-24 times);

3. Follow-up time point: short-term (≤3 months) vs long-term
(>3 months).

The thresholds for these subgroup classifications were defined
based on the most frequently reported intervention parameters
across the included studies and common dosing regimens in
prior clinical research [35,36]. This categorization allows for a
direct comparison of the different training intensities most
commonly encountered in the current evidence base.

Sensitivity analysis was performed to investigate potential
sources of heterogeneity. Assessment of small-study effects
was performed using funnel plots and the Egger test for
outcomes that included a sufficient number of studies (typically
n>10). A P value <.05 in the Egger test was considered
indicative of potential small-study effects [37].

Results

Search Results
The systematic literature search yielded a total of 3529 records
from the 6 databases Cochrane Library (n=1173), Embase
(n=622), PubMed (n=378), Scopus (n=398), Web of Science
(n=546), and Wanfang (n=412). Following the deduplication
process as prespecified in the methods, 1534 duplicate
publications were removed. The remaining 1995 unique records
underwent initial title and abstract screening. Subsequently, 152
articles were selected for full-text assessment, from which 21
studies met the predefined inclusion criteria and were included
in the final meta-analysis. The study selection process is detailed
in the PRISMA flow diagram (Figure 1).
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of the study selection process.

Quality Evaluation
The methodological quality of the 21 included RCTs was
assessed using the revised RoB 2. Based on this assessment, 6
RCTs were classified as “Superior,” 6 as “Good,” and 9 as
“Poor.” In several studies, the substantial differences in

interventions between the experimental and control groups made
blinding of participants and intervention providers not feasible.
Consequently, these studies were judged to carry a high risk of
bias. The specific evaluation results are shown in Figure 2
[11,19,35,38-55].
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Figure 2. Risk of bias assessment for included randomized controlled trials (RoB 2.0) [11,19,35,38-55].

The overall quality of evidence for the primary outcomes, as
assessed by the GRADE approach, ranged from low to moderate.
The summary of findings and the detailed GRADE evidence
profile for each outcome are available in Multimedia Appendix
3.

Characteristics of the Included Literature
A total of 21 studies [11,19,35,38-55], published between 2013
and 2025, were included in this meta-analysis. These studies

comprised 337 participants in experimental groups and 313 in
control groups. Individual intervention sessions ranged from
20 minutes to 120 minutes, while the total intervention duration
varied from 3 days to 10 weeks, encompassing 6-70 sessions
in total. Follow-up assessments were performed in 8 studies
[11,19,39,42,45-47,55]. Regarding the BCI feedback modality,
FES was used in 7 studies [19,38,40,48,49,52,54], exoskeleton
devices in 10 studies [11,39,41-44,47,50,53,55], and visual
feedback in 4 studies [35,45,46,51]. Specific methods for
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random sequence generation were described in 15 studies
[11,19,35,40-42,44-46,48-50,52-54]. Allocation concealment
was implemented in 8 studies [11,19,40-42,45,46,48], and
outcome assessors were blinded in 15 studies
[11,19,35,39-43,45,46,48-51,55]. The detailed characteristics
of the included studies are presented in Multimedia Appendix
4.

Results of Meta-Analysis

Effect of BCI on Overall Motor Function (FMA-UE)
A s  i l l u s t r a t e d  i n  F i g u r e  3 ,  s i x t e e n
[11,19,35,38,40,41,43-49,51,54,55] studies reported the effects

of BCI training on FMA-UE scores in people with chronic
stroke. The meta-analysis demonstrated a statistically significant
improvement in FMA-UE scores following BCI training (MD
2.50, 95% CI 0.60-4.40; P=.01). The test for heterogeneity was
not statistically significant (Q=18.72; P=.23), and the I² was
45.18%. The estimated between-study variance was tau²=6.06.
The 95% PI was (–2.52 to 7.22), indicating that the effect of
BCI on FMA-UE in a future similar study could range from a
clinically irrelevant decline of 2.52 points to a clinically
meaningful improvement of 7.22 points.

Figure 3. Forest plot for the effect of brain-computer interface (BCI) training on Fugl-Meyer Assessment for upper extremity (FMA-UE) scores
[11,19,35,38,40,41,43-49,51,54,55].

Effect of BCI on Fine Motor Skills (ARAT)
As depicted in Figure 4, four [39,45,50,51] studies evaluated
the impact of BCI training on ARAT scores in people with
chronic stroke. The meta-analysis revealed no statistically
significant difference in ARAT scores between the intervention
and control groups (MD=0.18, 95% CI –0.27 to 0.62; P=.30).
The test for homogeneity was not statistically significant

(Q=0.04; P=.99). The estimated between-study variance was
tau²=0. The I² statistic was 0.03%. Furthermore, the 95% PI
was (–3.64 to 3.99). This wide interval, which spans both
clinically negligible negative and positive effects, underscores
the considerable uncertainty regarding the true effect of BCI on
fine motor skills and indicates that in future settings, the
outcome could range from a slight worsening to a modest
improvement.
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Figure 4. Forest plot for the effect of brain-computer interface (BCI) training on Action Research Arm Test (ARAT) scores [39,45,50,51].

Effect of BCI on Muscle Tone (MAS)
As presented in Figure 5, four [19,41,47,52] studies assessed
the effect of BCI training on upper limb muscle tone in people
with chronic stroke. The meta-analysis demonstrated no
statistically significant difference in muscle tone outcomes
between the BCI and control groups (MD –0.48, 95% CI –1 to
0.03; P=.06). The test for homogeneity was not statistically

significant (Q=4.69; P=.20). The estimated between-study
variance was tau²=0.05. The I² statistic was 42.28%. However,
the 95% PI was (–1.27 to 0.35), offering a more nuanced
interpretation. As lower scores on the MAS indicate reduced
spasticity, this interval suggests that in future clinical settings,
the effect of BCI on muscle tone is predicted to range from a
small but potentially meaningful reduction to a negligible
change.

Figure 5. Forest plot for the effect of brain-computer interface (BCI) training on Modified Ashworth Scale (MAS) scores [19,41,47,52].

Effects on ADL

Effect of BCI on Activities of Daily Living (MBI)
As illustrated in Figure 6, six [48,49,51-54] studies evaluated
the effects of BCI training on MBI scores in people with chronic
stroke. The meta-analysis demonstrated a statistically significant
improvement in MBI scores following BCI intervention (MD

8.38, 95% CI 2.23-14.53; P=.02). The test for homogeneity was
not statistically significant (Q=9.85; P=.08). However, the I²
statistic was 63.63%, and the estimated between-study variance
was tau²=22.55, indicating substantial heterogeneity in the
magnitude of the effect across studies. The 95% PI was (–3.92
to 20.53), suggesting substantial uncertainty in the magnitude
of the effect across different clinical settings, with effects
potentially ranging from negligible to substantially beneficial.
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Figure 6. Forest plot for the effect of brain-computer interface training on Modified Barthel Index (MBI) scores [48,49,51-54].

Effect of BCI on Self-Reported Arm Use (MAL)
As shown in Figure 7, five [41,42,45,48,49] studies examined
the effect of BCI training on MAL scores in people with chronic
stroke. The meta-analysis showed a statistically significant
improvement in MAL scores following BCI intervention (MD
2.09, 95% CI 0.42-3.76; P=.03). The test for homogeneity was
not statistically significant (Q=3.86; P=.42). The estimated

between-study variance was tau²=1.43. The I² statistic was
45.7%. The 95% PI was (–0.69 to 4.54). This indicates that
while the average effect is positive, the true effect in a new
setting could range from a negligible or slightly negative impact
to a substantial improvement in patient-perceived arm use during
daily activities. The fact that the majority of the interval lies
above zero strengthens the evidence for a likely beneficial effect,
albeit of variable magnitude.

Figure 7. Forest plot for the effect of brain-computer interface (BCI) training on Motor Activity Log (MAL) scores [41,42,45,48,49].

Subgroup Analysis: Feedback
In the subgroup analysis stratified by BCI feedback modality
(Figure 8 [11,19,35,38,40,41,43-49,51,54,55]), the test for
subgroup differences indicated no statistically significant
difference between the modalities (P=.21). However,
within-subgroup analyses revealed that only the BCI-FES
paradigm showed a significant improvement in FMA-UE scores
compared to routine rehabilitation therapy (RRT: MD 5, 95%

CI 1.86-8.13; P=.01). In contrast, neither the BCI-Exoskeleton
(MD 0.92, 95% CI –2.31 to 4.15; P=.50) nor the BCI-Visual
(Beijing Intelligent Brain Science and Technology Co, Ltd)
feedback (MD 2.01, 95% CI –4.14 to 8.16; P=.37) subgroups
demonstrated significant effects. Although the differences
between feedback modalities were not statistically significant,
BCI-FES may be associated with greater motor recovery relative
to RRT than the other modalities.
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Figure 8. Subgroup analysis of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by brain-computer interface (BCI) feedback modality
[11,19,35,38,40,41,43-49,51,54,55].

Intervention Intensity: Session Duration
Subgroup analysis based on single-session intervention duration
(Figure 9 [11,19,35,38,40,41,43,44,47-49,51,54,55])
demonstrated no statistically significant difference between
session duration subgroups (P=.16). Within the subgroups, a
regimen of 30-minute sessions elicited a significant

improvement in FMA-UE scores compared to RRT (MD 4.36,
95% CI 0.28-8.44; P=.04), whereas sessions lasting 20 minutes
(MD –0.07, 95% CI –1.45 to 1.32; P=.85) or 60 minutes (MD
1.90, 95% CI –1.36 to 5.17; P=.20) did not. These results
suggest that while the difference between session durations was
not statistically significant, a 30-minute session may be
associated with optimal outcomes.
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Figure 9. Subgroup analyses of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by session duration [11,19,35,38,40,41,43-49,51,54,55].

Training Sessions per Week
Subgroup analysis based on weekly intervention frequency
(Figure 10 [11,19,35,38,40,41,43,44,47-49,51,54,55]) found no
statistically significant difference between the frequency
subgroups (P=.22). The higher-frequency regimen (4-5 sessions
per week) was associated with a significant improvement in

FMA-UE scores compared to RRT (MD 3.20, 95% CI 0.42-5.97;
P=.03). The lower-frequency regimen (2-3 sessions per week)
did not show a significant effect (MD 0.61, 95% CI –1.62 to
2.85; P=.51). This indicates that while the difference between
weekly frequencies was not statistically significant, a higher
frequency of 4-5 sessions per week may be linked to better
motor recovery.
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Figure 10. Subgroup analyses of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by training sessions per week
[11,19,35,38,40,41,43-49,51,54,55].

Duration of Intervention
Subgroup analysis based on the total intervention duration
(Figure 11 [11,19,35,38,40,41,43-45,47-49,51,54,55]) showed
no statistically significant difference between the duration
subgroups (P=.39). Within the subgroups, a shorter-duration
regimen of 2 weeks elicited a significant improvement in

FMA-UE scores compared to RRT (MD 6.67, 95% CI
1.04-12.31; P=.04). Interventions lasting 4-5 weeks (MD 2.46,
95% CI 0.01-4.92; P=.05) or 8 weeks (MD 1.62, 95% CI –8.48
to 11.72) did not show significant effects. This suggests that
although the difference between intervention durations was not
statistically significant, a shorter, more concentrated 2-week
period may be associated with superior efficacy.
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Figure 11. Subgroup analyses of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by duration of intervention
[11,19,35,38,40,41,43-45,47-49,51,54,55].

Total Number of Sessions
Subgroup analysis stratified by the total number of intervention
sessions (Figure 12 [11,19,35,38,40,41,43,44,47-49,51,54,55])
indicated no statistically significant difference between the
session count subgroups (P=.32). A lower total session count
(10-12 sessions) was associated with a significant improvement

in FMA-UE scores compared to RRT (MD 5.16, 95% CI
0.76-9.56; P=.03). A higher session count (20-24 sessions) did
not demonstrate a significant effect (MD=2.40, 95% CI –0.39
to 5.20; P=.08). These findings imply that while the difference
between total session numbers was not statistically significant,
a protocol comprising 10-12 sessions may be linked to more
favorable outcomes.
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Figure 12. Subgroup analyses of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by total number of sessions
[11,19,35,38,40,41,43,44,47-49,51,54,55].

Follow-Up
Analysis of follow-up outcomes (Figure 13 [11,19,41,45,47,55])
revealed no significant differences in long-term FMA-UE

improvement between BCI-based training and RRT at any
follow-up interval, whether assessed at short-to-medium term
(≤3 months; MD 3.23, 95% CI –8.75 to 15.22; P=.37) or
long-term (>3 months; MD 1.19, 95% CI –4.06 to 6.43; P=.43).
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Figure 13. Subgroup analysis of Fugl-Meyer Assessment for upper extremity (FMA-UE) scores by follow-up period [11,19,41,45,47,55].

Sensitivity Analysis
A leave-one-out sensitivity analysis was performed to assess
the robustness of the pooled MBI results and to investigate the
influence of individual studies on the substantial observed
heterogeneity (initial I²=63.63%; τ²=22.55).

As shown in Figure 14 [49,51-54], the sequential exclusion of
each study revealed that the findings were robust overall.
However, the exclusion of a single study—Kim et al [48]—led

to a marked reduction in heterogeneity, with the I² statistic
decreasing from 63.63% to 22.66% and the tau² value dropping
from 22.55 to 4.03. Crucially, the pooled estimate remained
statistically significant and the CI narrowed, indicating increased
precision (MD 6.77, 95% CI 3.45-10.09; P<.001), compared to
the original analysis (MD 8.38, 95% CI 2.23-14.53; P=.02).
This suggests that while the study by Kim et al [48] was a major
contributor to the statistical heterogeneity, the conclusion that
BCI training improves ADL is robust.
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Figure 14. Sensitivity analysis for the effect of brain-computer interface (BCI) training on Modified Barthel Index (MBI) scores [49,51-54].

Small-Study Effects Analysis
Within this analysis, only the FMA-UE outcome pooled a
sufficient number of studies (n>10) for the assessment of
small-study effects. Accordingly, a funnel plot was constructed

for the FMA-UE outcome (Figure 15). Visual inspection
revealed no substantial asymmetry. Furthermore, the Egger
regression test yielded a nonsignificant result (P=.20),
suggesting no strong evidence for small-study effects for this
outcome.

Figure 15. Funnel plot assessing small-study effects for the Fugl-Meyer Assessment for upper extremity (FMA-UE) outcome.

Discussion

Overview
This meta-analysis differs from the general efficacy evaluation
of BCI in the treatment of chronic stroke. By conducting an
in-depth analysis of how treatment parameters influence
prognosis, it has deepened the understanding of this therapeutic

approach. While the overall benefits of BCI for upper limb
motor function and ADLs are confirmed, our meta-analysis
attempts to offer greater clinical utility by identifying the
specific feedback modality (BCI-FES) and a distinct,
time-efficient training schedule associated with optimal
recovery. These findings contribute to optimizing BCI
intervention protocols and promoting their clinical
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implementation, advancing the translation of this technology
between experimental applications and real-world clinical
practice.

Summary of Main Findings
The meta-analysis findings demonstrate that BCI training yields
benefits in improving overall upper limb motor function and
ADLs in patients with chronic stroke. Specifically, BCI
interventions led to significant improvements in the primary
outcome of motor impairment (FMA-UE) and in patient-reported
and performance-based measures of daily function (MBI and
MAL). In contrast, BCI training did not yield significantly
superior effects on fine motor function (ARAT) or muscle tone
(MAS) compared to control interventions.

Clinical Significance and Heterogeneity of Effects
Building on previous meta-analyses [9,56], our findings reveal
a statistically significant incremental improvement in FMA-UE
scores over conventional therapy. While this gain alone falls
below the minimal clinically important difference threshold of
approximately 5 points [57], it represents a meaningful
augmentation to the foundational improvements from standard
care. This is particularly noteworthy given the significant
enhancements in MBI and MAL scores. This convergence
suggests that BCI’s closed-loop methodology, integrating central
neural signals with peripheral feedback, may provide a
synergistic effect that more effectively translates into functional
gains in daily activities.

Furthermore, while the 95% CIs for the FMA-UE, MBI, and
MAL confirm a positive average benefit of BCI over control
interventions, the prediction intervals (FMA-UE: –2.52 to 7.22;
MBI: –3.92 to 20.53; MAL: –0.69 to 4.54) reveal a more
complex scenario. These intervals suggest that in future clinical
settings, the effect of BCI compared to RRT could range from
negligible or even slightly adverse to substantial improvements
meeting the minimal clinically important difference. This
indicates that current BCI training may be insufficient to yield
reliable therapeutic effects for all patients in the chronic phase.
The considerable heterogeneity observed suggests that the
efficacy of BCI training is not uniform and may be influenced
by individual patient conditions or differences in BCI treatment
protocols. In line with this, a study by Guo et al [47] also
emphasizes that future research should prioritize identifying
patient subgroups most likely to benefit from this therapy,
specifically, those with effect sizes at the upper end of the
prediction interval, such as patients retaining partial integrity
of the corticospinal tract.

Lack of Effect on Fine Motor Control and Spasticity
The absence of significant improvement in fine motor function,
as measured by the ARAT, and in muscle tone, assessed by the
MAS, warrants further mechanistic consideration. The ARAT
primarily evaluates distal upper limb functions, such as grasp,
grip, and pinch. The nonsignificant findings may stem from a
fundamental limitation of current BCI paradigms, which often
decode neural correlates of gross motor imagery (eg, whole-arm
reaching or hand opening/closing) rather than the finely graded,
individuated movements required for dexterous tasks. The
feedback provided, particularly via exoskeleton or visual

modalities, may lack the specificity necessary to engage and
reinforce the delicate cortical representations of the hand.

The PI for the ARAT (–3.64-3.99) provides a deeper perspective
on this null result. This interval is not only symmetrically
distributed around the null effect but also entirely excludes the
possibility of any large, clinically meaningful positive effects.
However, given that only 6 of the included studies were rated
as having a low risk of bias and the GRADE assessment
indicated moderate-quality evidence for the ARAT outcome,
this conclusion must be interpreted with caution.

Consequently, clinicians should be cautious about prioritizing
the improvement of fine motor function as a primary goal when
applying current mainstream BCI paradigms. Future
optimization of BCI systems should focus on enhancing the
decoding resolution of finer motor intentions, potentially by
using high-density EEG or hybrid BCI approaches, and by
integrating hand-specific training adjuncts such as virtual reality
environments with object manipulation or wearable devices
providing tactile or proprioceptive feedback to the distal limb.

Similarly, the lack of a significant effect of BCI on muscle tone
suggests that its primary mechanism of action likely involves
facilitating active motor control and cortical reorganization,
rather than directly modulating the spinal reflex pathways
underlying spasticity. In chronic stroke, hypertonia is often
well-established, necessitating targeted interventions. While
BCI can promote Hebbian plasticity through the associative
pairing of motor intention and movement execution, this effect
may be insufficient to reverse impaired supraspinal inhibitory
control over the spinal motor pool.

Nevertheless, the 95% PI for the MAS (–1.27 to 0.35) provides
valuable clinical insight. As lower scores indicate reduced
spasticity, this interval—spanning from “no change” to
“improvement”—suggests that BCI therapy is unlikely to
exacerbate spasticity in future applications. Moreover, its lower
bound of –1.27 indicates that under specific conditions, such
as when combined with certain forms of FES, BCI may yield
meaningful reductions in muscle tone. This potentially
“non-harmful” profile, particularly when considered alongside
the moderate quality of the existing evidence, represents an
important factor for clinical decision-making and offers a
preliminary rationale for exploring BCI as a component of
comprehensive spasticity management protocols.

Superiority of BCI-FES and the Role of Feedback
Modality
Subgroup analyses revealed that only the BCI-FES paradigm
demonstrated significantly greater improvement in FMA-UE
compared to control. This superiority can be explained through
the lens of neuroplasticity and sensorimotor integration. The
BCI-FES paradigm creates a closed-loop system that tightly
couples motor intention with peripheral afferent feedback.
According to Hebbian learning principles [58], which posit that
“neurons that fire together, wire together,” the synchronous
activation of the motor cortex (during attempted movement
imagery) and the somatosensory cortex (via FES-induced limb
movement and proprioceptive input) strengthens the synaptic
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connections within the sensorimotor network, aligning with
findings from the meta-analysis by Li et al [9].

The lack of significant benefit with BCI-Exoskeleton may relate
to factors such as device complexity, comfort limitations, and
suboptimal anatomical fit. Furthermore, excessive robotic
assistance could potentially reduce patient engagement and
diminish the crucial training effect driven by active neural effort
[59]. The negative results with BCI-Vision indicate that visual
feedback alone, in the absence of concomitant somatosensory
input and actual limb movement, may have limited efficacy in
driving neural reorganization and functional recovery,
particularly in patients with chronic deficits or more severe
functional impairments.

Sustainability of Benefits and the Need for
Maintenance
Subgroup analysis based on follow-up duration revealed no
significant sustained advantage of BCI over control after the
active treatment phase ceased. This implies that the functional
gains may lack long-term stability without ongoing application.

In chronic patients, BCI may effectively induce neuroplasticity
during the intensive training period, potentially by reinforcing
specific neural pathways or facilitating compensatory
mechanisms. However, these newly formed connections or
patterns might lack sufficient stability or robustness. Following
intervention cessation, without ongoing functional application
or specific maintenance training, these acquired neural
adaptations may gradually regress or weaken. Conversely,
standard RRT protocols often inherently incorporate
recommendations for continued activity.

These findings highlight the necessity for systematic
maintenance strategies—such as telerehabilitation, behavioral
incentive programs, or continued use of assistive
technologies—to be integrated postintervention. Addressing
this challenge of sustained efficacy represents a crucial future
research direction.

Toward an Optimal and Efficient Intervention Protocol
Although tests for subgroup differences were not statistically
significant, the within-subgroup comparisons revealed a
consistent and clinically meaningful pattern favoring specific
parameters. The most robust finding is the efficacy of a
short-term, high-density protocol.

This paradigm—comprising sessions of approximately 30
minutes each, delivered 4-5 times per week over a total of 10-12
sessions (approximately 2 weeks)—yielded optimal FMA-UE
outcomes compared to control interventions. While broader
intensity subgroup comparisons (eg, session duration or total
weeks) were not statistically significant, this specific, condensed
protocol was the only intensity paradigm that consistently
demonstrated a significant within-subgroup effect. This finding
underscores the potential primacy of training density—the
concentration of practice within a shorter timeframe—over the
total intervention duration [50]. Furthermore, a higher frequency
of 4-5 sessions per week proved superior to regimens of 2-3
sessions per week, indicating that more frequent exposure

facilitates sharper motor patterns and stronger memory traces
[60].

Notably, completing 10-12 sessions within 2 weeks was more
effective than protocols delivering 20-24 sessions over 4-5
weeks. This observation strongly supports the established
concept that maximizing neuroplasticity in people with chronic
stroke often requires intensive, repetitive, and focused training
to overcome neural inhibition and promote synaptic
strengthening [61].

Therefore, based on the current evidence, a protocol of
30-minute sessions, administered 4-5 times per week over 2
weeks (totaling 10-12 sessions), emerges as a promising and
efficient model for BCI intervention. It is crucial to emphasize
that this proposal is not intended as a definitive guideline but
rather highlights a potentially optimal treatment paradigm
derived from the existing, albeit limited, data. This model
warrants prioritization and validation in future rigorous research.

Research Prospects
Although subgroup analyses favor short-term, high-frequency
protocols, this intensity may be insufficient to induce lasting
neuroplastic reorganization. This observation aligns with the
dissipation of functional gains at follow-up. Future high-quality
RCTs are required to (1) delineate the dose-response relationship
of BCI training, (2) analyze the synergistic effects of BCI
combined with complementary therapies to optimize
rehabilitation protocols, and (3) evaluate efficacy differentials
based on lesion characteristics and upper-limb impairment
severity in patients with chronic disease, thereby identifying
responsive subpopulations. These investigations aim to inform
evidence-based rehabilitation strategies and research priorities
for stroke recovery.

Limitations
Several limitations warrant consideration in this meta-analysis.
First, while the included 21 studies underwent rigorous quality
assessment using the Cochrane RoB 2 tool, only 6 were rated
as having “Low” risk of bias. This relatively low proportion of
high-quality studies may limit the robustness of our findings.
Second, insufficient studies (fewer than 5) were included in
some subgroup analyses, potentially compromising the reliability
of conclusions drawn for those specific comparisons. Third, the
subgroup analyses, particularly for intervention intensity, were
likely underpowered to detect statistically significant differences
between parameters due to the limited number of studies in each
category. Therefore, the identified optimal protocol should be
viewed as the most evidence-based recommendation from the
current data, rather than a definitively proven superior approach.
Future research should prioritize incorporating a greater number
of high-quality RCTs. Furthermore, greater emphasis is needed
on exploring the impact of BCI training intervention intensity
and focusing on outcomes such as improvements in muscle tone
and standardized assessments like the ARAT. Investigating
these areas represents promising avenues for advancing stroke
rehabilitation.
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Conclusion
Low- to moderate-certainty evidence suggests that BCI training,
particularly the BCI-FES paradigm, can improve upper limb
motor function and ADL in people with chronic stroke on
average. However, wide prediction intervals indicate the effect
may vary substantially across settings, ranging from negligible
to beneficial. Subgroup analyses suggested a potential optimal

protocol of 30-minute sessions, 4-5 times per week for 2 weeks,
but these findings are limited by the small number of studies in
each subgroup and the high risk of bias in several included trials.
Therefore, this proposed protocol should be viewed as
preliminary and requires validation in future, high-quality RCTs.
Future research should also focus on identifying patient
subgroups most likely to benefit and on strategies to sustain
long-term gains.
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Abstract

Background: Unsafe sexual practices remain a major contributor to global morbidity, premature mortality, and health care
burden. More than 1 million people acquire a sexually transmitted infection (STI) daily, including HIV. Although biomedical
innovations such as pre-exposure prophylaxis have expanded prevention options, consistent condom use and regular HIV and
STI testing remain essential behavioral strategies. Adherence to these behaviors remains uneven, underscoring the need for
complementary digital and behavioral approaches. Digital behavior change interventions (DBCIs), technology-based programs
designed to support health-related behavior change, offer scalable and personalized tools for safer-sex promotion. However,
evidence regarding their behavioral components and effectiveness remains fragmented across systematic reviews (SRs).

Objective: This study aims to synthesize and critically appraise evidence on the effectiveness of DBCIs for preventing STIs
and HIV, and to identify which behavior change techniques (BCTs) and theoretical domains framework (TDF) have been used
to improve safe-sex behaviors.

Methods: A search was conducted in MEDLINE, Cochrane Database of SRs, Epistemonikos, and PsycINFO for all publications
up to November 12, 2025, without language or date restrictions. Eligible SRs examined DBCIs targeting STI and HIV prevention
or reduction of risky sexual behaviors. Two reviewers (GDA and DLA) independently screened, extracted data, and appraised
methodological quality using the AMSTAR-2 tool. The reporting followed the PRIOR (Preferred Reporting Items for Overviews
of Reviews) and PRISMA-S (Preferred Reporting Items for SRs and Meta-Analyses Literature Search Extension) recommendations.

Results: Overall, 23 SRs, comprising 514 primary studies and 129,481 participants, met the inclusion criteria. Most interventions
were SMS-based, mobile app–based, or web-delivered. Digital interventions consistently improved STI and HIV testing uptake
and engagement with sexual health services. Evidence for condom use and biological outcomes was mixed. Improvements in
cognitive determinants, such as HIV-related knowledge, motivation, and self-efficacy, were frequently reported. Only 4 reviews
explicitly applied BCT or TDF taxonomies, identifying goal setting, feedback on behavior, and prompts and cues as commonly
used techniques. Research predominantly originated from high-income settings, with limited evidence from low- and middle-income
countries and minimal reporting of sex- or gender-disaggregated outcomes.

Conclusions: DBCIs show promise for strengthening STI/HIV prevention, particularly by increasing testing behaviors and
supporting cognitive determinants of risk reduction. However, sustained condom use and biological outcomes remain inconsistent,
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and reporting of behavioral mechanisms is limited. This overview is the first to integrate effectiveness evidence with a systematic,
mechanism-focused mapping of BCTs and TDF constructs, providing an innovation not present in earlier reviews. Clarifying
which active components of digital interventions are most consistently linked to beneficial outcomes offers concrete guidance
for designing culturally tailored, theory-driven, and equity-focused digital strategies. These insights have direct implications for
researchers, clinicians, and policymakers seeking to develop digital prevention programs that more effectively address behavioral
determinants of STI and HIV risk.

Trial Registration: PROSPERO CRD42023485887; https://www.crd.york.ac.uk/PROSPERO/view/CRD42023485887

International Registered Report Identifier (IRRID): RR2-10.5867/medwave.2025.02.3020

(J Med Internet Res 2026;28:e74201)   doi:10.2196/74201

KEYWORDS

behavioral change; behavioral design; sexually transmitted diseases; HIV; digital behavior change intervention (DBCI)

Introduction

Unsafe sexual practices are major contributors to global
morbidity and premature mortality, representing one of the
leading behavioral risk factors worldwide [1,2]. Among young
people, these practices significantly increase the risk of sexually
transmitted infections (STIs) including syphilis, gonorrhea,
chlamydia, and HIV, as well as human papillomavirus
(HPV)–related cancers [3,4]. A recent report by the World
Health Organization highlights an alarming decrease in condom
use among adolescents in Europe, leading to higher rates of
unprotected sex and, consequently, an increased risk of STIs,
particularly among adolescents from low-income families [5].
Although biomedical innovations such as pre-exposure
prophylaxis (PrEP) have expanded prevention options, consistent
condom use and regular HIV and STI testing remain essential
behavioral strategies for reducing infection risk [6]. Together,
these measures form a complementary prevention framework;
yet, adherence remains uneven across populations. HIV and
AIDS continues to be a leading cause of death globally, with
more than 1 million people acquiring an STI daily and nearly
39 million living with HIV [7,8]. Behavioral determinants,
including motivation, self-regulation, risk perception, social
and cultural norms, and structural barriers, shape whether
individuals engage in STI and HIV prevention behaviors, yet
they are often insufficiently addressed or poorly defined in
existing prevention strategies.

Given the scale of these challenges, effective prevention
strategies must emphasize sociocultural and behavioral changes,
such as increasing awareness, reducing stigma, and promoting
safe sex practices like consistent condom use and regular STI
and HIV testing [9-11]. Widespread access to the Internet and
mobile phones presents a unique opportunity to leverage digital
interventions as private and effective methods for improving
sexual health, particularly in regions with varying levels of
literacy [11-14].

Recent evidence underscores the growing use of digital
technologies in HIV and STI prevention. A 2024 umbrella
review found that eHealth interventions, ranging from mobile
apps and websites to telemedicine and social media programs,
were generally effective in supporting HIV prevention, testing,
and clinical management, although the methodological quality
of many reviews was low [15]. However, the Shi et al [15]

review included both prevention and treatment interventions,
whereas the present overview focuses exclusively on preventive
strategies and their behavioral mechanisms. Evidence also
suggests that the inclusion of behavior change techniques
(BCTs) in digital tools enhances user engagement and
intervention effectiveness [16]. Additionally, recent work has
highlighted the expanding role of interactive digital tools in
partner notification and sexual health engagement [17].
Together, these findings demonstrate the rapid evolution of
digital health approaches and emphasize the need to
systematically map their behavioral components to guide the
design of effective prevention programs. However, most existing
systematic reviews (SRs) and umbrella reviews describe the
effects of digital interventions without examining their
mechanisms of action, that is, the specific theoretical pathways
and BCTs through which interventions influence prevention
behaviors. Without identifying these mechanisms of action, it
is difficult to understand why some digital programs succeed
while others do not, and which components should be replicated
or scaled.

Digital interventions can be broadly defined as health-promoting
programs delivered through digital platforms such as websites,
mobile apps, text messaging, or social media [18]. Within this
broad category, digital behavior change interventions (DBCIs)
are those that explicitly incorporate theoretical frameworks and
structured BCTs to influence health-related behaviors [19]. In
other words, while all DBCIs are digital interventions, not all
digital interventions qualify as DBCIs. This conceptual
distinction underpins our search strategy and synthesis approach,
focusing on interventions that use digital delivery to achieve
behavioral outcomes through identifiable active ingredients.
These definitions are provided upfront to reduce conceptual
ambiguity, as emphasized by recent critiques in digital behavior
change research.

DBCIs offer multiple advantages over traditional prevention
approaches: they can deliver tailored, interactive, and adaptive
content; are cost-effective and scalable; and can integrate
technological features such as automated feedback and passive
sensing [20-22]. However, information alone is insufficient to
drive behavior change: integrating BCTs to these digital
platforms is essential for achieving meaningful health outcomes
[23,24].
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In this context, the theoretical domains framework (TDF) is
presented as a widely used proposal to systematically identify
barriers and facilitators to change specific behaviors, helping
design more effective interventions in health, among other fields.
It is useful to understand why people do or do not do something,
and highlight factors needing intervention [25,26]. It synthesizes
33 behavior change theories into 14 core domains, such as
cognitive (knowledge, skills, beliefs about capabilities and
consequences), affective and emotional (emotions and
reinforcement), social and environmental (social and
professional role, social influences, environmental context, and
resources), and beliefs and intentions (optimism, intentions,
goals, memory, attention, decision processes, behavioral
regulation) [27].

Given the volume of SRs assessing digital interventions for STI
and HIV prevention, an overview of reviews enables synthesis
and comparison across multiple bodies of evidence rather than
relying on a single set of primary studies. This approach
provides a broader understanding of intervention effectiveness,
identifying patterns, strengths, methodological gaps, and avenues
for future research [28,29]. Despite their promise, many digital
interventions lack clear descriptions of the BCTs and theoretical
domains they use, hindering replicability and practical
translation [30,31]. Identifying the most effective BCTs,
especially those that successfully promote safe sex and reduce
STI and HIV transmission, is crucial for public health initiatives
[32-35]. To date, no overview has systematically integrated
BCTs, theoretical domains, and prevention outcomes to produce
a mechanism-focused synthesis of digital interventions for STI
and HIV prevention. Existing reviews also provide limited
up-to-date evidence and do not incorporate studies published
through 2025. Addressing this gap is essential for identifying
which behavioral components drive meaningful changes in
prevention behaviors and for informing the development of
digital strategies that are theoretically grounded, culturally
responsive, and scalable.

Accordingly, this overview aims to synthesize current evidence
on the use of BCTs and the TDF in digital interventions designed
to prevent STIs and HIV. By examining how these behavioral
components are implemented and how they influence
prevention-related outcomes, this research seeks to inform the
development of more effective, theory-driven digital

interventions and strengthen future public health strategies. This
overview therefore provides not only an updated assessment of
the evidence but also a behavioral mapping that has been largely
absent from previous syntheses. It further advances the field by
incorporating SRs published through 2025, which have not yet
been integrated in any prior synthesis.

Methods

Study Design
This study is an overview of SRs and adheres to the Cochrane
Handbook for SRs of Interventions [29] and the PRIOR
(Preferred Reporting Items for Overviews of Reviews) statement
[36]. The PRIOR checklist is reported in Multimedia Appendix
1 and the Sex and Gender Equity in Research (SAGER)
guidelines [37], in Multimedia Appendix 2 (section 2). In
addition, the search strategy and reporting follow the PRISMA-S
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses Literature Search Extension) [38] to ensure full
transparency and reproducibility of search methods (see
Multimedia Appendix 3).

Protocol and Registration
The protocol for this overview was prospectively registered in
PROSPERO (CRD42023485887) on December 5, 2023
(Multimedia Appendix 2 section 3), and later published in full
[39]. The methods adhered to the predefined protocol and
incorporated SAGER guidance where applicable. Reporting
also followed PRISMA 2020 recommendations for SRs and
overviews [40]. The full protocol can be downloaded from the
Open Science Framework [41,42].

Patient and Public Involvement
Neither patients nor the public were involved in designing or
conducting this study. Therefore, no ethical approval was
required for this overview. The analyzed data were open access.

Eligibility Criteria
The eligibility criteria were reported in detail in our protocol
[39]. The inclusion criteria for this overview were based on the
population, intervention, comparison, outcome, study type
(PICOS) framework (Table 1).
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Table 1. Eligibility criteria for elements of a comprehensive search strategy.

Inclusion and exclusion criteriaElement

Population • Included: SRsa that have evaluated the effect of digital behavior change interventions in any population and that have

described BCTsb, mechanisms of action, or any behavioral model or framework that takes into account how the dig-

ital intervention influences the behavior change used to reduce the risk or prevent the transmission of STIsb, including
HIV.

• Excluded: studies that did not focus on prevention or that focused on treatment and adherence to antiretroviral therapy
and self-care of people living with HIV were excluded, as the focus of the question research is risk reduction and
prevention of STIs and HIV.

Intervention • Included: SRs that evaluated digital and mobile health behavior change interventions focusing on modifying unsafe
sexual behaviors or preventing STIs and HIV, that is, interventions carried out using a digital or mobile platform as
a direct interface with the participants.

• Excluded: studies that did not report the use of digital intervention, that is, did not incorporate digital technology such
as smartphones, computers, tablets, multimedia, and social networks.

Comparator • As this was an overview of SRs, a comparator or control group was not an inclusion criterion for this study. However,
given our interest in effectiveness of interventions and BCTs, we included reviews where evidence from primary
experimental studies with an appropriate comparator was available.

Outcome • Included: during the selection process, we do not consider concrete results as an inclusion criterion. All studies that
assessed short- or long-term behavior change concerning the following primary outcomes were included: reduction
in risky sexual behaviors, such as condom use (last sexual encounter, frequency, consistency) and increased STI and

HIV testing; and prevention (vaccination against HPVd and hepatitis A and B, and HIV pre-exposure prophylaxis).
• As secondary outcomes, the use of behavior change theories or techniques was analyzed, using standardized classifi-

cations if available, such as the taxonomy of BCTs.
• Excluded: any study that did not include a primary and/or secondary outcome.

Study design • Included: SRs only
• Excluded: studies other than SRs (eg, primary studies, commentary articles, and conferences) were excluded.

aSR: systematic review.
bBCT: behavior change technique.
cSTI: sexually transmitted infection.
dHPV: human papillomavirus.

Summary of inclusion and exclusion criteria used to identify
SRs of digital behavior change interventions for the prevention
of STIs and HIV. Criteria were defined following the Cochrane
Handbook and the PRIOR guideline. All SRs were operationally
defined as secondary research including primary clinical studies
with explicit search strategies in ≥2 databases [29,43].

Information Sources
In this overview, a comprehensive search strategy was used,
leveraging multiple key sources. Primary searches were
conducted on the leading international databases MEDLINE
(via PubMed), the Cochrane Database of SRs, Epistemonikos,
and PsycINFO. Each database was searched independently using
its native platform; no multidatabase platform (eg, EBSCOhost
and Ovid) was used. To enhance the scope of our search, we

conducted supplementary searches to identify any studies
potentially overlooked by the primary search strategy or absent
from the indexed databases. These supplementary efforts
included (1) meticulous manual reviews of the references cited
in the included studies, (2) examination of related SRs that
shared at least one study with the reviews included in our study,
and (3) additional records identified through various websites
(n=7), organizations (n=1), citation searching (n=321),
references provided by authors (n=1), and consultations with
experts (n=28; Figure 1). Citation searching involved both
backward citation screening (reference list checking) and
forward citation tracking using Google Scholar. No additional
search methods such as automated alerts, web-scraping tools,
or application programming interface–based search retrieval
were used.
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Figure 1. Study selection flow diagram for the overview of systematic reviews on digital behavior change interventions (DBCIs) for STI/HIV prevention,
following the PRIOR reporting guideline. PRIOR: Preferred Reporting Items for Overviews of Reviews.

Since this overview synthesizes published SRs rather than
primary studies, study and trial registries (eg, ClinicalTrials.gov,
International Clinical Trials Registry Platform) were not
searched. Each source was rigorously scrutinized, with the date
of the last search or consultation carefully documented to ensure
the currency and relevance of the findings. Database-specific
yields were MEDLINE (via PubMed; n=1113), Cochrane
Library (n=148), PsycINFO (n=161), and Epistemonikos
(n=1891), as detailed in Multimedia Appendix 2. Detailed
methodologies and search strategies are available in Multimedia
Appendix 2 (section 4).

Search Strategy
The electronic search strategy (sections 5 and 6 in Multimedia
Appendix 2) was developed and conducted under the supervision
of an experienced librarian. The strategy did not undergo formal
PRESS (Peer Review of Electronic Search Strategies) peer
review. The search strategy was newly developed for this
overview and was not adapted from any previous review. The
first author performed the electronic search from the databases’
inception up to November 12, 2025, with no restrictions on
publication date, language, or country of origin, following
PRISMA-S recommendations to ensure transparent and
reproducible reporting of search methods. No methodological
search filters (eg, SR filters, randomized trial filters, and
human-only filters) were applied beyond the predefined
eligibility criteria. An earlier search completed on August 31,
2024, was rerun and updated in accordance with PRISMA-S
guidance [38], to capture the most recent SRs before
resubmission. Additionally, we manually searched the
bibliographies of relevant reviews and the articles initially
retrieved. Letters were also sent to authors and experts identified
in the included and excluded studies during the screening stage

to identify additional eligible studies. The eligibility criteria are
listed in Table 1. Full search dates for each database, including
the initial search (August 31, 2024) and rerun (November 12,
2025), are reported in Multimedia Appendix 2. Full search
strategies for all databases, copied verbatim as executed, are
provided in Multimedia Appendix 2.

Study Selection Process
Following deduplication and a pilot test of the inclusion and
exclusion criteria, 2 independent reviewers (GDA and DLA)
screened all titles, abstracts, and full-text articles for eligibility
without knowledge of each other’s decisions. For the
deduplication process, all records retrieved from database
searches and supplementary sources were imported into
Collaboratron (Epistemonikos). The software’s automated
similarity-detection algorithm was used to identify duplicate
entries, followed by manual verification by 2 independent
reviewers (GDA and DLA) to ensure accuracy. This hybrid
deduplication approach, combining automated and manual
procedures, aligns with PRISMA-S recommendations for
transparent management of search records. Records from
electronic and bibliographic searches were stored and full text
screening was conducted using Collaboratron by Epistemonikos
[44]. Differences between the 2 reviewers (GDA and DLA)
were resolved through discussion, and a third reviewer (SSC)
was consulted when necessary. The list of studies excluded after
the full text review, along with reasons for exclusions, is detailed
in section 7 in Multimedia Appendix 2.

We reached out to 28 authors (up to 3 email attempts) to request
additional information, particularly on gray literature such as
conference presentations and reports (see the list of experts in
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the Contacting Experts section of section 4 in Multimedia
Appendix 2).

The interrater reliability was assessed using Cohen kappa
coefficient [45]. Two independent reviewers (GDA and DLA)
evaluated the full-texts (section 8 in Multimedia Appendix 2).

Data Collection Process
We developed a data extraction tool in Microsoft Excel to obtain
various study data recommended by Cochrane [46,47]. The data
extracted from the SRs selected for the study was tested and
calibrated by the team (section 9 in Multimedia Appendix 2).

For this purpose, 1 author (GDA) created the spreadsheet and
then extracted the data from 1 SR. Subsequently, 2 authors
(GDA and DLA) independently extracted data from 3 SRs, and
all authors provided feedback on whether the data elements
were complete, and the extracted data were unambiguous. Once
a consensus was reached through discussion, 1 author (GDA)
created a data extraction manual for the spreadsheet, which can
be found in Multimedia Appendix 2 (section 10).

Data Items
Data items included SR characteristics, PICOS criteria, and
variables related to DBCI (Textbox 1).
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Textbox 1. Data items in this overview of systematic reviews.

Data items

• Bibliographic information (author, year of publication, title, and aim of the SR).

Population characteristics:

• Participants (total number of participants included in the studies)

• Population age

• Specific population (men who have sex with men, lesbian, gay, bisexual, transgender, queer, and other sexual orientations and gender identities
(LGBTQI+) individuals, people with a diagnosis of sexually transmitted disease [STD] without HIV)

Study characteristics

• Total number of studies included in the review

• Number of randomized controlled trials (RCTs) included

• Type of studies (only RCTs, only non-RCTs, including experimental nonrandomized and observational studies-, both RCTs and non-RCTs)

• Review period (range of publication years of the primary studies included in each systematic review, reflecting the temporal coverage of the
synthesized evidence)

• Period or specific date range of the literature search (years during which databases were searched by the authors of each SR);

• Country or geographic location of the studies

Intervention details

• Target population

• Target behavior

• Explicit mention or extraction of theoretical frameworks used.

• Behavioral outcomes (condom use, frequency of unprotected sexual intercourse, number of sexual partners, STD and HIV testing, uptake of
medical male circumcision, HIV counseling, vaccination)

• Cognitive outcomes (self-efficacy, STD and HIV-related knowledge, attitudes toward condom use, and pre-exposure prophylaxis awareness)

• Biological outcomes (acquisition of HIV or sexually transmitted infection)

Intervention acceptability and feasibility

• Acceptability: participants’ acceptance of the intervention

• Practicability: ease of implementation in the real world

• Effectiveness: achievement of the intervention objectives

• Affordability: cost-effectiveness of the intervention

• Spill-over effects: unintended consequences

• Equity: impact on health equity

Technology and delivery methods

• Mobile devices, desktop computers, digital billboards, wearable accessories, digital objects, and projection and holograms

• Mode of delivery of digital contents (audio calls and messages, video calls and messages, text and instant messages, emails, audio broadcasts
and podcasts, websites and computer programs and apps, eBooks, virtual or augmented reality, artificial intelligence; for example, use of artificial
intelligence–based chatbots to promote safe sex or other sexual behaviors)

Other characteristics

• Number of primary studies included and overlap, tools used to assess the risk of bias in primary studies, whether a meta-analysis was conducted,
and certainty of evidence (Grading of Recommendations, Assessment, Development, and Evaluation)

Quality Appraisal of the SRs
We performed critical appraisals of SRs using AMSTAR-2 [48],
as outlined in our published protocol [39]. AMSTAR-2 consists
of 16 items that assess the thoroughness of various aspects of

a SR, such as the preparation process, literature search, study
selection, data extraction, and analysis, as well as potential
biases (eg, risk of bias, publication bias, or funding sources).
Based on the type and number of weaknesses identified (ie,
unmet items), the reviews were assigned a confidence rating:
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high, moderate, low, or critically low. Two authors (GDA and
DLA) independently assessed all SRs using a spreadsheet
(Microsoft Excel 2010) and reached consensus through
discussion (section 11 in Multimedia Appendix 2).

Overlap in Primary Studies Included in Reviews
To ensure the accuracy of the primary study outcome data and
avoid overlap, we checked whether the included SRs shared
overlapping primary studies. This was done by creating a
citation matrix and calculating the overall corrected covered
area (CCA) using Graphical Representation of Overlap for
Overviews (GROOVE) [49]. The CCA quantifies the degree
of overlap between primary studies included across SRs,
calculated as the number of repeated primary studies (numerator)
divided by the product of the total number of unique primary
studies and the number of reviews, minus the total number of
unique studies (denominator). The resulting value represents
the proportion of shared evidence between reviews. A CCA of
0% to 5% indicates a slight overlap, 6% to 10% a moderate
overlap, 11% to 15% a high overlap, and greater than 15% a
very high overlap.”

Data Synthesis Methods

Overview
Across the included SRs, the types of control or comparison
groups varied substantially. In most cases, DBCIs were

compared against nondigital or usual-care conditions, such as
standard health education, printed materials, or no intervention
controls. A smaller number of reviews included comparators
that were themselves digital but lacked explicit behavior change
components (eg, informational websites or SMS reminders
without BCTs). This heterogeneity makes it difficult to
disentangle whether observed effects are attributable to the
digital delivery mode, the behavioral content, or both. Therefore,
comparator conditions reported by each review were
documented, and findings were interpreted with caution,
emphasizing the combined influence of digital and behavioral
mechanisms [50].

Outcome Definitions
Behavioral outcomes were classified according to the definitions
provided in the included SRs. “STI and HIV prevention
behaviors” encompassed all behavioral actions aimed at reducing
infection risk, including but not limited to condom use, STI and
HIV testing, vaccination, and adherence to treatment. “Safe sex
behaviors” referred specifically to sexual practices such as
consistent condom use, partner reduction, and negotiation of
safer sex. This hierarchical approach was adopted to maintain
consistency with the terminology used in the original reviews
while avoiding redundancy between overlapping categories. A
clarifying note was also added to Table 2 indicating that “safe
sex behaviors” represent a subset of “STI and HIV prevention
behaviors.
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Table 2. Main characteristics of systematic reviews published between 2014 and 2015. “Safe sex behaviors” are a subset of “sexually transmitted
infection and HIV prevention behaviors. The table summarizes study design, population, intervention features, behavioral and cognitive outcomes, and
country income level based on World Bank classification.

ResultsCharacteristics (N=23a)

SRb design

514cNumber of studies included

129,481Participants (total)

(2014-2025)Range of years of the studies included

Place (country: geographic location)

204High-income countries

22Upper-middle-income countries

17Lower-middle-income countries

9Only RCTd (n=23)

2Only non-RCT (includes nonrandomized experimental and observational studies) (n=23)

12RCT and non-RCT (n=23)

410Total RCTs (N=514)

Population type (n=23)

14Adolescents (population age 10 to 19 years)

17Youth (20 to 29 years)

15Adults ( >29 years)

14Men who have sex with men

10LGBTQI+e individuals

10People diagnosed with an STDf ( without HIV)

Intervention characteristics (n=23)

19Target of behavior (prevention of STIg and HIV)

16Target behavior (safe sex)

17Target behavior (STI and HIV testing)

10Target behavior (treatment-related, ie, attend the appointment or getting treatment for an STI)

10Environment: schools

4Environment: universities (where it was implemented)

10Environment: health centers (where it was implemented)

10Explicit framework of theoretical domains of behavior change from the studies included in the SR

2Description of behavior change techniques according to BCTTv1

1Description according to Theoretical Domains Framework (TDF)

Behavioral outcomes (n=23)

19Condom use (internal or external)

11Frequency in unprotected sexual intercourse

7Number of sexual partners

18STD and HIV testing

4Uptake of medical male circumcision

8HIV counseling

7Get vaccinated against (VPH- HEP A y B)

Cognitive outcomes (mediators of prevention) (n=23)
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ResultsCharacteristics (N=23a)

10Self-efficacy

10STD- and HIV-related knowledge

8Attitudes toward condom use

4Pre-exposure prophylaxis awareness

Biological outcomes

8HIV or STI acquisition (n=23)

Technology delivered (n=23)

19Mobile device

12Desktop computer

0Digital billboard

0Wearable (clothing and accessory)

0Digital object

0Projection and hologram

Digital content type (n=23)

10Audio call and message

14Video call and message

18Text and instant message

9Email

6Video game

1Audio broadcast and podcast

18Website, computer, program and app

1eBook

2Virtual or augmented reality

Other descriptions

0Artificial intelligence-based chatbots for promoting safe sex or other sexual behaviors

Meta-analysis and certainty of evidence (n=23)

7Meta-analysis

4Certainty of evidence (GRADE)h

APEASEi (n=23)

6Acceptability

0Practicability

19Effectiveness

4Affordability

3Spill-over effects
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ResultsCharacteristics (N=23a)

2Equity

aTotal number of SRs included in this overview.
bSR: systematic review.
cTotal number of primary studies included in the SRs of this overview.
dRCT: randomized controlled trial.
eLGBTQI+: lesbian, gay, bisexual, transgender, queer, intersex, and plus.
fSTD: sextually transmitted disease.
gSTI: sexually transmitted infection.
hGRADE: Grading of Recommendations, Assessment, Development, and Evaluation.
iAPEASE: Acceptability, Practicability, Effectiveness, Affordability, Spill-over effects, and Equity.

A written description was generated on the results of each SR
on digital interventions for the prevention of STIs and HIV, and
a table detailed the characteristics and outcomes of each review.
The extracted data were synthesized using a predefined and
team-approved template, identifying common themes and
mapping them according to the stated objectives (section 9 in
Multimedia Appendix 2).

Subgroup analyses were done to evaluate various factors,
including the aim of the SR, the target population, behavioral
outcomes, cognitive outcomes, biological outcomes, and the
type of digital content and intervention. The mode of delivery
(MoD) framework by Marques et al [51] was used to categorize
interventions into types such as text and instant messages, video
calls and messages, websites, computer programs and apps,
emails, video games, audio broadcasts and podcasts, e-books,
and virtual or augmented reality.

The effectiveness of digital interventions for STI and HIV
prevention was assessed based on SRs that explicitly described
the use of BCTs or the TDF. Subsequently, the impact of BCTs
on each specific outcome was analyzed following the approach
of Michie et al [52,53], allowing for the identification of the
most effective techniques. Findings were synthesized into
structured tables to visualize the impact of digital interventions
across behavioral, cognitive, and biological domains.

Finally, a 5-level classification system was applied: “▼”
indicated strong evidence of a negative effect; “O,” mixed or
null evidence; “O−” and “O+,” a negative or positive effect
with limited evidence; and “▲,” strong evidence of a positive
effect. The strength of evidence was determined according to
three criteria: (1) the number of SRs reporting consistent results
in the same direction, (2) the methodological quality of these
reviews based on AMSTAR-2, and (3) the presence of
meta-analytic data when available. Strong evidence (“▲” or
“▼”) required consistent findings across at least 2 high-quality
reviews or meta-analyses, while limited evidence (“O−” or
“O+”) was assigned when findings were reported in only one
review or when quality or consistency was lower. Mixed or null
evidence (“O”) indicated conflicting or inconclusive findings.
This approach aligns with recent overviews applying the same
evidence-grading framework for BCTs [53,54].

This system aims to provide clear guidance on which BCTs are
most effective in digital interventions for STI and HIV
prevention. The BCTs were coded according to the BCT

Taxonomy version 1 (BCTTv1) [31,55], in studies that reported
interventions using TDF, while the original descriptions were
retained for studies that explicitly reported BCTs. This
methodological approach ensured that conclusions were
systematic, evidence-based, and aligned with established
behavior change frameworks.

The SAGER [37] guidelines were used to ensure the
consideration of sex and gender variables during the data
extraction. These guidelines aim to prevent bias and improve
the relevance and validity of findings by promoting the clear
distinction between “sex” (biological differences) and “gender”
(social and cultural factors), and its purpose is for these
distinctions to be accurately reflected in study design, data
analysis, and results reporting (sections 2 and 12 in Multimedia
Appendix 2).

Results

Overview
From the 3643 records identified (3313 from electronic
databases and 330 from bibliographic sources), 129 full-text
articles were assessed for eligibility. Of these, 106 were
excluded, leading to the inclusion of 23 SRs in this overview
[56-78] (Figure 1). The interrater reliability for full-text
screening of the initial 122 studies was robust (κ=0.88). An
updated search conducted on November 12 yielded 378
additional records, of which 7 were assessed in full-text and 4
met the inclusion criteria. Additional studies were identified
through supplementary methods, including website searches,
citation searching, and expert consultations, ensuring a
comprehensive review (section 4 in in Multimedia Appendix
2).

Characteristics of SRs
The 23 SRs included in the overview were published between
2014 and 2025, and covered 514 primary studies, including 410
randomized controlled trials (RCTs). Of these reviews, 9 focused
exclusively on RCTs [56-58,66,69,70,75,77,78], 2 on non-RCTs
[72,73], and 12 included both study types
[59-65,67,68,71,74,76]. These reviews encompassed 129,481
participants, with individual studies ranging from 2662 to 27,704
participants. A detailed appraisal of methodological quality and
overlap across the included SRs is presented at the end of this
section to contextualize confidence in the synthesized evidence.
The targeted populations included adolescents (n=14), youth
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(n=17), adults (n=15), men who have sex with men (n=14),
LGBTQ+ individuals (n=10), and people diagnosed with
sexually transmitted diseases other than HIV (n=10; sections
13, 14a, and 14b in Multimedia Appendix 2).

Most studies were conducted in high-income countries,
including the United States, Portugal, and Chile, followed by
upper-middle-income countries such as China and South Africa,
and lower-middle–income countries such as India and Kenya.
Country income levels were classified according to the World
Bank Country and Lending Groups (FY2025, Atlas method,
USD), which use Gross National Income per capita as the
defining criterion. Classifications were verified as of November
10, 2025, based on the latest publicly available dataset [79]. All
data are reported, and detailed characteristics of the included
SRs are presented in section 13 in in Multimedia Appendix 2.
The synthesis of study characteristics is summarized in Table
2.

SAGER Application
The SAGER guidelines revealed that most studies did not
include sex- or gender-disaggregated data, and significant gender
differences were generally not reported. Only one study,
Kamitani et al [63], mentioned transgender participants, but
without a detailed analysis (section 12 in in Multimedia
Appendix 2).

Characteristics of the Interventions

Overview
Across the included SRs, digital interventions targeted multiple
prevention-related behaviors, including STI and HIV prevention,
safer sex practices, and engagement with testing and sexual
health services. Most SRs focused on STI and HIV prevention
behaviors (19/23, 82.6%) safe-sex promotion (16/23, 69.6%),
and STI and HIV testing (17/23, 73.9%). Additionally, 10 SRs
(43.5%) incorporated strategies to enhance treatment adherence,
such as attending medical appointments or completing syphilis
treatment (Table 2 and section 15a in in Multimedia Appendix
2).

The research study settings varied, with health centers being
the most common (10/23, 43.5%), followed by schools (10/23,
43.5%), while universities (4/23, 17.4%) were the least frequent.
Regarding the use of theoretical frameworks, 10 SRs (43.5%)
applied a behavior change framework, yet only 2 SRs (8.7%)
explicitly described techniques based on the BCTTv1, and just
one (4.3%) used the TDF (section 15a in in Multimedia
Appendix 2).

In terms of behavioral outcomes, out of 23 SRs analyzed,
condom use was assessed in 19 reviews (82.6%), while STI and
HIV testing was reported in 18 reviews (78.3%). Other relevant
outcomes included the frequency of unprotected sexual
intercourse (47.8%), the number of sexual partners (30.4%),
and vaccination against HPV or hepatitis (30.4%). Finally, the
most analyzed cognitive outcomes were self-efficacy (43.5%),
STI and HIV-related knowledge (43.5%), and attitudes toward
condom use (34.8%), whereas PrEP awareness was examined

in only 4 studies (17.4%; section 15b and 15c in in Multimedia
Appendix 2).

MoD
According to the MoD classification by Marques et al [51],
most interventions were delivered via mobile devices (n=19)
and desktop computers (n=12), with text and instant messaging
being the most common digital content type (n=18). Other
content types included video calls and messages (n=14), emails
(n=9), and video games (n=6). Notably, no studies used
emerging delivery methods such as digital billboards, wearable
accessories, digital objects, or projection and holograms (Table
2; section 15d in in Multimedia Appendix 2).

Theoretical Frameworks and BCTs
Of the 23 SRs analyzed, 10 (43.5%) incorporated behavioral
theories, with the information-motivation-behavioral skills
model (10 of 71 framework mentions, 14.3%), health belief
model, and social cognitive theory being the most common.
However, 13 reviews (56.5%) lacked any theoretical framework,
reflecting inconsistent application of behavior change science.
Only 4 (17.4%) reviews explicitly reported the identification
or coding of BCTs or TDF [56,58,59,78] (section 15e in in
Multimedia Appendix 2).

Overall, there was limited variability in the reporting of
theoretical and behavioral frameworks across the 23 SRs.
Explicit descriptions of BCTs or TDF mapping were rare, with
most reviews indicating “not reported.” This pattern reflects
heterogeneity in reporting practices across digital interventions
for STI and HIV prevention and highlights that only a minority
of reviews provided systematic or detailed descriptions of
behavioral frameworks.

Effectiveness and Implementation of BCTs in Digital
Interventions: Subset Analysis
This subsection focuses specifically on the subset of SRs (4 out
of 23) that explicitly identified, coded, or analyzed BCTs within
digital interventions for STI and HIV prevention. These reviews
(Bailey et al [56]; Burns et al [58]; Clarke et al [59]; and Mo et
al [78]) provided sufficient methodological detail to enable
comparison of BCT use, frequency, and effectiveness. The
remaining reviews, which did not report BCT coding or
implementation frameworks, are synthesized in the previous
sections that address broader behavioral, cognitive, and
biological outcomes. This clarification ensures transparency
and maintains consistency with the overview’s comprehensive
scope.

DBCIs for STI and HIV prevention have incorporated various
BCTs; however, their explicit classification using standardized
frameworks such as the BCTTv1 or TDF remains limited.
Among the studies analyzed, Burns et al [58] and Clarke et al
[59] reported interventions explicitly coded using BCTTv1,
whereas Bailey et al [56] used domains associated with TDF to
describe behavioral determinants. Mo et al [78] expanded the
evidence base by systematically identifying and mapping BCTs
across digital HIV prevention interventions for adolescents and
young people (Table 3).
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Table 3. Summary of behavioral determinants, frequently reported behavioral change techniques (BCTs), and observed effectiveness of digital
interventions for the prevention of sexually transmitted infections (STIs) and HIV based on 4 reviews (Bailey et al [56]; Burns et al [58]; Clarke et al
[59]; and Mo et al [78]). Includes intervention design, target population, mode of delivery, and AMSTAR-2 quality rating. BCT codes correspond to
Behavior Change Technique Taxonomy version 1.

AMSTAR 2
Rating

Statistical signif-
icance and ef-
fect size (P val-
ue, Cohen d, r)

Most fre-
quently used
BCTs and
components

Determi-
nants of
behavior

Intervention
effectiveness
and observed
behavior
change

Target of
behavior

Target pop-
ulation and
number of
participants

N Prima-
ry stud-
ies and
study
designs

Mode of
delivery

Review
period

Reference
and re-
view type

High

No critical
flaws One

HIV-related
knowledge:

SMDc=0.56
(95% CI 0.33-

Goal setting
(1.1), com-
mitment
(1.9), feed-
back on be-

Goals, be-
havioral
regula-
tion,
knowl-

Increased
HIV-related
knowledge
(moderate ef-
fect) - small

Prevention
of HIV and
other STIs,
promotion
of safe sex

Population:
young peo-
ple, men
who have
sex with

31 stud-
ies

RCTsb

Web-
based pro-
grams,
mobile
apps, on-

Searches:
from
2014 to
June
2017 Pub-

Bailey et
al [56]

SRa and
meta-
analysis

noncritical
weakness
(no informa-

0.80) - HIV pre-
vention self-effi-
cacy:

havior (2.2),
biofeedback
(2.6), infor-

edge,
emotion,
optimism,

improvement
in behavioral
intention -

behaviors,
adherence
to testing

men
(MSM),
HIV-posi-

line mod-
ules

lication
of prima-
ry studies

tion on fund-
ing sources)SMD=0.13

(95% CI 0.00-mation about
antecedents

beliefs
about ca-
pabilities

Positive effect
on HIV pre-
vention behav-
iors - No clear

and treat-
ment. Con-
dom use,
partner re-

tive people,
at-risk
adults,
African

included:
1991-
2017

0.27) - HIV pre-
vention inten-
tion: SMD=0.16

(4.2), re-attri-
bution (4.3),
informationimpact onduction,American (95% CI 0.06-
about healthself-efficacy -and safewomen. 0.26) - HIV pre-
conse-No significantsex negotia-

tion
Total:
11,293 par-
ticipants -

vention behav-

iors: ORd 1.28
(95% CI 1.04-

quences
(5.1),
salience of

effect on bio-
logical out-
comes (STIIDI vs.

1.57) - Biologi-conse-and HIV acqui-minimal in-
cal outcomesquencessition, viral

load)
tervention:
10,423 par-
ticipants -

(STI and HIV
acquisition, vi-
ral load): OR

(5.2), verbal
persuasion
(15.1), self-
talk (15.4)

IDI vs.
face-to-
face inter-

1.48 (95% CI
0.96-2.28),
P=.08 (not sig-
nificant)

vention:
870 partici-
pants

Moderate No
critical flaws

Clinic atten-
dance: SMS re-

Goal Setting
(1.1), feed-

Goals, in-
tentions,

Two trials
showed signif-

Promotion
of sexual

Population:
General

10 stud-
ies
RCTs

Mobile
phone-
based in-
terven-

Searches:
January
1999 and
July 2014

Burns et
al [58]
SR of
RCTs

More than
one noncriti-
cal weakness

minders signifi-
cantly increased

attendance (RRe

back on Be-
havior (2.2),
information
about health

behav-
ioral regu-
lation,
knowl-

icant increases
in clinic atten-
dance with
SMS re-

health ser-
vices up-
take, reduc-
tion of

population,
at-risk
adults,
young peo-

tions,
SMS re-

Publica-
tion of (no informa-0.86, 95% CI

conse-edge, so-minders. -risky sexu-ple,minders,primary tion on fund-0.74-1.00) -
quencescial influ-One trial im-al behav-(MSM) To-mobilestudies in- ing sources,Chlamydia
(5.1),ences, en-proved sexualiors, reduc-tal: 16,773

participants
apps,
video
messages

cluded::
2006-
2014

publication
bias reported
but not dis-
cussed)

retesting: SMS
reminders in-
creased retest-
ing (RR 4.5,

demonstra-
tion of behav-
ior (6.1), so-
cial compari-

vironmen-
tal con-
text and
resources,

health knowl-
edge. - No tri-
als showed
significant in-

tion of re-
call bias in
self-report-
ed sexual
activity

95% CI 1.05-
19.22) - HIVson (6.2),

prompts/cues
reinforce-
ment

creases in con-
dom use. -
One trial

testing uptake:
no significant(7.1), materi-

al incentives
(10.1)

found mobile
technology ac-
ceptable for

effect (RR 0.94,
95% CI 0.81-
1.09) - Sexual

sexual health
data collection

health knowl-
edge: SMS im-
proved knowl-
edge (RR 1.75,
95% CI 1.11-
2.77) - Condom
use: no signifi-
cant changes
(RR 0.87, 95%
CI 0.62-1.24)
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AMSTAR 2
Rating

Statistical signif-
icance and ef-
fect size (P val-
ue, Cohen d, r)

Most fre-
quently used
BCTs and
components

Determi-
nants of
behavior

Intervention
effectiveness
and observed
behavior
change

Target of
behavior

Target pop-
ulation and
number of
participants

N Prima-
ry stud-
ies and
study
designs

Mode of
delivery

Review
period

Reference
and re-
view type

Critically
Low

More than
one critical
flaw (no jus-
tification for
excluding in-
dividual
studies, no
considera-
tion of bias
when inter-
preting re-
sults) More
than one
noncritical
weakness
(study selec-
tion not done
in duplicate,
no informa-
tion on fund-
ing sources)

Some interven-
tions significant-
ly increased at-
tendance while
others had
mixed results

Credible
source (9.1),
prompts/cues
(7.1), social
support
(3.2), social
reward
(10.4), self-
incentive
(10.5), re-
structuring
of the envi-
ronment
(12.1, 12.2),
focus on past
success
(15.3), vicari-
ous conse-
quences
(16.3)

Beliefs
about
conse-
quences,
environ-
mental
context
and re-
sources,
emotion,
reinforce-
ment, so-
cial influ-
ence, opti-
mism

Behavioral in-
terventions in-
creased atten-
dance at
scheduled sex-
ual health ap-
pointments.
Text messages
were the most
frequently

used MoDg.
Some interven-
tions were ef-
fective, while
others had
mixed results

Increasing
attendance
at sched-
uled sexual
health ap-
pointments

Population:
Adoles-
cents,
youth,
adults,
MSM,

LGBTQI+f.
Total: not
reported

13 stud-
ies
(RCTs=5
Non
RCTs
before-
after=8)

Digital in-
terven-
tions in-
cluding
SMS
(text mes-
sages),
social me-
dia, and
app-
based
messag-
ing

Searches:
1 January
2000 to 1
Septem-
ber 2021.
Publica-
tion of
primary
studies in-
cluded::
2011-
2018

Clarke et
al [59]

SR

Critically
Low

More than
one critical
flaw (no jus-
tification for
excluding in-
dividual
studies, no
considera-
tion of bias
when inter-
preting re-
sults) More
than one
noncritical
weakness
(study selec-
tion not done
in duplicate,
no informa-
tion on fund-
ing sources)

No pooled ef-
fect sizes report-
ed.

Several primary
studies demon-
strated signifi-
cant improve-
ments in

HIV knowledge
and self-effica-
cy but effects
could not be
meta-analyzed

Information
about health
conse-
quences
(5.1),

feedback on
behavior
(2.2),

prompts/cues
(7.1),

goal setting
(1.1),

problem
solving
(1.2),

demonstra-
tion of behav-
ior (6.1),

social sup-
port (3.1),

self-monitor-
ing (2.3)

Knowl-
edge, be-
liefs
about
conse-
quences,
behav-
ioral
skills,
self-effica-
cy,

environ-
mental
context
and re-
sources,
motiva-
tion

Narrative syn-
thesis indicat-
ed consistent
improvements
in cognitive
determinants

(HIV-related
knowledge,
self-efficacy,
perceived
risk).

Small, incon-
sistent effects
were reported
for condom
use.

Some interven-
tions showed
increases in
HIV testing
motivation or
intentions,

but behavioral
outcomes
were heteroge-
neously mea-
sured and
rarely pooled

Prevention
of HIV;
promotion
of safer sex
practices;
HIV test-
ing; risk re-
duction be-
haviors

Population:
adolescents
and young
people (10-
29 y). To-
tal: Not re-
ported

34 stud-
ies
(RCTs,
quasi-
experi-
mental,
and ob-
serva-
tional
designs)

Mobile
apps,
SMS text
messag-
ing, web-
based
modules,
comput-
er-based
digital
game
(IYG-
Tech), on-
line edu-
cational
platforms

Searches:
January
2008 to
Novem-
ber 2024.
Publica-
tion of
primary
studies in-
cluded:
2008-
2023

Mo et al
[78]

SR

aSR: systematic review.
bRCT: randomized controlled trial.
cSMD: standardized mean difference.
dOR: odds ratio.
eRR: relative risk.
fLGBTQI+: lesbian, gay, bisexual, transgender, queer, and other sexual orientations and gender identities.
gMoD: mode of delivery.
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In total, 26 BCTs were reported. The most frequently used in
these interventions included goal setting (1.1), feedback on
behavior (2.2), and the use of prompts and cues (7.1), commonly
delivered through mobile apps, text messaging (SMS), online
modules, and digital games. Other approaches included
commitment strategies (1.9), biofeedback (2.6), social support
(3.1, 3.2), and providing information about health consequences
(5.1). These techniques targeted key behavioral determinants
such as knowledge, behavioral regulation, social influence, and
reinforcement strategies, aiming to enhance self-efficacy,
motivation, and risk awareness (Table 3).

Table 3 summarizes behavioral determinants, commonly used
BCTs, and intervention effectiveness. Figure 2 synthesizes the
impact of specific BCTs across behavioral, cognitive, and
biological outcomes. Findings on BCT effectiveness were drawn
from the 3 SRs that reported effect estimates (Bailey et al [56];
Burns et al [58]; Clarke et al [59]). Mo et al [78] contributed
descriptive evidence on BCT implementation but did not report
quantitative effect estimates. This section also highlights how
BCTs were implemented across SMS-based strategies, mobile
apps, online platforms, and digital learning modules.

Figure 2. Summary of the effectiveness of behavior change techniques in digital interventions for sexually transmitted infection and HIV prevention.

Behavioral Outcomes

Condom Use

Digital interventions showed mixed effectiveness. Bailey et al
[56] found a significant increase in condom use (odds ratio [OR]
1.28, 95% CI 1.04-1.57, ▲ evidence), supporting the role of
goal setting (1.1), commitment (1.9), and feedback (2.2).
Conversely, Burns et al [58], reported no significant effect
(relative risk [RR] 0.87, 95% CI 0.62-1.24, O evidence),

suggesting that effectiveness varied by population and
intervention design.

Regarding mobile apps for risk awareness [56], digital
interventions focusing on health consequences (5.1) significantly
improved HIV-related knowledge (standardized mean difference
[SMD]=0.56, 95% CI 0.33-0.80), reinforcing the role of
interactive digital tools in promoting condom use behaviors.
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Sexual Health Services Uptake

To ensure conceptual clarity, in this overview STI and HIV
testing refers to diagnostic testing behaviors, whereas sexual
health services uptake encompasses broader engagement with
preventive or clinical services, including retesting when reported
as part of general service use [58].

Mixed results (O+ to ▲) were found regarding the effectiveness
of goal setting (1.1) and Feedback (2.2) in increasing
engagement with sexual health services. SMS reminders
significantly increased clinic attendance (RR 0.86, 95% CI
0.74-1) and chlamydia retesting rates (RR 4.5, 95% CI
1.05-19.22) [58]. SMS reminders providing health-related
information (5.1) and material incentives (10.1) were effective
in some cases, particularly for STI retesting, though results
varied across populations.

Regarding SMS feedback and goal setting [58], participants
received weekly SMS messages inquiring about risky sexual
behaviors, followed by feedback and goal-setting prompts to
encourage health service use.

STI/HIV Testing

Evidence from Burns et al [58] was mixed (O to ▲), with
Feedback (2.2) and prompts and cues (7.1) being somewhat
effective in encouraging STI testing. Clarke et al [59] found
that personalized SMS reminders significantly improved STI
retesting rates (56% vs. 33%; P<.01). However, material
incentives (BCT 10.1) yielded mixed effects (O), as financial
rewards increased short-term attendance but did not sustain
engagement.

Regarding personalized SMS reminders and incentives [59],
tailored SMS messages encouraged STI retesting, with financial
incentives increasing attendance (29.17% in the incentive group
vs. 0% in the control group).

Cognitive Outcomes

HIV-Related Knowledge

Digital interventions incorporating Information about Health
Consequences (5.1) and Biofeedback (2.6) significantly
improved HIV-related knowledge (SMD=0.56, 95% CI
0.33-0.80, ▲ evidence). These interventions relied on mobile
apps to enhance risk awareness through educational modules
and interactive tools [56].

HIV Prevention Self-Efficacy

Strong evidence (▲) supported Goal Setting (1.1), Commitment
(1.9), and Feedback (2.2) in improving self-efficacy for HIV
prevention. Self-monitoring and digital education modules were
key to reinforcing behavior change [56].

HIV Prevention Intentions and Attitudes Toward Condom
Use

For both outcomes, evidence was weaker (O+ to O), indicating
that Goal Setting (1.1) and Feedback (2.2) may contribute to
positive attitudes toward condom use, but their long-term impact
remains uncertain (SMD=0.16, 95% CI 0.06-0.26). Health
Consequences (5.1) showed inconsistent effects, suggesting
that behavior change may require additional reinforcement.
[56].

Regarding mobile apps for risk awareness [56]: digital
interventions focusing on HIV prevention knowledge were
designed to improve risk awareness and motivation, though
long-term behavior adoption remained a challenge.

Complementary evidence was provided by Mo et al [78], who
systematically reviewed digital HIV prevention interventions
for adolescents and young adults and identified a broad set of
BCTs mapped across the included programs. Although this
review did not quantify behavioral or biological outcomes
associated with specific BCTs, it reported consistent
improvements in key cognitive determinants—particularly
HIV-related knowledge, prevention self-efficacy, and attitudes
toward condom use. These findings reinforce the role of
information-based strategies (eg, providing information about
health consequences, 5.1), feedback mechanisms (2.2), and
prompts and cues (7.1) as foundational techniques supporting
cognitive readiness for behavior change in digital sexual health
interventions.

Biological Outcomes: STI/HIV Acquisition
Weak positive evidence (O+ to O) was assigned to goal setting
(1.1), commitment (1.9), and feedback (2.2), with ▲ (strong
evidence) for health consequences (5.1). Despite improvements
in knowledge and behavioral determinants, these interventions
did not significantly reduce STI and HIV acquisition rates (OR
1.48, 95% CI 0.96-2.28; P=.08) [56].

In Figure 2, summary of the effectiveness of individual BCTs
reported in the 3 reviews included in the BCT subset analysis.
Outcomes are grouped into behavioral (eg, condom use, STI
and HIV testing), cognitive (eg, knowledge, self-efficacy), and
biological domains. Effect strength was graded using a 5-level
evidence classification system adapted from Michie et al. (2018)
[9] and Mair et al. (2023) [53]: “▲” denotes strong positive.
“O” denotes mixed or null, “O+/O−” denotes limited positive
or negative, and “▼” denotes strong negative. AMSTAR-2
quality ratings are indicated by colored circles as follows: Green
= High, Yellow = Moderate, Orange = Low, Red = Critical Low
Classification of effectiveness from this systematic reviews and
meta-analyses. ▲ = Positive effect of BCT based on good
evidence such as subgroup or regression analyses. O+ = Positive
effect of BCT based on low evidence such as frequency of
individual BCTs within effective interventions. O = Mixed
evidence or no effect. O− = Negative effect of BCT based on
low level of evidence such as frequency of individual BCTs
within effective interventions. ▼ = Negative effect of BCT
based on good evidence such as subgroup or regression analyses.

Quality Appraisal of the SRs
Confidence levels were determined according to the AMSTAR-2
criteria described in the Methods section, based on the number
and severity of critical and noncritical weaknesses. Overall,
confidence in the results was high in 21.7% (5/23) of the SRs,
moderate in 13% (3/23), low in 17.4% (4/23), and critically low
in 47.8% (11/23). The most common weaknesses identified
were the absence of reported funding sources for primary studies
(22/23, 95.7%), the lack of a full list of excluded studies (13/23,
56.5%), and the omission of a review protocol (10/23, 43.5%;
section 16 in in Multimedia Appendix 2).
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Overlap in Primary Studies Cited in Reviews
The overlap assessment revealed a minimal overlap in the 321
primary studies, most of which were cited only once in the 23
SRs, with a CCA of 2.70. Comparisons between pairs of SRs
indicated that 82.6% (209 out of 253) had a low overlap (<5%),
8.7% (22 out of 253) had a moderate overlap (5% to <10%),
4% (10 out of 253) had a high overlap (10% to <15%), and
4.7% (12 out of 253) had a very high overlap (≥15%).

Given that 4 reviews (Bailey et al [56]; Burns et al [58]; Clarke
et al [59]; and Mo et al [78]) provided explicit coding or
mapping of BCTs, these were analyzed as a separate
methodological subset (Table 3). The overlap assessment
indicated consistently slight overlap (<5%) among them,
confirming that this BCT-focused evidence base draws on
distinct sets of primary studies. These findings are illustrated
in sections 17 and 18 in in Multimedia Appendix 2.

Discussion

Principal Results
This overview synthesized evidence from 23 SRs to evaluate
the behavioral determinants, theoretical foundations, and
effectiveness of DBCIs for preventing STIs and HIV. Consistent
with the study aims, the findings indicate that DBCIs,
particularly SMS reminders, mobile apps, and interactive
web-based programs, can enhance engagement with sexual
health services and increase STI and HIV testing. Cognitive
determinants, such as HIV-related knowledge, motivation, and
self-efficacy, also improved across numerous interventions. The
most frequently identified and effective BCTs included goal
setting, feedback on behavior, and prompts and cues. However,
the high heterogeneity of intervention formats and the
inconsistent reporting of BCTs across reviews limit the ability
to draw definitive conclusions regarding the independent
contribution of specific components. Taken together, these
findings offer a clear synthesis of behavioral mechanisms across
digital interventions and strengthen confidence in the patterns
observed across reviews.

Only 4 reviews, Bailey et al [56], Burns et al [58], Clarke et al
[59], and Mo et al [78], explicitly coded or mapped BCTs using
standardized frameworks (BCTTv1 or TDF), allowing for a
focused subset analysis. For the remaining reviews, behavioral
mechanisms could only be inferred from narrative descriptions.
The GROOVE overlap analysis confirmed minimal overlap
across the 321 primary studies, indicating that the synthesized
evidence draws from distinct and independent datasets. This
methodological combination strengthens the validity of the
synthesized findings and responds directly to recent calls for
more mechanism-oriented evidence synthesis in digital health
[80].

Interpretation of Findings
Overall, DBCIs show considerable promise in supporting STI
and HIV prevention, particularly through timely reminders,
personalized feedback, and interactive educational content.
SMS-based interventions consistently improved clinic
attendance and STI retesting, reinforcing the well-established
role of prompts and cues in facilitating preventive behaviors.

Web-based programs and mobile apps contributed to enhanced
knowledge, motivation, and behavioral skills, aligning with
established behavioral models emphasizing the importance of
cognitive determinants. This overview highlights that cognitive
determinants represent the most consistent pathways of change
in DBCIs, clarifying how digital components influence
prevention behaviors.

Behavioral outcomes such as condom use demonstrated mixed
effects: Bailey et al [56] reported significant improvements,
whereas Burns et al [58] found no notable impact. These
differences likely reflect variations in populations, intervention
content, MoDs, and follow-up durations, as well as the extent
to which interventions incorporated explicit BCTs or theoretical
frameworks. Findings from Mo et al [78] further highlight the
inconsistency in how interventions implement and report
behavior change strategies, particularly among adolescent
populations. These discrepancies underscore that digital
modalities may be more effective when they target motivational
and self-regulatory determinants rather than complex
interpersonal behaviors, a distinction that has been
underexplored in prior reviews.

The limited and inconsistent application of behavioral theory
across reviews is a central issue. Nearly half of the reviews did
not reference any behavioral framework, despite strong evidence
from broader health literature showing that theoretically
grounded digital interventions are more effective and more
interpretable. This gap constrains the field’s ability to identify
mechanisms of action and optimize intervention design. By
systematically examining these gaps, our overview provides
conceptual clarity on how limited theoretical integration
constrains interpretability, scalability, and optimization of digital
interventions. Addressing these gaps is essential for moving the
field toward theory-driven digital prevention, where mechanisms
of action are explicitly linked to intervention components and
outcomes.

The updated search added 4 recent SRs [75-78], which expand
the evidence base with up-to-date findings on digital PrEP
adherence support, smartphone-based HIV prevention tools,
and BCT-coded adolescent interventions. However, their
conclusions mirror earlier patterns: digital tools consistently
improve testing and cognitive outcomes, whereas sustained
behavioral and biological impacts remain inconsistent. By
incorporating the most recent evidence available, including 4
SRs published in 2024-2025, this overview offers a timely and
comprehensive picture of current digital prevention strategies
and how they engage (or fail to engage) key behavioral
mechanisms.

Comparison With Prior Work
Our findings align with prior work demonstrating that digital
interventions can effectively promote preventive health
behaviors when grounded in behavioral theory and equipped
with active engagement strategies. Studies by Simoni et al [23],
Albarracín et al [34], and Thomas Craig et al [24] underscore
the importance of behavioral mechanisms, self-regulation
processes, and contextual tailoring, elements only partially
reflected across the reviews included in this overview. Unlike
previous syntheses, this overview integrates behavioral
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mechanisms, intervention content, and methodological quality
to provide a more coherent understanding of how and why
DBCIs work. This integration allows for a more granular
understanding of intervention pathways than outcome-only
syntheses can provide.

A key divergence from other health domains (eg, mental health
and chronic disease management) is the limited integration of
emerging digital technologies, such as AI-driven personalization,
conversational agents, and virtual or augmented reality, in STI
and HIV prevention. Similarly, sex- and gender-disaggregated
analyses remain rare, with only 1 review explicitly addressing
transgender populations. This raises concerns about equity and
generalizability in digital sexual health research. This highlights
a broader limitation in the STI and HIV prevention literature:
the field has been slower than other digital health domains to
adopt advanced technologies and rigorous behavioral
frameworks, reducing its capacity to generate equitable and
generalizable impact. Future digital prevention efforts must
bridge this technological and conceptual gap to ensure that
innovation translates into equitable public health impact.
Extending beyond earlier reviews, this overview examines not
only whether digital interventions work but also how and why
they work, through explicit mapping of behavioral mechanisms
across reviews.

Strengths and Limitations
This overview offers the most comprehensive behavioral
synthesis to date of digital interventions for STI and HIV
prevention, following the PRISMA-S (Multimedia Appendix
3). The use of AMSTAR-2 enabled robust appraisal of
methodological quality, while GROOVE allowed quantification
of overlap across primary studies. Together, the minimal overlap
and explicit behavioral coding enhance confidence in the
synthesized evidence.

However, several limitations should be acknowledged. First,
conclusions depend on the quality and reporting of the included
SRs, nearly half of which were rated critically low by
AMSTAR-2. Second, BCT coding was absent or insufficient
in most reviews, restricting the depth of mechanistic synthesis.
Third, high intervention heterogeneity precluded meta-analytic
pooling and limits comparability. Finally, reliance on SRs means
that relevant primary studies not captured in those reviews may
have been missed.

Despite these limitations, the overview provides a clear,
methodologically grounded synthesis of how digital tools
contribute to STI and HIV prevention and where future research
should focus. This multilayered approach responds to recent

calls for more rigorous, mechanism-oriented evidence synthesis
capable of informing real-world decision-making and aligns
with emerging frameworks such as evidence-based X, which
emphasize the integration of mechanisms, context, and
methodological rigor in digital health research [80].

Conclusions
DBCIs represent a promising and scalable strategy for
strengthening STI and HIV prevention, particularly for
improving testing behaviors and key cognitive determinants.
Interventions incorporating goal setting, feedback on behavior,
and prompts and cues show the most consistent positive effects,
whereas outcomes related to condom use and biological
measures remain mixed. The inconsistent application and
reporting of behavioral theory across reviews limits both
interpretability and scalability.

Building on prior work, this overview provides a novel
contribution by integrating effectiveness evidence with a
systematic mapping of BCTs and theoretical mechanisms, a
perspective that has been largely absent from earlier syntheses.
By identifying which active components are most consistently
associated with beneficial outcomes and highlighting persistent
reporting and methodological gaps, this study offers actionable
guidance for designing next-generation digital interventions.
These findings, which incorporate evidence updated through
2025, have pragmatic real-world implications for researchers,
clinicians, and policymakers seeking to develop scalable,
culturally responsive, and equity-focused digital prevention
programs that meaningfully address the behavioral pathways
that drive STI and HIV risk across diverse populations.
Collectively, these insights offer a pathway for accelerating the
development of digital public health tools that are both
evidence-based and behaviorally informed.
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Abstract

Background: College students undergo a critical transition from adolescence to adulthood, during which lifestyle behaviors
such as physical activity, sedentary behavior, diet, and sleep are key determinants of long-term health. Digital health interventions
(DHIs) are increasingly recognized as a promising strategy for improving these behaviors among college students.

Objective: This systematic review aims to evaluate the effectiveness and applicability of DHIs targeting lifestyle behaviors
among college students by analyzing intervention objectives, modalities, functionalities, outcomes, and other key characteristics.

Methods: In accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020
guidelines, multiple scientific databases, including Scopus, Web of Science, PubMed, MEDLINE, PsycINFO, SPORTDiscus,
ProQuest Central, APA PsycArticles, ERIC, and Academic Search Premier, were searched for studies published between January
2010 and December 2025 (initial search: August 5, 2025; updated search: December 27, 2025). The inclusion criteria were original
empirical studies on DHIs targeting lifestyle behaviors (physical activity, sedentary behavior, diet, and sleep) among college
students, published in English. Studies focusing on nondigital interventions, lacking sufficient methodological details, or not
reporting lifestyle behavior–related outcomes were excluded. Quality assessment was conducted in 2 stages: all studies were first
evaluated using the Mixed Methods Appraisal Tool (2018 version), followed by Risk of Bias 2 for randomized controlled trials
and Joanna Briggs Institute critical appraisal tools for nonrandomized studies. A narrative synthesis was used to present and
synthesize the findings.

Results: A total of 2998 records were retrieved, of which 46 publications met the inclusion criteria. These included 30 (65%)
studies related to physical activity, 26 (57%) studies to diet, 10 (22%) studies related to sedentary behavior, and 6 (13%) studies
related to sleep. This review enabled an examination of the effects of DHIs on college students’ lifestyle behaviors. DHIs primarily
used mobile apps, web-based platforms, and mobile communication technologies, with core functionalities such as education,
guidance, monitoring, and prompting. DHIs were more effective in improving physical activity and diet; however, evidence for
reducing sedentary behavior and improving sleep remained limited. Of the 46 studies, 31 (67%) reported positive effects, with
larger sample sizes and intervention durations of 8-16 weeks being associated with more favorable outcomes.

Conclusions: This review focuses on college students, addressing a gap in the literature that often centers on general adult
populations. Unlike previous reviews that focus on a single behavior, this study integrates multiple lifestyle behaviors and evaluates
DHIs across diverse modalities and functionalities. These contributions help refine future DHIs for college students and inform
health promotion strategies in higher education. Although DHIs show potential for improving lifestyle behaviors, evidence of
their long-term effectiveness remains limited. Future interventions should prioritize multibehavior integration, interactivity, and
population-differentiated design to enhance precision, sustainability, and equity. This study has several limitations, including
issues related to sample representativeness, intervention refinement, and methodological rigor.

Trial Registration: PROSPERO CRD420251119078; https://www.crd.york.ac.uk/PROSPERO/view/CRD420251119078

(J Med Internet Res 2026;28:e82192)   doi:10.2196/82192
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Introduction

College students are in a critical developmental stage
characterized by the transition from adolescence to adulthood,
during which they encounter multiple challenges, including
increased academic demands and evolving social roles. Evidence
suggests that college students often exhibit insufficient
self-management capacity related to healthy lifestyle behaviors
[1], with inadequate physical activity, prolonged sedentary
behavior, irregular diet patterns, and sleep disturbances being
particularly prevalent. Previous research has demonstrated that
health behaviors established during this developmental period
tend to exhibit substantial stability and continuity over time [2].
The adoption of unhealthy lifestyle behaviors during this stage
has been shown to significantly increase the risk of chronic
diseases, depression, and anxiety later in adulthood [3,4].
Therefore, the implementation of early and effective
interventions targeting these 4 key lifestyle behaviors among
college students is of substantial public health significance [1].

With the rapid advancement of digital technologies and the
widespread adoption of smart devices, digital health
interventions (DHIs) have emerged as an innovative approach
to health promotion and are increasingly recognized as an
important means of improving lifestyle behaviors among college
students [5,6]. Particularly in the post–COVID-19 era, DHIs
have demonstrated greater adaptability and broader application
potential than traditional face-to-face health intervention models
[7-9]. In recent years, a growing body of empirical evidence
has shown that DHIs are effective in promoting physical activity
among college students [10-12], reducing sedentary time
[13,14], improving diet behaviors [15,16], and enhancing sleep
quality [17,18]. These interventions—encompassing mobile
apps, wearable devices, online platforms, and social
media—offer several advantages, including low cost, high
scalability, and a high degree of personalization [19,20], and
have been shown to enhance user engagement and facilitate
sustained behavior change [21,22]. Concurrently, advancements
in emerging technologies, such as artificial intelligence, continue
to drive the refinement of DHI implementation strategies and
further enhance intervention effectiveness [23].

However, the existing body of research on DHIs targeting
lifestyle behaviors among college students remains subject to
several limitations. On the one hand, the majority of original
intervention studies have focused on single lifestyle behaviors
or specific technological modalities, with a relative lack of
comprehensive designs that integrate multiple behaviors and
intervention approaches. At the same time, key intervention
dimensions—such as functional characteristics, intervention
duration, participant demographics, and adherence—have yet
to reach unified standards or methodological consensus [24,25].
On the other hand, existing systematic reviews and
meta-analyses in this field also demonstrate limitations in terms
of specificity and methodological rigor. First, systematic
syntheses that specifically target the college student population

remain relatively scarce, with insufficient attention paid to
lifestyle behaviors such as sedentary behavior and sleep. Second,
existing analyses have not adequately synthesized the combined
effects of multiple lifestyle behaviors across diverse DHI
intervention formats [26].

In light of the current research context and identified limitations,
this review is guided by the following research questions: (1)
What is the current state of the literature on DHIs targeting 4
key lifestyle behaviors among college students (physical activity,
sedentary behavior, diet, and sleep)? (2) What are the specific
implementation strategies and modalities of DHIs addressing
these behaviors? (3) To what extent are DHIs effective in
influencing these 4 target lifestyle behaviors among college
students? Through a comprehensive synthesis and analysis of
relevant primary research evidence, this review will explicitly
consider the characteristics of college students as “digital
natives” [27]. The review will systematically examine the forms,
functions, and key components of different DHIs, and
comprehensively evaluate their effects on the 4 target behaviors
that are closely related to college student health. This review
aims to clarify the applicability and effectiveness of DHIs within
this population, thereby providing evidence-based
recommendations for optimizing DHI tools, informing health
promotion strategies in higher education settings, and guiding
future research.

Methods

Search Strategy
This systematic review was prospectively registered in
PROSPERO (International Prospective Register of Systematic
Reviews) on August 4, 2025 (registration number:
CRD420251119078), and the reporting of the review findings
adheres to the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) 2020 guidelines (see
Multimedia Appendix 1). A comprehensive literature search
was conducted across 10 major English-language electronic
databases, including Scopus, Web of Science, PubMed,
ProQuest Central, and 6 databases accessed via the EBSCOhost
platform (MEDLINE, PsycINFO, SPORTDiscus, APA
PsycArticles, ERIC, and Academic Search Premier), with
Google Scholar used as a supplementary search source. In
addition, the reference lists of relevant articles were screened
to identify potentially missed studies. The initial search was
completed on August 5, 2025, covering studies published
between January 1, 2010, and June 1, 2025, for primary study
identification, and an updated search was conducted on
December 27, 2025, to capture studies published within the
most recent 6 months; the same search strategy was applied
consistently across both searches. No published search filters
were used, and the search strategy was neither adapted from
nor reused, in whole or in part, from previous reviews. The
search strategy was initially developed by the authors and
subsequently peer reviewed by an experienced searcher with
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expertise in scientific information retrieval. Beyond these
approaches, no study registries were searched, no purposeful
searching or browsing (eg, table of contents screening, print
conference proceedings, or website searches) was conducted,
and no additional information was sought by contacting authors,
experts, manufacturers, or other relevant parties.

The literature search strategy was systematically developed in
accordance with the PRISMA-S (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses—Search Extension)
guidelines to ensure transparency and reproducibility of the
search process. The strategy combined Medical Subject
Headings terms with free-text terms and constructed keyword
combinations around 3 core concepts: (1) intervention formats
(eg, digital health, digital intervention, eHealth, and mobile
health [mHealth]); (2) target behaviors (eg, physical activity,
sedentary behavior, sleep, and diet); and (3) study populations
(eg, university students, college students, and undergraduate
students). Boolean operators (AND and OR) were applied to
balance search sensitivity and specificity. Using Scopus as an
example, the search query was as follows: TITLE-ABS-KEY
(“digital health” OR “eHealth” OR “mHealth” OR “mobile
health” OR “digital intervention” OR “health app”) AND
TITLE-ABS-KEY (“college students” OR “university students”
OR “undergraduate students” OR “young adults”) AND
TITLE-ABS-KEY (“lifestyle behavior” OR “health behavior”

OR “physical activity” OR “exercise” OR “diet” OR “nutrition”
OR “sleep” OR “sedentary behavior”). The complete
English-language search terms used across all databases are
provided in Multimedia Appendix 2. To ensure comprehensive
coverage, no geographical restrictions were applied during the
literature search, allowing for the inclusion of relevant studies
from diverse global regions.

Inclusion and Exclusion Criteria
The study inclusion criteria were developed in accordance with
the PICOS (Population-Intervention-Comparison-Outcome
-Study Design) framework, as outlined in Textbox 1.

The exclusion criteria were as follows: (1) The study population
was not explicitly identified as “college students,” “university
students,” or individuals enrolled in higher education
institutions. (2) The nondigital components constituted the
majority of the intervention (≥50%), or the study relied solely
on wearable devices for passive behavioral monitoring without
incorporating feedback mechanisms or active intervention
strategies. (3) The study did not implement a behavioral
intervention, or the intervention description lacked sufficient
detail to determine its content and implementation procedures.
(4) Studies that did not report any lifestyle behavior–related
outcome measures. (5) Conference abstracts, theses, unpublished
manuscripts, and other forms of gray literature. (6) Full-text
articles were unavailable, or the publication was not in English.

Textbox 1. Study inclusion criteria.

1. Population

• Participants were required to be aged ≥18 years and explicitly identified as “college students,” “university students,” or “young adults enrolled
in higher education.”

2. Intervention

• Studies were required to evaluate at least one health intervention primarily delivered through digital health technologies and targeting lifestyle-related
behaviors. Digital health interventions included, but were not limited to, mobile apps, web-based platforms, SMS text message reminders, online
courses, virtual coaches, digital gamification strategies, social media, and other eHealth/mHealth tools.

3. Comparison

• The presence of a control group was not mandatory; all original studies reporting intervention effects were eligible for inclusion.

4. Outcomes

• The primary outcomes included lifestyle behavior indicators, specifically physical activity, sedentary behavior, diet, and sleep.

• Secondary outcomes included physical and mental health indicators, such as weight, waist circumference, and self-efficacy.

5. Study design

• Original empirical studies targeting 1 or more of the 4 lifestyle behavior domains among college students and implementing digital health
interventions were included.

• No restrictions were placed on study design; however, intervention content, participant characteristics, and relevant outcome measures were
required to be clearly reported.

Study Selection
All retrieved records were imported into EndNote 20 (Clarivate
Plc) reference management software for duplicate removal and
standardized record numbering. Subsequently, 2 reviewers (QYZ
and JJJ) independently screened titles and abstracts for initial
eligibility. Records that passed the initial screening were

subjected to full-text assessment to determine final eligibility
for inclusion. To ensure standardization and consistency in the
screening process, all reviewers received standardized training
on the predefined inclusion and exclusion criteria. Interrater
reliability between the 2 reviewers was assessed using the Cohen
κ coefficient, yielding a value of 0.86, which indicates a high
level of screening agreement. In cases of disagreement regarding
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individual records, a third reviewer (ZHY) was consulted to
facilitate discussion and achieve a final consensus.

Data Extraction and Synthesis
To ensure standardization and consistency in the data extraction
process, the research team developed a structured data extraction
form in advance, covering the study title, first author, publication
year, study region, study design, intervention population
characteristics, intervention protocol characteristics, outcome
measures, intervention effectiveness, and study conclusions.
The data extraction form was pilot-tested using 5 studies to
assess its feasibility. During the formal data extraction process,
2 reviewers (QYZ and JJJ) independently extracted the data. In
cases of missing data or discrepancies in interpretation, a third
reviewer (ZHY) was consulted to resolve disagreements. The
final extracted data were consolidated into a standardized table
and are presented in Multimedia Appendix 3.

Quality Assessment
All included studies were initially assessed for methodological
quality using the Mixed Methods Appraisal Tool (MMAT, 2018
version) to obtain an overall preliminary appraisal of study
quality. The MMAT is designed to evaluate 5 categories of
study designs: qualitative research (QR), quantitative
randomized controlled trials (QRCTs), quantitative
nonrandomized studies (QNRSs), quantitative descriptive studies
(QDSs), and mixed methods studies (MMSs), each comprising
5 appraisal criteria [28]. To enhance specificity and
methodological rigor, the Risk of Bias 2 (RoB 2) tool was

further applied to assess the risk of bias in QRCTs. For all other
study designs, the Joanna Briggs Institute (JBI) critical appraisal
tools were applied. This 2-stage quality assessment approach
was intended to balance breadth and depth in methodological
evaluation. Quality assessments were conducted independently
by 2 reviewers (QYZ and JJJ), with discrepancies resolved
through discussion. To ensure consistency, both reviewers
received standardized training on the MMAT, RoB 2, and JBI
critical appraisal tools and completed pilot scoring exercises
before the formal assessment.

Results

Screening and Inclusion Results

Search and Screening Results
In this study, a total of 2998 records were retrieved from 10
major English-language databases. After deduplication and
initial title and abstract screening, 273 articles were selected for
full-text review. Based on the predefined exclusion criteria,
exclusions were made for the following reasons: nonuniversity
samples (n=68); interventions not primarily digital-based (n=20);
wearable devices only, without active intervention components
(n=5); absence of behavioral interventions (n=83); lack of
relevant behavioral outcomes (n=35); and protocol or abstract
only (n=19). Additionally, 3 more articles were identified
through manual reference tracing of relevant review papers.
Ultimately, 46 publications met the inclusion criteria and were
included in the final analysis, as depicted in Figure 1.

Figure 1. PRISMA flowchart of the study selection process.
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Quality Assessment Results
Following 2 rounds of quality assessment, the first-round
MMAT evaluation indicated that the 46 included studies
demonstrated an overall high level of methodological quality.
Specifically, 28 (61%) studies were rated as high quality, 14
(30%) as moderate quality, and 4 (9%) as low quality (see Figure
2; also see [10,11,13-15,17,20,26,29-66]). Major methodological
concerns identified during the assessment were primarily
concentrated in MMAT items C4 and C5. Item C4 was primarily
related to the implementation of blinding procedures, the
adequacy of outcome interpretation, and the control of risk of
bias, whereas item C5 reflected issues such as insufficient
intervention adherence and the lack of rigorous statistical
analyses. In the second round of assessment, the RoB 2 tool
was applied to evaluate 30 QRCTs, indicating that the primary
sources of bias were related to outcome measurement, deviations
from intended interventions, and the handling of missing
ou tcome  da ta  ( see  F igure  3 ;  s ee  a l so
[13,14,17,29-31,33-35,37,38,42-48,50-52,54,56,58,59,61-65]).
Concurrently, the JBI critical appraisal of the remaining 16
studies indicated that key factors influencing study quality
primarily included sample representativeness, intervention
adherence, and the objectivity of outcome measurement (see
Figure 4; see also [10,11,15,20,26,32,36,
39-41,49,53,55,57,60,66]).

The emergence of these methodological issues can be primarily
attributed to 2 factors. On the one hand, the behavioral nature
of DHIs makes the implementation of blinding inherently
challenging, and several key behavioral outcomes rely on
participant self-report measures. On the other hand, relatively
high dropout rates associated with DHIs contribute to issues
such as low intervention adherence and elevated
loss-to-follow-up rates in some studies. When combined with
insufficiently rigorous statistical analyses, these challenges may
result in suboptimal handling of missing data or deviations from
intended interventions. Although studies rated as moderate to
low quality constitute a notable proportion of the included
literature, it is important to recognize that many of their
methodological limitations are closely related to the inherent
characteristics of DHIs. Moreover, many of these studies
primarily aimed to explore the feasibility and applicability of
DHIs rather than to provide definitive evidence of intervention
efficacy. Therefore, these studies retain substantial value for
informing future research and intervention development. Given
these considerations, no studies were excluded from this review
solely based on methodological quality. Instead, all eligible
studies were included, and findings from risk-of-bias
assessments were systematically incorporated into the narrative
synthesis. This approach allows for a comprehensive
presentation of the current evidence landscape while explicitly
identifying both its strengths and limitations.
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Figure 2. Quality assessment results of the Mixed Methods Appraisal Tool.
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Figure 3. Quality assessment results of the Risk of Bias 2 tool.
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Figure 4. Quality assessment results of Joanna Briggs Institute critical appraisal tools. N/A: not applicable.

Data Extraction Results
This review included a total of 46 studies. The basic
characteristics of the included studies are summarized in Table
1, with detailed data extraction results provided in Multimedia
Appendix 3. Given the substantial heterogeneity among the
included studies with respect to study design, target behaviors,
intervention formats, core functions, and primary outcome
measures, as well as variations in methodological quality, a

meta-analysis was not conducted. Instead, a comprehensive
analysis was performed using descriptive synthesis and
comparative approaches. By systematically organizing and
describing key characteristics of DHIs—including intervention
targets, participant characteristics, sample sizes, formats,
functions, durations, outcomes, and effects—this review
delineates the overall patterns and heterogeneity within the field.
Specific details are elaborated in the subsequent sections and
illustrated through relevant tables, charts, and figures.
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Table 1. Summary of data extraction from included studies.

EffectivenessFunctionTarget behavior(s)Intervention(s)Participant age
(years), mean (SD)

Total com-
pleted, N

Study design and
relevant studies

Quantitative randomized controlled trial

LimitedaSMS text messages, emails,
smartphone apps, and inter-
net forums

22.8 (4.6)46Hebden et al
[35]

•• PromptingPhysical activity
•• EducationSedentary behavior
•• GuidanceDiet

YesbEmail19.7 (0.73)106Schweitzer
et al [54]

•• GuidancePhysical activity
•• EducationDiet
• Prompting

YesCoaching calls, SMS text
messages, emails, apps, and

27.7 (4.9)202Allman-
Farinelli et
al [29]

•• GuidancePhysical activity
•• PromptingDiet

downloadable website re-
sources

• Education

YesSmartphone app20.55 (2.07)55Walsh et al
[45]

•• MonitoringPhysical activity
• Feedback

LimitedWeb and SMS text messages19.24 (1.16)148O’Brien and
Palfai [42]

•• EducationDiet
• Prompting
• Guidance

YesCoaching calls, SMS text
messages, emails, smart-
phone apps, and website

27.0 (4.0)248Partridge et
al [30]

•• EducationPhysical activity
•• GuidanceDiet

LimitedSMS text messages21.19 (4.19)56Cotten and
Prapavessis
[43]

•• PromptingSedentary behavior
• Guidance

YesInternet20.5 (1.95)112Morris et al
[33]

•• EducationSleep
• Guidance

LimitedWebsite, wearable device,
and Facebook support group

22.1 (2.0)47Ashton et al
[46]

•• GuidancePhysical activity
•• EducationDiet
• Interaction

LimitedApp27.5 (8.6)141Inauen et al
[34]

•• InteractionDiet
• Monitoring

YesWebsite21.9 (4.1)358Hershner
and O’Brien
[38]

•• EducationSleep

LimitedWebsite22.4 (4.0)90Whatnall et
al [56]

•• EducationDiet
• Guidance

LimitedSelf-monitoring app, gami-
fied app, and social media
(Facebook)

24.8 (3.4)47Nour et al
[50]

•• MonitoringDiet
• Interaction

YesExergame20.8 (1.3)60Roure et al
[51]

•• ImmersionPhysical activity
• Engagement

YesFacebook and SMS text
messages

23.3 (4.4)283Napolitano
et al [59]

•• PromptingPhysical activity
•• FeedbackDiet

NocApp20.2 (2.4)192Hahn et al
[63]

•• MonitoringPhysical activity
• Diet

YesApp and SMS text messages20.2 (2.47)93Figueroa et
al [44]

•• PromptingPhysical activity
• Feedback
• Monitoring

J Med Internet Res 2026 | vol. 28 | e82192 | p.557https://www.jmir.org/2026/1/e82192
(page number not for citation purposes)

Zhou et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


EffectivenessFunctionTarget behavior(s)Intervention(s)Participant age
(years), mean (SD)

Total com-
pleted, N

Study design and
relevant studies

Yes• Guidance
• Monitoring

• Physical activityApp24.0 (5.0)46Stork et al
[61]

Yes• Guidance• Physical activityApp23.1 (4.0)66Muntaner-
Mas et al
[31]

Yes• Monitoring
• Education
• Prompting

• Physical activity
• Sedentary behavior

App and Facebook21.6 (NR)d42Pope and
Gao [14]

Yes• Monitoring
• Feedback

• Physical activityApp21.1 (2.2)114Al-Nawaiseh
et al [62]

No• Feedback
• Education

• DietWebsite21.7 (2.0)141Haslam et al
[65]

No• Education
• Immersion

• Physical activity
• Sedentary behavior
• Diet

Website23.01 (3.82)65Belogianni
et al [58]

Yes• Prompting• Sedentary behaviorSMS text messages22.31 (2.59)34Kellner et al
[52]

Yes• Guidance
• Education

• SleepApp19.9 (0.97)55Floyd and
Vargas [37]

No• Education
• Guidance

• Physical activity
• Sedentary behavior

E-learning and exercise
video

20.8 (1.2)46Kaneda et al
[47]

Limited• Education
• Prompting
• Guidance

• Physical activity
• Diet

Social media21.34 (2.02)46Malloy et al
[48]

Yes• Immersion
• Guidance

• SleepVirtual reality21.9 (1.43)60Kim et al
[17]

Yes• Education
• Guidance
• Monitoring

• Physical activity
• Diet
• Sleep

Mobile health tools and
videos

19.97 (2.61)220Andargeery
and El-Rafey
[13]

Yes• Monitoring
• Guidance
• Feedback

• SleepWearable devices, website,
and smartphone

21.16 (1.75)98Fucito et al
[64]

Quantitative nonrandomized study
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EffectivenessFunctionTarget behavior(s)Intervention(s)Participant age
(years), mean (SD)

Total com-
pleted, N

Study design and
relevant studies

Yes• Feedback
• Education
• Interaction

• Physical activity
• Sedentary behavior
• Diet

Website, emails, online fo-
rum, smartphone app, and
SMS text messages

22.8 (3.2)12Hutchesson
et al [53]

Yes• Immersion
• Prompting

• Physical activityReality game25.0 (4.0)167Xian et al
[60]

Yes• Monitoring
• Interaction
• Prompting

• Physical activity
• Diet

Fitbit, Twitter, and gamifica-
tion

19.8 (1.0)12Chung et al
[49]

Yes• Screening
• Guidance

• DietOnline platforms22.89 (6.59)2454Fitzsim-
mons-Craft
et al [32]

Yes• Monitoring
• Guidance

• Physical activity
• Diet

Apps and wearable devices22.0 (2.0)59Lee and Park
[20]

Limited• Monitoring
• Feedback

• Physical activity
• Sedentary behavior
• Diet

Digital learning modules18.3 (0.72)20Napolitano
et al [36]

Limited• Education• Physical activity
• Diet

eHealth tools20.69 (1.74)16Cantisano et
al [41]

Yes• Monitoring
• Feedback
• Guidance

• Sedentary behaviorApp20.74 (1.77)500Khatri and
Sharma [40]

Yes• Education
• Guidance

• DietSocial mediaUnclear1182Olatona et al
[15]

Yes• Interaction• Physical activityArtificial intelligence–pow-
ered gamification

21.5 (1.4)456Gao et al
[10]

Quantitative descriptive study

Yes• Guidance
• Education

• DietTelephone, website, smart-
phone app, and SMS text
messages

27.7 (4.9)401Nour et al
[66]

Yes• Monitoring• Physical activity
• Diet

Mobile health apps22.0 (3.0)230Sarcona et al
[55]

Yes• Monitoring
• Feedback

• Physical activityApp22.7 (3.7)192Smith and
Volkwyn
[39]

Yes• Monitoring
• Education
• Screening

• Physical activity
• Diet

App23.82 (1.62)680Rajan and
Muthu-
narayanan
[11]

Qualitative research

Limited• Guidance
• Education
• Feedback

• Physical activity
• Sedentary behavior
• Diet

SMS text messages31.3 (6.4)50Åsberg et al
[26]

Mixed methods study
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EffectivenessFunctionTarget behavior(s)Intervention(s)Participant age
(years), mean (SD)

Total com-
pleted, N

Study design and
relevant studies

Yes• Education
• Interaction

• Physical activityWeb application24.0 (4.0)142Wittmar et al
[57]

aLimited: limited evidence of effectiveness, based on reported effect measures, CIs, and authors’ conclusions (see Multimedia Appendix 3).
bYes: evidence of effectiveness, based on reported effect measures, CIs, and authors’ conclusions (see Multimedia Appendix 3).
cNo: no evidence of effectiveness, based on reported effect measures and authors’ conclusions (see Multimedia Appendix 3).
dNR: not reported.

In terms of annual distribution (see Figure 5), the number of
studies during the early period (2014-2015) was low, with only
1 publication per year. Since 2016, the number of publications
increased markedly, reaching a first minor peak in 2016 (n=8),
possibly associated with the rapid adoption of smartphones and
mobile apps among college students. From 2017 to 2020, the

number of studies fluctuated between 1 and 5 annually,
maintaining an overall moderate level. The number increased
again and stabilized in 2021-2022, declined slightly in 2023,
reached a second peak in 2024 (n=8), and remained high in
2025 (n=4). Publications from the last 5 years accounted for
more than half of all studies identified.

Figure 5. Annual and cumulative publication counts of the included studies.

The regional and country distribution of the included studies
demonstrates a clear geographical concentration. At the regional
level, most studies were conducted in North America (n=18,
39%), followed by Oceania (n=10, 22%) and Europe (n=9,
20%). Asia accounted for 6 (13%) studies, while Africa
contributed the smallest share with 3 (7%) studies. At the
country level, the United States recorded the highest number
of publications (n=15, 33%), followed by Australia (n=9, 20%).
The United Kingdom, Germany, Canada, South Korea, and
India each contributed 2 studies. The remaining countries were
represented by a single study, indicating a relatively dispersed
distribution beyond the leading contributors.

The distribution of study design types among the included
studies exhibited a clear structural pattern. The largest proportion
comprised QRCTs (n=30, 65%). This was followed by QNRSs
(n=10) and QDSs (n=4), which were primarily used for

exploratory analyses and descriptive accounts of phenomena.
By contrast, QR and MMS were represented by only 1 article
each, accounting for less than 2% of the total. Overall, DHI
studies addressing college students’ lifestyle behaviors are
predominantly quantitative, with a marked preference for
QRCTs.

With respect to ethical compliance, all included studies adhered
to relevant ethical guidelines, with all 46 (100%) explicitly
reporting informed consent procedures and ethics committee
approval or review status. Regarding privacy protection and
data security, 24 (52%) studies explicitly reported the
implementation of protective measures, including secure server
storage compliant with data safety standards, encrypted data
transmission, data deidentification, and strict access control
mechanisms. With respect to adverse events and
intervention-related risks, no serious adverse events were
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reported across the included studies. Only a small number of
studies reported minor negative issues related to technology
use, such as fluctuations in intervention engagement, higher
dropout rates, or reduced compliance attributable to participants’
competing academic or personal commitments. No health risks
were identified that were directly attributable to the DHIs.

Intervention Design and Implementation Results

Intervention Objectives
Among the intervention objectives examined in the included
studies, 30 addressed physical activity, 26 addressed diet, 10
targeted sedentary behavior, and 6 targeted sleep.
Single-behavior interventions accounted for a large proportion
of the studies; however, multibehavior crossover interventions
were also substantial, with combined physical activity and diet
interventions being the most common (n=18). Notably, physical
activity was both the most frequent single-behavior intervention
target and the primary entry point for multibehavior combined
interventions, whereas sleep was relatively underemphasized
in intervention design.

Intervention Participants
Based on the PROGRESS-Plus (Place of Residence,
Race/Ethnicity, Occupation, Gender/Sex, Religion, Education,
Socioeconomic Status, Plus Other Relevant Factors) framework,
a synthesis of sociodemographic characteristics from 46 DHI
studies identified 10 primary participant categories (see
Multimedia Appendix 3), including health status (n=46), age
(n=45), gender/sex (n=45), education (n=41), occupation (n=39),
place of residence (n=36), race/ethnicity (n=28), socioeconomic

status (n=14), social capital (n=8), and religion (n=1). The
analysis revealed the following: (1) All participants were college
students, predominantly aged 18-30 years, which is consistent
with typical college student demographics and showed no
substantial deviation across studies. (2) Most interventions
targeted students with generally healthy status, whereas 14 out
of 46 (30%) focused on subpopulations with specific health
risks or special needs, such as overweight or obesity, sleep
disorders, psychological stress, or disordered eating behaviors.
(3) Gender/sex distribution was relatively balanced across
studies, whereas education and occupation exhibited limited
variability owing to the homogeneity of the study population.
(4) By contrast, PROGRESS-Plus dimensions such as
race/ethnicity, socioeconomic status, social capital, and religion
received notably limited attention, with a lack of systematic
analysis from a health equity perspective.

Intervention Sample
The sample sizes of the included studies varied considerably.
Histograms indicated that most studies had sample sizes
concentrated below 200 participants, with a median of
approximately 95, whereas a few studies had small (<50) or
extremely large (>400) samples. As shown in Figure 6,
box-and-whisker plots further revealed an uneven distribution
with long-tailed characteristics. Variations in sample size were
closely associated with study design. Rigorous QRCTs typically
require larger samples to ensure statistical power and therefore
tend to employ medium- to large-scale sample sizes. By contrast,
QDSs and QR are more inclined toward small-sample
explorations, sometimes recruiting only a few dozen participants,
and are more susceptible to selection bias.

Figure 6. Sample size distribution of the included studies.

Intervention Modalities
The intervention formats in the included studies fell into 3 main
categories. The first category, single, referred to interventions
employing only 1 digital health technology (n=29), such as
mobile apps. The second category, multiple, involved combining
multiple digital health technologies within the same intervention
(n=10). For example, the TXT2BFiT program integrated phone
calls, websites, apps, and SMS text messaging simultaneously

to achieve intervention goals. The third category, combined
(n=7), compared the effectiveness of different combinations of
digital health technologies, such as a “web-based nutrition
intervention only” versus a “web-based intervention combined
with daily SMS text message reminders.” Regarding the types
of intervention technologies, these could be categorized into 7
groups: (1) mobile apps, used 21 times; (2) web-based platforms,
including websites (13 times), online forums (3 times), and
digital learning or eHealth tools (4 times); (3) mobile
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communications, including SMS text messages (11 times),
emails (5 times), and phone calls (3 times); (4) social media (7
times); (5) wearable devices (4 times); (6) gamification and
multimedia, including gamification and exergames (5 times),
videos (2 times), and virtual reality (1 time); and (7) intelligent
technologies, represented only by artificial intelligence (1 time).
Overall, mobile apps and web-based platforms were the most
frequently used technologies.

Intervention Functionalities
The technological functions of the DHIs included in this review
exhibited distinct patterns of emphasis. Educational and
guidance-related functions predominated across most
interventions, followed by monitoring and prompting functions;

by contrast, feedback and interactive functions were used less
frequently, while immersive, screening, and engagement-related
functions were rarely incorporated. Coding these interventions
using the Behavior Change Technique Taxonomy version 1
(BCTTv1) indicated that the most frequently employed
techniques were “4.1 Instruction on how to perform the
behavior” and “5.1 Information about health consequences,”
suggesting that current DHIs primarily emphasize foundational
behavioral support functions. Further frequency analysis of
BCT coding among effective intervention studies (see Table 2)
showed that BCTTv1 codes 4.1 (16/87, 18%), 5.1 (14/87, 16%),
and 2.3 (13/87, 15%) constituted the core set of techniques,
collectively accounting for nearly half of all techniques used in
effective interventions.

Table 2. Frequency distribution of codes in effective intervention studies (N=87).

Frequency, n (%)DescriptionBehavior Change Technique Taxonomy version
1 code

16 (18)Instruction on how to perform behavior4.1

14 (16)Information about health consequences5.1

13 (15)Self-monitoring of behavior2.3

8 (9)Feedback on behavior2.2

8 (9)Prompts/cues7.1

4 (5)Demonstration of behavior6.1

3 (3)Monitoring by others (no feedback)2.1

3 (3)Social support (unspecified)3.1

3 (3)Social/environmental consequences5.3

3 (3)Social comparison6.2

3 (3)Restructuring physical environment12.1

2 (2)Problem solving1.2

1 (1)Goal setting (behavior)1.1

1 (1)Discrepancy between current behavior and goal1.6

1 (1)Self-monitoring of outcomes2.4

1 (1)Biofeedback2.6

1 (1)Feedback on outcomes2.7

1 (1)Emotional consequences5.6

1 (1)Credible source9.1

Intervention Duration
The duration of interventions varied considerably across the
included studies (see Figure 7; see also
[10,11,13-15,17,20,26,29-66]), with the majority concentrated
in the short- to medium-term range (1-16 weeks). Studies
involving long-term interventions (>16 weeks) were relatively
scarce, with only 4 studies identified. Among these studies,
most incorporated follow-up periods, and medium- to long-term
interventions were typically associated with more systematic
follow-up protocols. With respect to study design, randomized
controlled trials predominantly employed interventions of
medium duration (8-16 weeks). Among the QDSs (n=4) and
MMS (n=1) analyzed, some studies employed longer
intervention durations to observe behavioral maintenance;

however, these accounted for a relatively small proportion of
the evidence base. Subgroup analysis demonstrated a progressive
increase in the proportion of studies classified as “effective”
with increasing intervention duration (see Table 3): 2 out of 4
(50.0%) for ultra-short-term (<1 week), 10 out of 16 (63%) for
short-term (>1 and <8 weeks), 12 out of 18 (67%) for
medium-term (8-16 weeks), and 3 out of 4 (75%) for long-term
(>16 weeks). Notably, medium-duration interventions (8-16
weeks) not only represented the largest proportion of the existing
evidence but also demonstrated both a relatively high “effective”
rate (12/18, 67%) and a low “ineffective” rate (1/18, 6%). These
findings indicate that current DHI research remains skewed
toward short- and medium-term interventions, with the
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8-16-week category standing out in terms of evidence volume and the apparent stability of intervention effects.

Figure 7. Chart of intervention duration and follow-up duration.

Table 3. Subgroup analysis of intervention duration.

Not effective (no), n (%)Limited effect, n (%)Effective (yes), n (%)Number, nDuration group (weeks)

0 (0)2 (50.0)2 (50.0)4Ultrashort (≤1)

2 (13)4 (25)10 (63)16Short (>1 and <8)

1 (6)5 (28)12 (67)18Medium (8-16)

1 (25)0 (0)3 (75)4Long (>16)

4 (10)11 (26)27 (64)42Subtotal (analyzed)

N/AN/AN/Aa4Excluded: not reported

aN/A: not applicable.

Intervention Outcomes
As a result of substantial heterogeneity among the included
studies with respect to outcome measurement instruments,
outcome definitions, and assessment time points, it was not
feasible to define a unified primary outcome or to conduct a
statistically valid meta-analysis. Accordingly, this review
adopted a descriptive synthesis framework to summarize and
integrate the relevant outcomes. The outcome metrics in the
included studies were classified into 2 main categories. The
primary outcomes focused on lifestyle behaviors, including
physical activity (eg, activity level, step count, and activity
intensity), sedentary behaviors (eg, total sedentary time and
frequency of breaks from sitting or resting), diet (eg, dietary
quality; intake of fruits, vegetables, and sugar-sweetened
beverages; energy intake; and nutritional knowledge), and sleep
(eg, sleep quality, duration, efficiency, and severity of insomnia).
These indicators directly reflect changes in core health behaviors
resulting from the intervention and serve as a key basis for
evaluating its effectiveness. Secondary outcomes, serving as
supplementary indicators, were more diverse and encompassed
physical health status and psychosocial dimensions, such as
weight and body composition (eg, weight, BMI, waist
circumference, and body fat percentage), physical fitness

indicators (eg, flexibility, muscle strength, and cardiorespiratory
fitness), cardiometabolic indicators (eg, blood pressure, blood
glucose, and blood lipid profiles), and psychological and
self-perception measures (eg, self-efficacy, body image, and
life satisfaction). Overall, current studies remain primarily
focused on primary outcomes, while secondary outcomes have
expanded but continue to exhibit limited coverage.

Intervention Effectiveness
Based on the reported effect measure types, effect estimates,
confidence levels (%), and CIs across the included studies,
together with a comprehensive assessment of the authors’
conclusions (see Multimedia Appendix 3), the results indicated
that 31 (67%) studies demonstrated evidence of intervention
effectiveness, suggesting that DHIs are generally associated
with positive outcomes in improving lifestyle behaviors among
college students. Four studies reported no statistically significant
effects, with limitations primarily attributed to small sample
sizes or short intervention durations. The remaining 11 studies
demonstrated limited effectiveness, with improvements observed
only in selected secondary outcomes or during short-term
follow-up periods.
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Based on a comprehensive assessment of each behavioral
domain using the Grading of Recommendations Assessment,
Development and Evaluation (GRADE) framework, the certainty
of evidence for the physical activity and diet domains was rated
as “moderate,” whereas the evidence for the sedentary behavior
and sleep domains was rated as “low.” With respect to evidence
credibility, this review indicates a moderate level of confidence
in the overall estimate that DHIs are effective in improving
lifestyle behaviors among college students. The certainty of
evidence in some domains was downgraded due to
methodological limitations in the existing primary studies,
including small sample sizes, challenges in implementing
blinding, and inconsistencies in outcome assessment tools.
Nevertheless, these GRADE assessments provide an accurate
reflection of the current state of the evidence and its overall
strength for DHIs among college students, thereby offering
valuable guidance for interpretation and future research.

Discussion

Principal Findings

Discussion on Current Research Status
In terms of temporal trends, research on DHIs targeting college
students’ lifestyle behaviors has gradually emerged since 2014,
expanded rapidly after 2016, and reached a peak in the past 5
years [6]. This trend has been driven primarily by 4 categories
of factors. First, technological advances have laid a solid
foundation for DHIs, with the proliferation of smartphones,
wearable devices, and app ecosystems significantly enhancing
their accessibility and operability [67]. Second, conceptual
advancements have accelerated theoretical and methodological
innovations in DHIs, underscoring their distinctive advantages
in facilitating behavioral improvement [68]. Third, demand has
increased substantially, particularly during the COVID-19
pandemic, with DHIs gaining broad recognition as viable
alternatives when traditional approaches were constrained [14].
Fourth, resource investment has continued to expand, with
funding, supportive policy frameworks, and interdisciplinary
collaboration creating a favorable environment for research.
Overall, future research is expected to shift from assessing
short-term feasibility to evaluating long-term effectiveness,
scalability, and the capacity to accommodate personalization
[29,30].

In terms of spatial distribution, research on DHIs is
predominantly concentrated in high-income countries,
particularly in the United States and Australia. This
concentration is primarily driven by a combination of
technological infrastructure, research resources, and supportive
policy environments. On the one hand, North America and
Oceania initiated mHealth development relatively early,
benefiting from substantial technological and financial
advantages [31]. On the other hand, colleges in these regions
generally possess mature health promotion systems and
well-established ethical review mechanisms, facilitating the
implementation of intervention trials. In addition, higher levels
of health awareness and greater digital acceptance in Western
cultures further contribute to this pattern. However, the
generalizability of these findings may be limited when

extrapolated to low- and middle-income countries. For example,
resource-constrained settings may encounter infrastructural and
hardware-related barriers, such as uneven network coverage
and low rates of digital device ownership. Furthermore,
substantial cross-cultural variations exist in perceptions of
privacy, the role of family involvement, and prevailing health
communication practices. In the future, cross-cultural validation
and localized adaptation of DHIs should be strengthened [69,70],
particularly in resource-constrained settings. Moreover, the
development of low-cost, low-threshold DHI models should be
explored to advance global health equity [11,71].

In terms of population structure, current research on DHIs has
predominantly focused on generally healthy college students,
a focus attributable to this group’s modifiable health behaviors
and susceptibility to environmental influences. However, some
studies have extended to special populations, including college
students with overweight or obesity, individuals at risk for eating
disorders [15,32], and students experiencing sleep disorders or
psychological stress [33,34]. This differentiation strategy is
partly motivated by the fact that special populations face higher
health risks, thereby increasing the potential benefits and clinical
value of interventions [72,73]. It also aligns with the need for
precision interventions and stratified management. However,
existing research has not yet sufficiently examined variations
in engagement levels among students from diverse
sociodemographic backgrounds. Limited attention to factors
such as socioeconomic status and access to digital devices may
result in disproportionate benefits for students with greater
financial or digital resources, while those experiencing economic
constraints or limited device access may be marginalized in the
intervention process. Accordingly, future research is likely to
advance along 2 complementary directions: first, continuing
large-scale studies targeting general undergraduate populations
to assess the generalizability of interventions; and second,
strengthening targeted interventions for high-risk groups while
prioritizing the reduction of participation barriers among
students from diverse backgrounds [74]. Such efforts may drive
the development of DHIs toward greater refinement, equity,
and personalization.

Discussion on Intervention Implementation
In terms of intervention objectives, physical activity and diet
are the 2 lifestyle behavior categories receiving the most
research attention [35], whereas sedentary behavior and sleep
are relatively underrepresented. Both single-behavior and
multibehavior combined interventions coexist. This pattern is
primarily influenced by several factors. First, physical activity
and diet are directly associated with weight management, energy
balance, and metabolic health—core variables that affect college
students’ physical fitness and chronic disease risk [36]. Related
measures (eg, step count, energy intake) are more easily
quantifiable and standardized, making them more likely targets
for intervention. By contrast, sedentary behavior and sleep,
despite their recognized importance [37], pose technical and
operational challenges for DHIs, including measurement
complexity and delayed feedback on intervention effects [38],
contributing to a relative paucity of research [39,40]. Current
DHIs demonstrate limited effectiveness in reducing sedentary
time among college students [75], whereas sleep interventions,
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although promising, remain understudied and predominantly
focus on insomnia relief [18,76]. Second, intervention strategies
reflect researchers’assessment of behavioral variability: physical
activity and diet exhibit a wide window for controllability and
modification, whereas sedentary behavior typically occurs in
academic or leisure contexts, complicating immediate
adjustment via a single technique. The prevalence of
single-behavior interventions is attributed to their suitability for
early exploratory phases, allowing easier control of variables
and validation of intervention effects. Conversely, the increase
in multibehavior interventions reflects the aggregation of
lifestyle risks among college students, which complicates
achieving sufficient health benefits through changes in a single
behavior. Notably, the combination of physical activity and diet
is the most frequent, reflecting the necessity for integrated
interventions targeting weight management and energy
metabolism [41]. Overall, future research is expected to
increasingly adopt multibehavior approaches, integrating
behavioral science theories and technological tools to develop
synergistic interventions that address the complexity of lifestyle
risks.

In terms of intervention modalities, an evolutionary trend is
evident, progressing from single to multiple formats and from
low to high levels of interaction, driven by the combined forces
of technological advancement, user demand, and intervention
science. In early studies, SMS text messages and emails were
the predominant forms of DHIs [42], owing to their low
technological threshold, ease of deployment, and minimal cost,
which made them suitable for rapid implementation in
resource-limited contexts [43,44]. However, these approaches
primarily involved 1-way information delivery, lacked
personalization and real-time interaction, and were insufficient
in maintaining user engagement. With the widespread adoption
of smartphones and the maturation of the app ecosystem, mobile
apps have gradually become the mainstream form of DHIs.
These apps are highly integrated and interactive, capable of
incorporating multiple functions such as goal-setting, feedback,
reminders, and data tracking [13], aligning with college students’
high-frequency mobile usage habits and significantly enhancing
the intervention experience and engagement [45]. Web platforms
retain advantages in scalability but are somewhat less
user-friendly and less effective in delivering push notifications
compared with apps [46,47]. In addition, the integration of social
media and wearable devices increases the interactivity and
contextual adaptability of DHIs [48], further enhancing
behavioral monitoring and the provision of immediate feedback
[49-51]. Future trends are expected to emphasize technological
convergence and intelligent development. On the one hand,
combinations of multiple formats (eg, apps, social platforms,
and gamification) will become increasingly prevalent to address
the multidimensional needs of behavioral interventions [52].
On the other hand, personalized interventions leveraging
artificial intelligence, virtual coaching, and immersive
experiences (eg, augmented reality/virtual reality) are anticipated
to emerge as key research directions [17,53], shifting DHIs from
being information-driven to experience-driven and ultimately
facilitating sustained behavior change.

In terms of intervention functions, current DHIs are
predominantly characterized by education, guidance, monitoring,
and prompting components [54], indicating that these
interventions primarily emphasize information delivery and
basic behavior management. This design approach is partly
driven by the substantial demand for health knowledge and
skills among college students, with education and guidance
functions facilitating improvements in cognition and
self-efficacy. Concurrently, monitoring and prompting functions
leverage technology to enable data recording and behavioral
reinforcement, thereby promoting the initiation of target
behaviors in the short term [55]. However, high-engagement
features such as feedback, interaction, and gamification-based
incentives remain underutilized [56,57], suggesting that DHIs
often lack deep personalization and social support components
[58], which may be a critical factor limiting long-term user
engagement and intervention effectiveness. In terms of future
trends, the convergence of behavior change theories (eg,
Capability-Opportunity-Motivation-Behavior [COM-B],
behavioral economics) with intelligent algorithmic applications
is expected to drive the evolution of DHI functionality toward
greater personalization, interactivity, and emotional engagement
[59]. For example, artificial intelligence–driven real-time
feedback could enhance intervention adaptability, virtual
communities could strengthen social support, and gamification
mechanisms coupled with reward systems could foster intrinsic
motivation. Such advancements are likely to not only increase
intervention engagement but also substantially improve
behavioral maintenance, fostering a gradual shift from
information delivery–oriented DHIs to approaches that place
greater emphasis on user experience and social interaction.

Discussion on Intervention Effectiveness
Overall, 31 of 46 (67%) studies reported effective outcomes
(yes), indicating the high feasibility and considerable potential
of DHIs in improving the lifestyle behaviors of college students
[60-62,77]. However, a subset of studies yielded insignificant
(no) or limited (limited) effects, which can be examined from
several analytical dimensions. First, insufficient refinement and
lack of theoretical underpinning in intervention design represent
key factors constraining effectiveness. In several cases,
interventions lacked explicit theoretical frameworks for behavior
change, relying predominantly on information delivery. Such
approaches often failed to sufficiently stimulate participant
motivation or reinforce behavior maintenance, leading to
short-term gains that were difficult to sustain [26]. Second,
existing intervention studies generally lack robust validation of
long-term effects. Most studies are limited to durations of 8-16
weeks and include insufficient follow-up, which constrains the
ability to verify the sustainability and stability of behavioral
changes [63]. As a result, the long-term value and durability of
DHIs remain difficult to assess adequately. Third, intervention
effectiveness appears to be strongly influenced by participant
adherence. Analyses of engagement-related metrics indicate
that higher levels of user engagement, compliance, and
intervention consistency are generally associated with more
favorable behavioral and clinical outcomes. By contrast, studies
characterized by high dropout rates often rely predominantly
on 1-way information delivery, with limited opportunities for
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feedback and interaction. Fourth, the type of target behavior
and associated measurement challenges also contribute to these
outcomes. Compared with physical activity, the intervention
effects on diet, sedentary behavior, and sleep were more
vulnerable to external environmental influences (eg, academic
workload, dietary contexts), and measurement tools relied
predominantly on self-reporting, thereby increasing bias and
uncertainty. Taken together, variations in intervention design,
technological application, and behavioral characteristics
collectively contribute to the substantial heterogeneity observed
in intervention outcomes [64].

To gain a deeper understanding of variations in intervention
effectiveness, the COM-B framework can be applied as a
systematic analytical tool [78]. (1) Within the “Capability”
dimension, most interventions primarily enhanced college
students’health-related knowledge through educational content
and guidance materials. Examples included the provision of
diet guidelines, exercise plans, and sleep regulation strategies
designed to increase participants’ awareness of the importance
of healthy behaviors. However, these improvements often
remained at the cognitive level, with limited emphasis on the
development of practical behavioral skills. Specific components,
such as diet substitution options, situational coping strategies,
or flexible exercise planning, were frequently absent. In addition,
some studies did not provide adequate support for data
interpretation, which limited participants’ ability to translate
behavioral monitoring data into actionable steps [79]. (2) Within
the “Opportunity” dimension, DHIs generally rely on virtual
platforms to create enabling behavioral conditions, such as goal
tracking, reminder functions, and online resource sharing, which
may theoretically reduce psychological barriers to behavior
enactment. However, the structuring of opportunities within
real-world contexts remains insufficiently optimized. Some
interventions do not adequately account for the distinctive time
pressures and contextual constraints experienced by college
students on campus. For example, strategies aimed at reducing
sedentary behavior often remain limited to generic standing
reminders, without adaptation to classroom environments or
common study spaces, thereby constraining opportunities for
sustained behavior change. Furthermore, although some
interventions attempt to incorporate social support mechanisms
(eg, community interactions or peer challenges), the depth and
quality of participant engagement are generally limited. These
interactions frequently involve 1-way information transmission,
with limited capacity to foster emotional connection or effective
behavioral modeling. (3) Within the “Motivation” dimension,
existing interventions primarily emphasize the stimulation of
extrinsic motivation through short-term incentives, such as
point-based rewards and task completion reminders. While such
strategies may promote initial engagement, they generally lack
mechanisms for the sustained cultivation of intrinsic motivation.
Specifically, many interventions have not effectively supported
college students in developing a sense of self-worth derived
from continued engagement in healthy behaviors. In addition,
strategies aimed at enhancing positive emotional experiences
are rarely incorporated. For example, gamification designs often
remain confined to superficial point-based systems, with limited
capacity to stimulate participants’ sense of exploration, mastery,
or accomplishment. Additionally, insufficient personalization

of feedback appears to substantially constrain the maintenance
of motivation over time. Participants often receive generic
informational messages rather than timely, individualized
feedback closely aligned with their actual behavioral
performance.

In summary, current DHIs predominantly adopt a
“technology-driven” or “utility-oriented” design logic, with a
primary emphasis on functional implementation and
surface-level engagement metrics. Because of the limited
integration of behavior change theory, such interventions tend
to exhibit constrained effectiveness in sustaining long-term
outcomes. By contrast, theory-driven interventions—such as
those grounded in the COM-B framework—extend beyond
short-term behavior initiation, emphasizing the synergistic
development and dynamic support of capability, opportunity,
and motivation. Through structured and phased behavioral
support strategies, such interventions may facilitate the
establishment of enduring foundations for sustained change
across cognitive, skill-based, environmental, and emotional
dimensions [10]. As a result, long-term behavior maintenance
may become more attainable [65]. Future research should further
position behavior change theory as a central guiding principle
in intervention design, moving beyond the view of technology
as a standalone tool and instead embedding it organically within
support systems centered on behavior change mechanisms.

Strengths and Limitations
This study is among the first English-language reviews to
systematically integrate multiple forms of DHIs and multiple
lifestyle behavior domains within a core population of college
students, and it presents the following strengths. First, the study
design strictly adheres to PRISMA 2020 and was preregistered
on PROSPERO. The systematic search spanned 10 major
international databases, ensuring the comprehensiveness and
representativeness of the evidence base. Second, by focusing
on college students as “digital natives,” this study systematically
analyzes intervention characteristics across 4 health behavior
domains—physical activity, sedentary behavior, diet, and
sleep—thereby addressing limitations of prior reviews that
emphasized a single behavior or tool. Third, drawing on the
COM-B framework, this study examines the mechanisms of
DHIs across the Capability, Opportunity, and Motivation
dimensions and identifies key bottlenecks in intervention
strategies—such as limited technological functionality,
suboptimal ecological adaptability, and insufficient motivational
activation—thereby providing both theoretical support and
practical guidance for the future design and optimization of
DHIs for college students.

Although this review endeavored to incorporate the existing
literature as comprehensively as possible, several limitations
remain. First, the geographical distribution of the included
studies was uneven, with a heavy concentration in high-income
countries—particularly North America and Australia—which
constrains the global applicability of the findings; specifically,
their generalizability to college students in low- and
middle-income countries requires empirical verification. Second,
many studies employed small samples, short intervention
durations, and limited follow-up, and some lacked robust control
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groups or adequate randomization, thereby weakening the
stability of effect estimates and the strength of causal inference.
In addition, DHIs were often relatively homogeneous, with
limited multidimensional interactivity and personalization;
blinding procedures were difficult to implement; and risks of
bias arose in adherence assessment and outcome measurement.
Therefore, future research should strengthen sample
representativeness, enhance intervention refinement, and
improve methodological rigor to increase the external validity
and practical utility of the findings.

Implications and Recommendations

Recommendations for Policy and Practice
To fully realize the potential of DHIs while ensuring the
sustainability and broad accessibility of intervention effects,
systematic improvements in policy design and implementation
pathways are required. First, college students should be
explicitly incorporated into national and regional digital health
strategies to facilitate a shift from traditional health education
toward integrated digital platforms, and higher-education
institutions should be encouraged to develop or adopt
scientifically grounded, standardized tools with clearly
articulated mechanisms of action. Second, localized
development of intervention content and functionality should
be supported, with attention to adaptability across behavioral
domains, cultural contexts, and student needs, thereby advancing
refined, human-centered design with respect to technological
thresholds, data security, and personalized recommendations.
Third, intervention practice should strengthen students’ active
engagement and establish feedback-driven, behavior-reinforcing,
and peer-support mechanisms to enhance sustained use and
intrinsic motivation. In parallel, cross-departmental cooperation
mechanisms should be established at the college level, and
health interventions should be embedded within curricula,
psychological support systems, and campus service resources
to form a synergistic support network. Finally, at the policy
level, ethical oversight and effectiveness evaluation of DHIs
programs should be strengthened, and an evidence-based
evaluation framework for DHIs should be established to ensure
fairer, more adaptable, and more effective interventions for
college students.

Recommendations for Future Research
This study indicates that current research on DHIs for college
students remains constrained by unrepresentative samples,
single-focus intervention content, and unclear technological
mechanisms; future work should be refined and deepened in
the following respects. First, geographical and cultural diversity
should be expanded, prioritizing studies from low- and

middle-income countries, varied higher-education institution
types, and diverse social groups to enhance the external validity
of the findings. Second, the design and evaluation of
multibehavior-integrated interventions should be strengthened
by moving beyond single-behavior paradigms and examining
behavioral synergies and optimal combinations of intervention
components. Third, higher-quality study designs—such as
QRCTs, MMSs, and long-term follow-up—should be employed
to strengthen causal inference and the sustainability of
intervention effects. Fourth, theoretical development and
empirical testing of intervention mechanisms should be
strengthened by grounding analyses in behavior change theory
to clarify how technology enhances Capability, Opportunity,
and Motivation, and to advance DHIs from merely providing
technical functions to creating a supportive ecosystem conducive
to sustained behavior change. Finally, future studies should
emphasize the assessment of intervention equity, systematically
account for potential moderators such as gender, socioeconomic
status, and psychological status, and identify subgroups with
limited responsiveness, thereby providing a robust evidence
base for constructing a more inclusive and adaptive DHI model
for college students.

Conclusions
This review addresses a gap in the literature by focusing
specifically on college students, a group often overlooked in
research that typically centers on broader adult populations.
Unlike prior reviews that mainly examine a single lifestyle
behavior, this study adopts a more holistic approach by
integrating multiple behaviors and evaluating a range of DHIs
with diverse modalities and functionalities. These findings
provide valuable insights for refining future DHIs targeting
college students and contribute to the development of more
effective health promotion strategies in higher education.
Although DHIs show potential for improving lifestyle behaviors,
their long-term effectiveness remains uncertain. Current
interventions face several limitations, including a narrow
behavioral focus, basic technological functionality, and limited
adaptability to diverse contexts, all of which may restrict
long-term engagement and personalized responsiveness.
Moreover, many interventions do not fully account for variations
in resource access and individual behavior change pathways,
potentially limiting their applicability and equity. Future
research should prioritize integrating multiple behaviors,
enhancing user engagement, improving contextual adaptability,
and expanding technological accessibility. Long-term studies
and equity-focused evaluations are essential for strengthening
the evidence base and ensuring the sustainability and inclusivity
of health behavior change among college students.
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Abstract

Background: Gatekeeper training programs (GTPs) are a key component of contemporary suicide prevention strategies,
equipping community members and non–mental health professionals with the skills to identify, engage with, and refer individuals
at risk of suicide. Increasingly, these programs are delivered via the web, offering a compelling alternative to in-person training
through greater scalability, flexibility, and cost-effectiveness. However, little consensus exists regarding the design, modes of
delivery, and implementation strategies of web-based GTPs. Further, there is a limited understanding of which components affect
their usability and engagement.

Objective: This systematic narrative review aims to identify the key components—including facilitators and barriers—of
web-based GTPs.

Methods: We systematically searched web-based databases (CINAHL, Embase, MEDLINE, PsycINFO, and Web of Science)
to identify peer-reviewed articles published between 2000 and 2025 that involved web-based GTPs. After screening, 59 studies
met the inclusion criteria and were analyzed using content analysis to identify key components and barriers affecting the delivery
and receipt of web-based GTPs.

Results: Results were organized under 3 categories: design, content, and pedagogy. Key design considerations emphasized
accessibility for diverse learning styles and digital literacy levels, customizability for different user groups, privacy protection,
and the long-term sustainability of training content and delivery platforms. Core training content covered four domains: (1)
suicide-related knowledge (eg, prevalence, myths, and at-risk groups), (2) gatekeeping skills (eg, understanding risk factors,
recognizing warning signs, problem-solving and safety planning), (3) resource awareness (eg, available local resources and referral
procedures), and (4) general mental health education (eg, mental fitness, mindfulness, and self-care strategies for gatekeepers).
In terms of pedagogy, the reviewed studies used a wide range of strategies that comprised interactive learning activities (eg,
simulation, practice exercises), periodic knowledge checks (eg, quizzes), and reinforcement mechanisms (eg, booster sessions).
Additionally, fostering a sense of community (eg, online support spaces or discussion forums) and promoting trainees’ autonomy
(eg, self-paced training) were highlighted as key components of training delivery.

Conclusions: Web-based GTPs represent a promising avenue for expanding access to suicide prevention training. Their
effectiveness may be strengthened through the integration of frameworks tailored to web-based learning environments, as well
as interactive and user-centered design elements that support learning and retention. Future research should examine the
acceptability, feasibility, and sustainability of these programs, while also refining their adaptation for diverse populations. In this
regard, co-design approaches could facilitate the tailoring of such programs to the needs and specificities of their target populations.
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Overall, enhancing the design and delivery of web-based GTPs may ultimately improve their contribution to suicide prevention
efforts.

(J Med Internet Res 2026;28:e81572)   doi:10.2196/81572

KEYWORDS

narrative review; suicide prevention; suicide; online; web-based; gatekeeper training

Introduction

Suicide is a critical public health issue worldwide, with
significant social, emotional, and economic impacts on
individuals, families, and communities [1]. As one of the leading
causes of preventable death [2], suicide requires multifaceted
approaches including awareness raising, reducing mental illness
stigmas, and enhancing timely interventions [3]. Among these
strategies, gatekeeper training programs (GTPs) have emerged
as a cornerstone in equipping individuals to identify, approach,
and support those at risk of suicide [4]. Gatekeepers are
non–mental health professionals who may have contact with
individuals at risk of suicide (ie, educators, parents, peers, or
other community members), and are trained to recognize
warning signs, initiate conversations about suicide, and connect
individuals to appropriate professional help [1,5]. These
programs, which are endorsed by the World Health Organization
(WHO) [6], have demonstrated effectiveness in various settings
and populations [7], highlighting their potential key role in
suicide prevention.

Traditionally, GTPs have been delivered through in-person
workshops and seminars [5], offering opportunities for direct
interaction, role-playing, and immediate feedback. However,
advances in technology and the increasing digitization of health
education have led to the development and adoption of
web-based GTPs [8,9]. Web-based formats provide significant
advantages, including scalability, accessibility for geographically
dispersed participants, and the ability to tailor training to diverse
populations [7,10,11]. These programs can not only overcome
logistical barriers (eg, physical attendance or availability of
training) [12] but can also be particularly valuable for
populations where confidentiality and anonymity are essential,
such as stigmatized communities, including migrants and
lesbian, gay, bisexual, trans, queer, and other sexual and gender
minorities (LGBTQ+) populations [13]. Indeed, confidentiality
can encourage more meaningful engagement with sensitive
topics such as mental health and suicide among communities
already affected by cumulative stigmas [14]. In addition,
web-based training allows participants to learn at their own
pace, accommodating busy schedules and varying levels of prior
knowledge [15].

Recent evaluations indicate that web-based and in-person GTPs
have similar effectiveness [8,9,11,14]. However, there are
implementation challenges for web-based programs, including
limited internet access, technological difficulties, varying levels
of digital literacy, and user engagement issues [15]. Moreover,
the design and content of web-based training are critical, and
poorly structured or overly generic programs may fail to meet
the complex and varied needs of participants [16].

Nonetheless, recent advancements in interactive technologies
present unique opportunities to innovate and scale suicide
prevention with GTPs. However, effectively harnessing
web-based technologies requires a clear understanding of both
the factors that contribute to program success and the challenges
that hinder implementation. This systematic narrative review
synthesizes the current evidence for web-based GTPs,
addressing two key questions: (1) What are the key components
of promising and successful web-based suicide prevention
GTPs? (2) What are the barriers to delivery and usability of
these programs? In summarizing the existing literature, this
review provides recommendations for the development,
implementation, and scaling of web-based GTPs, with the
overall goal of contributing to global efforts for reducing suicide.

Methods

Overview
This systematic narrative review was conducted following the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines (Multimedia Appendix 1) [17]
and has been registered with PROSPERO (Registration ID:
CRD42023462414). Since this study is a review of published,
peer-reviewed articles, ethical approval was not required.

Search Strategy
A comprehensive search strategy was developed and conducted
under the guidance of a specialized university librarian. The
strategy combined 3 main concepts: suicide prevention,
gatekeeping intervention, and web-based training. The full
search strategy is available in Multimedia Appendix 2. The
search was initially launched on October 1, 2023, and conducted
across 5 databases: CINAHL, Embase, MEDLINE, PsycINFO,
and Web of Science. Additionally, we searched the first 20
pages of Google Scholar, as results beyond the first 20 pages
were not related to our 3 main concepts. The reference lists of
all subsequently included articles were manually reviewed to
identify further relevant sources. To ensure the inclusion of the
most recent literature, the complete search strategy was
relaunched on June 19, 2025.

Eligibility Criteria
We included peer-reviewed research articles on web-based
GTPs, published in English or in French from 2000 onwards.
We included all types of studies and designs, except for articles
that did not discuss the web-based components of the training
and research protocols. Articles focusing on general mental
health programs not specific to suicide prevention were
excluded. In addition, articles targeting mental health
professionals (eg, psychotherapists, psychiatrists, and mental
health nurse practitioners) were excluded, as their educational
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background and professional experiences could result in
significantly different training components, facilitators, and
barriers compared with training programs for laypersons [18].
Articles targeting health care professionals outside specialized
mental health—such as pharmacists, pharmacy staff, health care
lecturers, and police officers—were eligible for inclusion.
Studies published before 2000 were also excluded due to
significant technological advancements since that time.

Screening and Study Selection
Using Covidence, EG, KW, and KL independently screened all
titles and abstracts. Any records deemed potentially relevant
by at least one reviewer were then subjected to a full-text
examination, which followed the same independent screening
process. In case of disagreement after full-text screening, EG,
KW, and KL discussed their interpretations of the articles until
they reached consensus. If consensus could not be achieved,
OF served as a third-party mediator.

Data Extraction
Data extraction was conducted using Covidence. KW and EG
independently extracted the following descriptive data items:

1. Methodological information: Geographical context, study
goals, research approach, and study design.

2. Gatekeeper training program information: Program name,
training setting, format, if training was adapted from an
existing program, development process, training supporting
platform, training objectives, training description,
organizing institution, trainees’ characteristics, number of
trainees, components of training, topics covered by training,
effectiveness of the training, target population of the
gatekeeping intervention.

Conflicts in data extraction were resolved jointly by KW and
EG using the Covidence Consensus tool. These data were used
to characterize the included studies and inform Table 1, but
were not analyzed further in the identification of barriers or
facilitators. The analysis of facilitators and barriers was
conducted independently of the data extraction process and is
detailed in the following section.
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Table 1. A brief overview of the characteristics of the training programs included in the systematic narrative review of web-based gatekeeper training
programs (GTPs).

Topics covereda,bComponents of trainingNameAuthor

Information
about general
mental health

Information
about re-
sources/referrals

Information
about being
a gatekeeper

Information
about suicide

✓✓Videos, quiz/testsTalk-to-me MOOCcAfsharnejad et
al [19]

✓Videos, e-tool box, homework as-
signments, social media posting

Be presentAlbritton et al
[20]

✓✓Role-play/simulationKognito gatekeeper simula-
tions

Bartgis and
Albright [21]

N/SN/SN/SN/SN/SdIndigenous network suicide
intervention skills training
(INSIST) program

Brown et al
[22]

✓✓Role-play/simulationKogito “At Risk Primary
Care”

Bryant et al
[23]

✓Role-play/simulation quiz/tests, re-
sources

Signs matter: early detectionCanady [24]

✓✓✓Role-play/simulation quiz/tests, re-
sources

At-risk for high school edu-
cators

Canady [24]

✓✓✓Role-play/simulation quiz/tests, re-
sources

At-risk for middle school
educators

Canady [24]

✓✓Videos, role-play/simulationOnline veteran administra-
tion’s (VA) suicide preven-

Carpenter et al
[25]

tion GTP (S.A.V.E./SAVE
[signs, ask, validate, encour-
age/expedite])

✓✓Videos, readings, resourcesMind4HealthCaughlan et al
[26]

✓✓Role-play/simulationIsraeli gatekeeper trainingCohen et al
[27]

N/SN/SN/SN/SN/SStack-Up overwatch pro-
gram

Colder Carras
et al [28]

✓✓Role-play/simulationKognito at risk for college
students

Coleman et al
[29]

✓✓✓Videos, quiz/tests, infographics,
homework assignments, reflective
journaling

Suicide first aid guidelines
training

Colucci et al
[30]

✓✓✓PowerPoint presentation, audio fea-
tures, graphs, quiz/tests, reading
material, discussion board

MHOGhoncheh et
al [8]

N/SN/SN/SN/SN/SChildren and family court
advisory and support service
program

Ghoncheh et
al [8]

N/SN/SN/SN/SPowerPoint presentation, role-
play/simulation, quiz/tests, reading
material, videos, audio features

Question persuade and re-
spond (QPR) online gate-
keeper training

Ghoncheh et
al [8]

N/SN/SN/SN/SPowerPoint presentation, audio fea-
tures, quiz/tests

Hollywood homeless youth
partnership (HHYP) pro-
gram

Ghoncheh et
al [8]

N/SN/SN/SN/SVideos, audio featuresIn the line of dutyGhoncheh et
al [8]

✓✓✓PowerPoint presentation, quiz/tests,
discussion board

MHOGhoncheh et
al [15]

J Med Internet Res 2026 | vol. 28 | e81572 | p.577https://www.jmir.org/2026/1/e81572
(page number not for citation purposes)

Ferlatte et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Topics covereda,bComponents of trainingNameAuthor

Information
about general
mental health

Information
about re-
sources/referrals

Information
about being
a gatekeeper

Information
about suicide

✓✓✓✓Didactic content, video and audio
clips, and reflection questions

Not applicableHawley et al
[31]

✓✓✓N/SThe Texas ask about suicide
to save a life (AS + K?) sui-
cide GTP

Hill and Mc-
Cray [32]

✓✓VideosASK about suicide to save
a life (AS + K?)

Hill et al [33]

✓✓✓Videos, reading material, work-
sheets, quiz/tests

COPS (coping with suicide)Hofmann et al
[34]

✓✓✓✓Videos, audio plays, manualN/SHofmann and
Wagner [35]

N/SN/SN/SN/SN/SStartHolmes et al
[14]

✓✓✓PowerPoint presentation, videosN/SKawashima et
al [36]

✓PowerPoint presentation, videos,
role-play/simulation, reading mate-
rial, worksheets

Safety planning intervention
(SPI)

Kimbrel et al
[37]

✓✓✓ReadingsLifeKeepers booster sessionKingi-Ulu’av
et al [38]

N/SN/SN/SN/SN/SQPRKingi-Ulu’av
et al [7]

N/SN/SN/SN/SN/SMHOKingi-Ulu’av
et al [7]

N/SN/SN/SN/SN/SI CAREKingi-Ulu’av
et al [7]

N/SN/SN/SN/SN/SAct on FACTS: making edu-
cators partners (MEP)

Kingi-Ulu’av
et al [7]

N/SN/SN/SN/SN/SKognito gatekeeper simula-
tions

Kingi-Ulu’av
et al [7]

✓✓Videos, role-play/simulationKognito at-risk for high
school educators

Kreuze and
Ruggiero [39]

✓✓✓VideosQPRKreuze and
Ruggiero [39]

✓✓✓Videos, role-play/simulation, audio
features

MEP in youth suicide pre-
vention: ACT on FACTS

Kreuze and
Ruggiero [39]

✓✓✓Videos, testimonials, narration, bul-
leted lists, mnemonics, pocket cards,
role-play/simulation, self‐audit
checklist

QPRKreuze et al
[10]

✓✓✓Videos lectures, expert content,
conversations example, role-play,
testimonies, activities related to
videos

MEP in youth suicide pre-
vention

Kreuze et al
[10]

✓✓✓Lecture, question and answers, digi-
tal vignettes/interactive activities

MEP in youth suicide pre-
vention: ACT on FACTS

Lamis et al
[40]

N/SN/SN/SN/SVideos, text, pictures, audio featuresWeb-based QPRLancaster et al
[9]

✓✓✓Didactic lectures, videos, reading
material, quiz/tests, interactive activ-
ities

Chaplains-CARE online
program

Lee-Tauler et
al [41]
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Topics covereda,bComponents of trainingNameAuthor

Information
about general
mental health

Information
about re-
sources/referrals

Information
about being
a gatekeeper

Information
about suicide

N/SVariousVariousLiu et al [42]e

✓✓✓Didactic lectures, interactive, discus-
sions, role-play/simulation exercise,
skills practice

Suicide intervention first aid
(SIFA)

MacDonald
Hart et al [43]

✓✓✓Videos, photographs, and graphicsWestern Michigan Universi-
ty suicide prevention pro-
gram online course

Manning and
Van Deusen
[44]

✓✓N/SPharm-SAVES trainingMarley et al
[45]

✓✓✓Videos, reading materialLiving works startMcKay et al
[46]

✓✓✓Role-play/simulation with both child
and adolescent

SOS (signs of suicide) for
school staff

Mirick [47]

✓✓✓Videos, role-play/simulation, group
discussion, workbook

VitalCog: suicide prevention
in the workplace (formerly
known as Working Minds)

Mishkind et al
[48]

✓N/SQPR for law enforcementOsteen et al
[49]

N/SN/SN/SN/SN/SStack-Up overwatch pro-
gram

Perepezko et
al [50]

✓✓✓Video, role-play/simulation, digital
workbook, group discussion

Advanced suicide preven-
tion training for pharmacists

Pilbrow et al
[51]

✓✓Videos lectures, animated examples,
interactive images/graphics with
pop-ups

IAlive (iˇZiv in Slovenian)Postuvan et al
[52]

✓✓✓✓Video, role-play/simulation, readingQPR pathfinder trainingQuinnett [53]

✓✓✓✓Videos, audio-recordings, manual,
text content

Help for relativesReifegerste et
al [54]

✓Role-play/simulationKognitoRein et al [55]

✓✓✓Role-play/simulationKognitoRobinson-
Link et al [56]

N/SN/SN/SN/SRole-play/simulationOnline advanced C.A.R.E
suicide prevention GTP
(AdCARE)

Roslan et al
[57]

✓✓Role-play/simulation, skills practice,
discussions, peer cofacilitation

Suicide prevention for col-
lege student gatekeepers
program

Ross et al [58]

✓✓Role-play/simulation, skills practice,
discussions

Suicide prevention for col-
lege student gatekeepers
program

Ross et al [59]

N/SN/SN/SN/SN/SVariousSchmecken-

becher et ale

[60]

✓✓Interactive PowerPoint presentation,
videos, role-play/simulation, reading
material

Crisis counseling: I Am
Chipper!

Seabury [61]

✓✓Interactive PowerPoint presentation,
videos, role-play/simulation, reading
material

Suicide assessment: rube
farmer

Seabury [61]
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Topics covereda,bComponents of trainingNameAuthor

Information
about general
mental health

Information
about re-
sources/referrals

Information
about being
a gatekeeper

Information
about suicide

✓✓Interactive PowerPoint presentation,
videos, role-play/simulation, reading
material, quiz/tests

Crisis counseling: I Am
Chipper!

Seabury [62]

✓✓Interactive PowerPoint presentation,
videos, role-play/simulation, reading
material, quiz/tests

Suicide assessment: rube
farmer

Seabury [62]

✓✓✓N/SSuicide prevention and
awareness for depression

ShantaBridges
et al [63]

✓✓Role-play/simulationKognitoSmith-Mill-
man et al [64]

✓✓✓✓PowerPoint presentation, quiz/tests,
resources, worksheet, audio files

Youth suicide prevention:
an introduction to gatekeep-
ing

Stone et al
[65]

✓✓✓Videos, reading material, resourcesPharm‐SAVESStover et al
[66]

✓✓✓Videos, role-play/simulation, contex-
tual understanding, group discus-
sion, Q and A session

Chinese life gatekeeper
training program

Sun et al [67]

✓✓VideosVA S.A.V.E.Teo et al [68]

✓✓✓Videos, vignettesVA S.A.V.E.Teo et al [69]

✓✓✓Role-play/simulationKognito At-Risk for Middle
School Educators

Timmons-
Mitchell et al
[70]

✓✓✓VideosMultiple (n=506)fWislocki et al
[71]

aWe categorized topics in four categories: (1) Information about suicide (including information about suicide prevention, suicidal or self-injury behaviors,
suicide myths, suicide prevalence and statistics, risk factors for suicide, protective factors against suicide, and signs of mental distress/suicidal
ideation/warning signs), (2) Information about being a gatekeeper (including intervention skills and identification of at-risk individuals), (3) Information
about resources and referrals, and (4) Information about general mental health (including mental fitness and self-care).
bWe exclusively reported the topics explicitly mentioned in the article, but we acknowledge that the training programs might cover additional topics
not mentioned in the article.
cMOOC: mass open online course.
dN/S: not specified.
eThese systematic reviews and meta-analyses are included for thoroughness; however, data from the primary studies were not re-extracted in this table
since most were already included individually, and the remaining did not meet our eligibility criteria.
fThis scoping review included 506 training videos. For the sake of conciseness, we did not include the program names in this table.

Data Analysis
We used an inductive content analysis approach [72,73] to
identify the barriers and facilitators of web-based GTPs. Unlike
the data extraction process, which aimed to summarize
descriptive characteristics of the studies, the content analysis
involved a separate, in-depth examination of the full texts of
the included articles. EG and KW used Dedoose (version
9.0.107; Socio Cultural Research Consultants, LLC) to
independently and inductively code full-text PDFs of the articles
to reduce bias in interpretation. Coding began with line-by-line
open coding, assigning initial code to relevant segments of text
without predetermined categories. After 10% of the articles
were coded, the two coders met to compare their coding
frameworks and ensure consistency. Joined by KL, they then
proceeded to independently code the remaining articles. This

process allowed for a systematic and thorough examination of
the data and minimized the risk of missing important nuances.
Once all articles were coded, EG aggregated codes into
higher-order headings, which were reviewed by the research
team to develop broader categories through the process referred
to as abstraction [72].

Results

Results of the Search
Our search yielded 4662 entries, from which 1365 duplicates
were removed. After title and abstract screening, 3143 articles
were excluded, and 95 articles were further removed after
full-text screening (Figure 1). The final sample included 59
articles published between 2003 and 2025.
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Figure 1. PRISMA flow diagram.

Reports Included in the Synthesis
Among the 59 articles reviewed, 36 used quantitative
methodologies, including 11 randomized controlled trials.
Additionally, 10 articles discussed multiple training
[7,8,10,24,39,42,60-62,71]. The most common training programs
discussed were Kognito (n=7); S.A.V.E./SAVE (signs, ask,
validate, and encourage/expedite) or pharm-SAVE (n=5); and
question, persuade, refer (n=4; excluding counts from review
articles). The program settings varied, with schools/universities
(n=21), military or law enforcement environments (n=6), and

health care/ clinical settings (n=4) being the most common.
Training duration ranged widely, from 20 minutes [25] to 32
hours [50] or multiple weeks [26,63,65]. Most training programs
were aimed at youth or students (n=13), school staff (n=9),
health care providers (n=6), or parents/caregivers (n=3). A brief
overview of the characteristics of the GTPs included in this
review is presented in Table 1, while a complete version is
provided in Multimedia Appendix 3.
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Design
We identified several critical design elements for web-based
GTPs. Foremost, authors recommend that programs be grounded
in theory and evidence-based practices
[23,26,31,43,52,54,67,71]. For instance, Timmons-Mitchell et
al [70] recommended evidence-based techniques such as
motivational interviewing, and Afsharnejad et al [19]
emphasized that mental health education principles, specifically
the PERMA framework, should be used to enhance the efficacy
of training. In addition, it was recommended that programs align
with existing available suicide prevention initiatives to leverage
and integrate resources [27,53,58]. This design specificity
underlines web-based GTPs as a connector between community
members and existing prevention efforts rather than being a
stand-alone solution [22,43,54]. Indeed, it was emphasized by
several authors that web-based GTPs should complement and
be purposefully integrated rather than aspire to replace other
suicide prevention initiatives [22,30,40,54,56]. To ensure
usefulness and promote uptake, several programs integrated a
co-design approach, involving interdisciplinary experts
(including website developers), stakeholders, and potential end
users participating in the design and implementation processes
to  be t te r  t a i lo r  the  t ra in ing  programs
[19,22,26,28,34,37,50,66-68,71]. In addition, the need for
adequate financial support to sustain, maintain, and improve
the programs to ensure the integration of new knowledge and
best practices was mentioned [8,21].

Accessibility was also an essential design element. Authors
highlighted that technical issues, such as glitches in program
software, can hinder accessibility by disrupting the flow of the
training [10,34,41,61]. Despite assumptions of widespread
internet access, real-world barriers such as low bandwidth,
limited availability of internet or technologies (eg, computers,
smartphones), and insufficient media skills persist, potentially
limiting users’ access [10,21,22,30,35,61]. Authors suggested
that the training platforms should be more accessible by reducing
the bandwidth requirements and ensuring 24/7 availability
[8,53]. They also emphasized simplifying navigation [54]
through avoiding registration [52], the use of specific software
(eg, Adobe), or requiring specific web browsers [10]. Further,
the variability of individual trainee competencies and
preferences in terms of technology use necessitates that training
platforms be user-friendly and ideally use technologies familiar
to learners for a better user experience [22,48,52,57,70]. Brown
et al [22] recommended the adaptability of training programs
across multiple technological devices (eg, computer,
smartphones, and tablets) and suggested incorporating diverse
web-based supports (mobile app, Facebook group, messenger
feature, etc). Accessibility was also contingent on delivering
content through diverse formats, including audio, video, and
text, and ensuring these vehicles could be adjusted to suit
individual learning speeds and accommodate trainees with
disabilities and learning or attention deficits. Practically, this
means adding audio components to written material [8] with a
sufficiently large font [10], being able to control the speed of
audio and video content [30], and adding embedded text
explanations and captions to videos [66]. Multiple studies
[10,54,61] suggested adding simple, nongeneric visual

components to text as well as color-coding sections to create a
visual learning structure, avoiding long sentences to describe
concepts and prioritizing bullet points or synthesized
information. Authors also highlighted the importance of
accessibility and program duration, noting that web-based
training programs should be as brief as possible while still
meeting learning objectives [10,20,25,34,37,41,44,46,54,57,69].
For example, trainees in the study by Carpenter et al [25]
preferred the theoretical part of the training to last 30 minutes
or less, and trainees in the study by Reifegerste et al [54] rated
videos averaging 7-8 minutes to be too lengthy. Still, Liu et al
[42] recommend that training sessions last more than 2 hours
to induce a significant change in trainees’ attitudes and
behaviors. Last, Carpenter et al [25] and Wislocki et al [71] also
emphasized the importance of cost for the training programs,
and making them financially feasible for a wide range of
trainees.

Customizability was another critical element wherein the
program design needed to be adaptable to meet trainees’unique
needs, personal characteristics, and professional backgrounds
[8,22,26,27,31,35,41,43,53,54,57,64,71]. This approach
comprised providing personalized feedback tailored to each
trainee’s progress [10,21,57] and developing customized
learning experiences for trainees based on their prior
gatekeeping and suicide prevention experience and knowledge
[8,22,32,37,54]. This included adding complementary modules,
supplemental material, and additional content or offering flexible
options for practice sessions [10,47]. Moreover, the
customization of web-based training should encompass a variety
of gatekeeping examples, scenarios, and practice exercises,
thereby facilitating the alignment of content with diverse trainee
preferences [10,25,37,41,66,70]. Furthermore, to facilitate
customization that accommodates trainees’ variable schedules
and pacing, authors recommend enhancing program flexibility
through multiple learning modes and having the option to
segment learning sessions [8,10,31,35,48,70].

Another design consideration for web-based training was
standardization. Emphasized was the importance of
implementing mechanisms to ensure consistency in the delivery
of training content [31]. In web-based synchronous programs
led by human instructors, standardization largely depends on
the instructor’s expertise and familiarity with the material and
the target audience, which was not specified in the reviewed
articles. While instructors can adapt to trainees’needs and pace,
maintaining consistency remains crucial, especially given
potential fatigue, which can affect delivery. In asynchronous
programs, standardization was built into the training itself. To
support this, authors have recommended incorporating elements
such as standardized scenarios, automated feedback systems,
and prerecorded videos to ensure uniformity across sessions
[21,62]. These standardization mechanisms promote consistency
and create a sense of psychological safety for trainees, as they
reduce the risk of judgment from instructors or peers [21,62,70].
Bartgis et al [21] have recommended standardization in delivery
mechanisms, including web-based role-play modalities using
avatars, to ensure consistency in content delivery, regardless of
trainees’ personal characteristics.
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Another design consideration was privacy [10,22,28,42,46].
Reifegerste et al [54] noted that web-based formats may offer
a greater sense of anonymity compared with in-person settings.
While complete anonymity cannot be guaranteed in web-based
training programs, Lancaster et al [9], Caughlan et al [26], and
Reifegerste et al [54] argue that it remains an important feature,
as it may reduce trainees’ anxiety, thereby encouraging more
open engagement with sensitive topics. Some authors raised
concerns about privacy risks associated with using third-party
internet platforms. For example, Brown et al [22] noted that
while using a private Facebook group can foster support and
connections among trainees, it may also pose risks to
participants’privacy and confidentiality. Further, confidentiality
concerns extended beyond the training itself to include program
evaluation. Thus, it is essential that all data collected during the
training, including during role-playing exercises, is stored on a
secure server [21].

The final key element to consider in the design phase was
sustainability. Specifically, maintaining and updating
technological aspects were significant challenges for the use
and longevity of web-based GTPs [8]. Brown et al [22]
suggested that program designers allocate resources to ensure
the maintenance and updates of the training in the initial
development plan. For example, they specified that while
web-based forums can be found valuable among trainees, they
require substantial effort in terms of moderation and
maintenance, which can be resource-intensive. Ghoncheh et al
[15] emphasized the importance of developing a sustainability
plan that minimizes maintenance and cost while preserving the
integrity of the program.

Content
A consistent content recommendation was the use of clear and
concise terminology and vocabulary familiar to trainees
[10,51,54,69]. In programs designed for nonprofessionals,
avoiding technical terminologies or clinical jargon, which may
act as a barrier, was a consistent recommendation [10,37,54].
Authors recommended balancing testimonials (“emotional
content”) and practical information (“informative content”) to
better engage trainees and support the destigmatization of
suicide prevention [10,54]. In addition, the importance of
activities that help trainees feel comfortable using the word
“suicide” [25] and support them in discussing suicidality in a
nonstigmatizing manner was emphasized [19,26,27,31,57]. At
the same time, caution was advised against including graphic
details of suicide death [57] or downplaying the gravity of the
topic [47]. Authors of the included studies recommended
providing a manageable amount of clear, straightforward, and
easy-to-follow information to avoid overwhelming trainees
[10,69] while still offering sufficiently rich content [47,54].

In terms of didactic topics to cover, trainees endorsed four
different topics: (1) Information about suicide including suicide
definition, epidemiology, statistics and prevalence
[10,25,27,31,43,52,66], and suicide myths and beliefs
[10,25,32,52]; contextual factors connected with suicide [26,30],
content about at-risk subgroups [27,30,35,52,54], legal
requirements or policies [10,25], and broader community
concerns regarding suicide prevention [22,58]; (2) Information

about how to be a gatekeeper including how to identify at-risk
individuals [22] and the differentiation between warning signs
and risk factors according to various settings
[10,27,30,31,35,43,52,54,58,69,71], clear and memorable steps
to follow for gatekeeping interventions [10,25,51,52,66], ways
to initiate conversations about suicide [25,26,35,51,52,58,69],
what to say and topics to avoid when talking with suicidal
individuals [41,47,54,69], safety planning and problem-solving
[35,41,71], including with dealing with nonreceptive individuals
[50], and follow-up strategies postintervention and postvention
care [22,41,66,71]; (3) Information about the broad range of
existing services including referral guidance
[10,22,25,27,30,35,42,43,45,50,52,54,69,71] according to
existing local resources [10,21,25,26,66]; and (4) Information
about general mental health for gatekeepers [42,54] including
mental fitness [19] or mindfulness [41], the challenges of being
a [22,25,30,31] and gatekeepers’ well-being and self-care
strategies [22,35,41,57-60]. Importantly, these topics should be
adapted to trainees’ backgrounds and accompanied by relevant
examples to which trainees could relate [10,25,41,42,45,51,66]
as well as the specific context of the intervention
[10,22,30,43,47]. The importance of ensuring that the content
was culturally relevant to the intended audience was described
as a factor bolstering the effectiveness and the inclusivity of
training programs [7,21,22,26,27,30,38,42,53,63,67]. Notably,
4 studies underscored the limited diversity in training, pointing
to a lack of content and examples specifically addressing the
needs of LGBTQ+ populations and women [28,41,54,71]. In
contrast, topics perceived as less relevant by trainees included
procedural guidance on reporting suicide cases, professional
assessment practices that were not directly applicable to their
roles or lived experiences, and research data from unrelated
contexts [22,30].

In addition to the topics above, several core skills and
competencies to be acquired by trainees were highlighted. These
include the ability to establish a strong rapport and build a
trusting relationship with individuals experiencing suicidal
ideation [22,30]. Brown et al [22] and Hawley et al [31]
emphasized the inclusion of interpersonal “soft
skills”—including active listening, compassion, patience, and
nonjudgmental attitudes—as foundational elements of effective
training. Similarly, Bartgis et al [21] underscored the importance
of motivational interviewing skills, including the use of
open-ended questions, providing affirmation, reflective listening,
and summarizing. The development of advocacy skills was also
identified as a particularly important skill when supporting
individuals living in marginalizing conditions who face
significant structural barriers to services [22].

Pedagogy
Several pedagogical elements were identified as critical for the
effective delivery of web-based gatekeeper training. First, the
inclusion of interactive learning activities—including role-plays,
hands-on activities, practice, and scenario-based exercises—was
consistently emphasized as essential to skills development and
enhancing learning outcomes [8,10,24,25,36,41,47,53,57,63,64].
Trainees highly valued these activit ies
[10,22,23,25,26,30,37,41,45,51,62,69]. For example, participants
in 4 studies [10,41,47,51] emphasized the importance of having
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more time allocated for practice during the web-based training
through hands-on exercises and interactive learning
opportunities to enhance motivation and information retention.
Ross et al [59] also suggested having small group sizes to
increase participation and knowledge gains in the case of
synchronous training. Participants in 5 studies [10,25,47,57,66]
endorsed role-plays that were concrete, realistic, relatable, and
applicable to their contexts. Although some authors noted
challenges for implementing role-plays via web [15,30,51],
Seabury [62] and Liu et al [42] encouraged leveraging the use
of innovative technologies. Examples of such technologies
include the use of avatars [21,23,29,55,60,64], virtual reality
[60], interactive videos or video demonstrations [41,51,66], live
videoconferencing role-play practice sessions [10], or
mathematical behavioral models and algorithms to create
realistic simulations where trainees can practice gatekeeper
skills [70]. Knowledge checks, such as tests and quizzes, were
identified as another vital component of interactive learning
[8,10,34,41], providing trainees with immediate feedback on
their understanding of the material covered [61]. However, some
authors cautioned that web-based training might lack the
interactive and adaptable learning environments synonymous
with traditional in-person training programs where instructors
could respond to trainees in real-time [62,71]. Offering
clarifications and real-time feedback dispersed throughout the
training, including via knowledge checks, could address this
limitation [8,10,41,62].

A second key pedagogical element was the autonomy for
trainees regarding the pace and style of learning
[8,9,19,21,34,35,62]. Inversely, several authors cautioned against
over-reliance on trainees’ intrinsic motivation [9,20], which can
limit engagement [10,19] and even increase attrition [65]. Thus,
authors emphasized that it is crucial to implement ongoing
guidance, learner incentives (eg, raffle for a gift certificate [44]),
and motivational strategies (eg, email reminders to finish the
training [37]), given that intrinsic motivation may not be
sufficient to complete the training [19,41,63]. Such mechanisms
could take the form of a time limit for training completion [20]
or reminders to encourage trainees to complete the training
[37,41].

Building a community of practice emerged as another key
recommendation. Unlike face-to-face training, web-based
training programs often limit direct interactions with trainers
as well as with other trainees. This lack of human interactions
was mentioned as hindering skills practice and development
[19,21]. Afsharnejad et al [19] highlighted the importance of
fostering emotional connection with trainees. Establishing a
community of practice, as suggested by other authors, could
support connectivity by enabling trainees to access expert
insights and feedback [8,41,53,57]. Some also highlighted that
such communities of practice could provide trainees with
opportunities to be paired with gatekeeping buddies for peer
support [22], offering continuing networking and debriefing
opportunities [22,38], offering support [59], and contributing
to shared learning [51]. Examples of implemented approaches
include messaging platforms [57], moderated forums with
discussion boards and threads [8,65], chatrooms [28], and digital
coaches providing direct and personalized feedback [21].

Finally, reinforcement strategies were recommended to
consolidate skills and knowledge acquired during web-based
training. This could include incorporating multiple repetitions
of the learning material throughout the training [8]. While
repetition was mentioned to maximize learning, participants in
the studies by Kimbrel et al [37] and Kreuze et al [10] indicated
that repetition was irritating, distracting, and even useless. Other
recommendations included follow-up training sessions spaced
in time to reinforce and sustain knowledge [31,42,51], training
refresher sessions [15,21,22,37,42,51,53,56,69]—although
Kingi-Ulu’ave et al [38] concluded that passive boosters were
not impacting knowledge retention and trainees’
self-efficacy—and complementary material like digital
workbooks to write notes, take-home training summaries, and
complementary resources [10,22,34,35,41,51].

Overall, Kreuze et al [10] recommended having a variety of
teaching and evaluating strategies to address diverse learning
styles and needs, promote critical thinking, and incorporate
learning across the cognitive, affective, and psychomotor
domains (eg, through role-plays).

An integrated list of dos and don’ts, organized from the results,
is provided as a one-page checklist in Multimedia Appendix 4
[8-10,14,15,19-54,56-71,74].

Discussion

Principal Findings
This narrative review systematically synthesized findings drawn
from published literature focused on web-based suicide
prevention GTPs to make recommendations for key design,
content, and delivery. While there is increasing enthusiasm for
web-based education broadly [75,76], including in the field of
suicide prevention [9,77], there is a lack of clear guidance on
best practices for the development and implementation of these
programs [14]. The findings of this review contribute to
addressing this knowledge gap by detailing critical elements
across 3 key areas: design, content, and pedagogy. These
insights offer a conceptual foundation for future research and
offer practical guidance for the development and implementation
of effective web-based gatekeeper training initiatives.

A central finding of this review is the necessity of grounding
program design in evidence and theory, both in terms of the
GTP content and its pedagogy. Integrating evidence-based
practices in its content not only enhances the credibility of
gatekeeper training but is also essential for ensuring its
effectiveness. Yet, this is not without challenges.
Evidence-based suicide prevention initiatives remain in early
stages of translation [78], and a key critique of GTPs is the
frequent lack of rigorous evaluation that can demonstrate their
effectiveness [79]. In terms of pedagogy, most programs to date
draw from social cognitive theory [80] and the theory of planned
behavior [81], which highlight psychosocial determinants of
behavior change and draw attention to contextual factors that
influence how new behaviors are learned and sustained.
However, these theories focus on individual behaviors and may
fall short of accounting for the specific affordances and
constraints of digital learning environments [82]. The inclusion
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of instructional design theories tailored to web-based
modalities—such as the community of inquiry framework for
web-based learning [83] and the cognitive theory of multimedia
learning [84]—could significantly strengthen the pedagogical
foundation of these programs, taking full advantage of
web-based platforms.

Moreover, research and existing guidelines suggest that effective
gatekeeper training should be designed and situated within a
broader, multilevel suicide prevention strategy [1]. This aligns
with recommendations from the WHO [1] and multiple reviews
of national suicide prevention strategies [85-87], which
recognize the potential of GTPs and their limitations as a
stand-alone intervention (Zalsman et al [79]). For example,
GTPs are not meant to replace suicide specific interventions
delivered by trained mental health professionals. In addition,
the effectiveness of GTPs may be limited in environments where
suicide is highly stigmatized [88]. Indeed, stigma has
consistently been identified as a key factor contributing to
gatekeepers’ reluctance to intervene [4]. It can also play a
complicit role in silencing individuals with suicidal thoughts
[12,89]. The threat of stigma is especially relevant for
marginalized populations, including LGBTQ+ and racialized
populations, who already experience significant barriers to safe
and appropriate mental health care [90,91]. Moreover, while
these programs can help connect individuals experiencing
suicidal thoughts to appropriate support, there is little evidence
on how they foster hope or promote a meaningful life [12,92].
In addition to building core gatekeeper
competencies—identifying warning signs, talking about suicide,
referring—future GTPs should incorporate upstream approaches
that actively promote mental health well-being and reduce
stigma.

To better tailor GTPs to current needs, several articles
recommended co-design approaches in the development of
web-based GTPs. Co-design approaches have been described
in the health literature as an effective approach to enhance
program relevance and user engagement by involving end users
in the development process [93,94]. However, as identified by
Qasim et al [95], important knowledge gaps remain on how to
best mobilize co-design approaches in maximizing outcomes.
A useful starting point to optimize the inclusion of end users’
insights and needs in the co-design process could be to draw
from participatory and community-based research principles
[96]. Despite the espoused widespread use of participatory and
community-based methods with vulnerable populations, there
is still very little consensus on best practices [97,98].
Nevertheless, emerging key components such as fostering
collaborative spaces [99,100], building capacities [98,101], and
the balancing of power [102-104] could inform co-design
practices of future GTPs.

In terms of content and pedagogy, this review reinforces the
need for flexibility and adaptability to accommodate the varied
needs and learning styles of trainees, aligning with broader
findings on adult education and training programs [105].
Customizability—including tailoring scenarios, examples, and
resources to specific user groups—has been shown to enhance
engagement and practical application in education [106]. Dreier
et al [16] suggest that customization of the training should also

include the “desired degree of confrontation”—that is, text,
images, videos, testimonials, representation of suicidality—not
only to improve the engagement and satisfaction of the learners,
but also to provide a sense of agency regarding the possible
emotional distress in reaction to sensitive content. Interactive
elements like role-plays, simulations, and real-time feedback
are frequently cited as best practices in the education literature
and are particularly effective in improving skill retention and
building confidence [107-109]. While the adaptability and
flexibility of web-based training have been extensively
acknowledged as a strength in logistical terms (eg, pace and
access) and range of possible content [110], they have often
been criticized for their lack of interpersonal interactions, a key
component to enhancing learning outcomes [111]. Among the
reviewed articles, incorporating ways to foster a sense of
connection and community among trainees in a web-based
format (eg, creating or mobilizing already existing peer support
networks and collaborative learning opportunities) has been
emphasized and is consistent with research on social learning
theory [112].

As a possible alternative to actual interpersonal interaction
through the building of peer networks for collaborative learning,
some authors have suggested the use of avatars or
models—whose machine learning algorithm was not specified
in the current reviewed articles—that would provide in vivo
feedback in response to the trainees’ interactions. Such use of
recent technologies provides an interesting avenue for interactive
learning when actual human interaction is not possible. Although
technologies based on artificial intelligence (AI) have been
adopted in education—whether through students’ initiative or
within the actual teaching curriculum—the absence of guidelines
and best practices limits their adoption. In their systematic
review of the use of AI in higher education, Ouyang et al [113]
discussed the potential of AI technologies for improving the
learner’s experiences in terms of engagement and providing
accurate predictions (ie, real-time feedback). Yet, they further
claim that the mere use of AI technologies does not necessarily
lead to positive educational outcomes, emphasizing the
importance of integrative frameworks or theories to support and
enhance their ethical use. Another key ethical consideration in
the use of AI technologies and open-source machine learning
models is related to issues of confidentiality and privacy
[114,115]. Such precautions become even more important in
the context of vulnerable and sensitive topics such as suicide.
Concerns about the privacy of information may also limit
trainees in their willingness to participate in real-time AI-based
role-play or feedback sessions. To mitigate risks and barriers
to engagement, GTPs should explicitly disclose their use of
such technologies, ensure secure data storage (eg, encrypted
servers and restricted access), and implement clear protocols
for handling data from role-play or training recordings [116].

Key barriers to the successful implementation of web-based
GTPs for suicide prevention were identified in this review, many
of which are inherent to web-based education in general. In
addition to the lack of interpersonal and customizable human
interactions, accessibility—while a strength—remains a
significant challenge in terms of limited internet bandwidth,
lack of access to the necessary technology, and varying levels
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of digital literacy impeding program reach and effectiveness.
While the digital divide is narrowing globally [117], it continues
to be a barrier for some populations due to persisting structural
inequities flowing to and from the social determinants of health,
including income, geographic location (ie, underdeveloped
areas), and educational disparities [117,118]. Further, technical
difficulties, including platform glitches and inefficiencies, not
only hinder user experience and engagement but also the
retention of learnings [119].

Sustainability is a critical challenge for web-based suicide GTPs.
Without dedicated long-term funding, government, or
commercial support, updates to keep content relevant and
evidence-based are not possible. In fact, some of the
interventions reviewed in this study could not be accessed at
the time of writing, suggesting potential challenges to
sustainability or ongoing availability. Ensuring long-term
success requires more than just the initial development and
implementation of an intervention. Sustainability should be
taken into consideration in the initial steps of program
development, given that it demands ongoing engagement,
adaptation to evolving needs, and seamless integration into
broader suicide prevention frameworks. The successful
implementation of GTPs and their sustainability could benefit
from network interventions at the public health level that focus
attention on forging and solidifying intersectoral partnerships
towards a more distributive model of responsibilities and
accountability for suicide prevention [120].

Future Directions for Research on Web-Based GTPs
Multiple calls have been made for more robust research into
the evaluation of GTPs [4,79,121], and while we agree with
this need, we also emphasize that understanding the most
effective ways to deliver GTPs in web-based formats is
important. Future studies should explore questions such as:
“What are the most effective web-based approaches for training
gatekeepers?” “What specific features of web-based training
(eg, interactive modules, live simulations, peer discussions) can
enhance skill acquisition and retention?” “How does web-based
GTPs impact participants’ ability to recognize and respond to
suicidal crises compared to in-person training?” Additionally,
process evaluations and user feedback are essential to assess
the quality of training delivery, user engagement, and practical
application of skills learned via the web. Such evaluations can
help to better understand implementation barriers and facilitators
to improve the overall design of web-based GTPs. Another
aspect to consider in the evaluation and design of GTPs is the
impact and best delivery options of refreshers and booster
sessions. While there is growing attention in tailoring GTPs to
the needs of at-risk populations (eg, indigenous youth, migrant
youth, gamers, and veteran as seen in this review), future
research should also explore how web-based formats can better
reach underrepresented and marginalized populations—such as

LGBTQ+, Black, Indigenous and Racialized communities, or
geographically isolated communities—more effectively and
assess the training’s scalability and sustainability. Mixed
methods studies and comparative trials are critical to advancing
knowledge about how web-based GTPs can contribute to
comprehensive suicide prevention strategies.

Limitations
This review is limited by its focus on peer-reviewed articles
published in English and French, potentially excluding relevant
studies in other languages or formats (gray literature), which
may introduce selection bias. The heterogeneity of included
studies, such as variations in design, target populations, and
program settings, made it difficult to draw generalizable
conclusions. Many studies lacked rigorous evaluation methods,
limiting our understanding of the impacts of the GTPs included.
Additionally, insufficient reporting on user feedback, contextual
factors (such as cultural and technological differences), and the
implementation process restricts the applicability of findings
across diverse settings. Notably, none of the studies reviewed
specifically addressed our research question, which is, “what
works” and “does not work” in web-based GTP. This gap
underscores the need for further research that directly explores
effective strategies to deliver web-based suicide prevention
training to provide definitive guidance and improve training
outcomes.

Conclusions
Web-based GTPs hold significant promise for suicide
prevention, yet much of the existing research has focused on
determining whether these programs are effective [7], with
evidence inconclusive as stand-alone interventions [88,122,123].
To advance the field, it is crucial to enhance evaluation efforts
[123] while simultaneously exploring what works best in
web-based formats for building gatekeeper skills. While there
is a call for randomized controlled trials to build evidence of
suicide prevention interventions such as GTPs to prove their
efficacy, the next logical step in the evaluation and development
of effective web-based GTPs should focus attention on the
process of their implementation, including acceptability and
feasibility. This review highlights a wide range of key
considerations regarding web-based pedagogy that require closer
attention to determine which might represent best practices to
implement in the development of future GTPs. This involves a
commitment to continuous improvement by leveraging
technological advancements to enhance accessibility,
engagement, and adaptability for diverse populations. By
aligning program design with the latest innovations, including
emerging tools such as AI [124,125], and rigorously evaluating
their impact, web-based GTPs can evolve into a vital component
of comprehensive suicide prevention strategies. Ultimately,
these efforts will not only improve the quality and reach of
interventions but also have the power to save lives.
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Abstract

Large language models are rapidly transitioning from pilot schemes to routine clinical practice. This creates an urgent need for
clinicians to develop the necessary skills to strike the right balance between seizing opportunities and taking accountability. We
propose a 3-tier competency framework to support clinicians’ evolution from cautious users to responsible stewards of artificial
intelligence (AI). Tier 1 (foundational skills) defines the minimum competencies for safe use, including prompt engineering,
human–AI agent interaction, security and privacy awareness, and the clinician-patient interface (transparency and consent). Tier
2 (intermediate skills) emphasizes evaluative expertise, including bias detection and mitigation, interpretation of explainability
outputs, and the effective clinical integration of AI-generated workflows. Tier 3 (advanced skills) establishes leadership capabilities,
mandating competencies in ethical governance (delineating accountability and liability boundaries), regulatory strategy, and
model life cycle management—specifically, the ability to govern algorithmic adaptation and change protocols. Integrating this
framework into continuing medical education programs and role-specific job descriptions could enhance clinicians’ ability to use
AI safely and responsibly. This could standardize deployment and support safer clinical practice, with the potential to improve
patient outcomes.

(J Med Internet Res 2026;28:e86550)   doi:10.2196/86550
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Introduction

The convergence of generative artificial intelligence (AI) and
health care is catalyzing a paradigm shift in clinical practice,
with significant implications for the future of medicine [1-3].
Large language models (LLMs), exemplified by recent advances,
such as GPT-4 and Gemini, demonstrate a transformative
capacity to process multimodal data and generate context-aware

responses, increasingly positioning them as integral components
in frontline clinical decision support [4,5].

Although LLMs have the potential to improve clinical
effectiveness, ensuring that their application optimizes patient
safety, ethical alignment, and long-term benefits remains a
substantial challenge [2,5]. This complexity is compounded by
the intersection of regulatory requirements and ethical
obligations. Evolving legal frameworks, such as the European
Union (EU) AI Act and the US Food and Drug Administration
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(FDA) guidance, explicitly mandate human oversight for
high-risk AI systems [6,7]. Simultaneously, global ethical
standards from the World Health Organization (WHO) and the
American Medical Association emphasize the necessity of
physician leadership and accountability [2,8,9]. However, a gap
remains in translating these high-level mandates into actionable
clinical skills. Without the active leadership and input of
clinicians, these technologies risk imposing unintended burdens
and may fail to achieve their full potential [1].

The imperative for advanced AI governance arises from a
fundamental shift from passive information retrieval to
autonomous task execution. While conventional LLM paradigms
rely on user-initiated prompt response exchanges, clinicians
query the model and verify its text outputs, and the system does
not autonomously call external tools. By contrast, emerging
agentic workflows introduce a perceive-plan-act (and often
reflect) loop [10]. In this mode, the system interprets high-level
clinical intents (eg, hypertension management); decomposes
them into subtasks; and autonomously executes actions via
application programming interfaces, such as accessing electronic
health record (EHR) data or calculating risk scores [11,12]. This
transition reframes supervision; clinicians must move beyond
prompt engineering to govern how autonomy is delegated, how

actions are constrained, and how escalation pathways are
formalized.

To address these regulatory, ethical, and technical demands, we
propose a foundational, tiered AI competency framework for
clinicians. The framework is structured around progressive tiers:
tier 1 (foundational skills), tier 2 (intermediate skills), and tier
3 (advanced skills). We describe the core competencies at each
tier, outline the framework’s limitations, and propose priority
directions for validation to sustain its relevance amid an evolving
regulatory landscape.

AI Competency Framework

LLM-enabled care necessitates a transition in the roles of
clinicians (physicians, nurses, pharmacists, and allied health
professionals)—from interpreting predictive outputs to
supervising agentic workflows. Drawing on previous research,
a narrative synthesis of evolving digital health competencies,
and an analysis of the technical capabilities of LLMs [13-17],
we propose a 3-tier, governance-aligned framework that
articulates core LLM competencies. As illustrated in Figure 1,
the framework progresses from foundational safe use (tier 1) to
evaluative proficiency (tier 2) and ultimately to governance and
leadership (tier 3).

Figure 1. Essential artificial intelligence (AI) skills for clinicians in the large language model era.

Tier 1: Foundational Skills (Safe Use and Basic
Proficiency)
These entry-level competencies prioritize basic interaction with
LLMs, enabling clinicians to leverage AI for routine tasks
without compromising clinical autonomy. The key elements
are described subsequently. First, prompt engineering (task
specification for clinician-initiated and hybrid workflows) is
used to craft precise, context-aware instructions—with explicit
roles, required inputs, constraints, task steps, and output formats
(including citation and traceability requirements)—to elicit
task-appropriate outputs (eg, structured outlines for differential
diagnosis). This competency primarily supports
clinician-initiated chat and hybrid workflows, as fully agentic

perceive-plan-act execution is typically governed by
system-level prompts and policies rather than user-generated
prompts. When paired with verification and source grounding,
this approach may reduce hallucinations and improve relevance
and completeness [18]. Second, human-AI agent interaction
(agent supervision) ensures that agents operate within bounded
autonomy with explicit roles, goals, and guardrails. Clinicians
must maintain awareness of least privilege tool permissions and
system constraints (eg, data minimization, time and step limits,
and sandboxed execution) [19], with clear termination and
escalation criteria. Clinicians also monitor and validate the
perceive-plan-act-reflect loop using provenance and citation
requirements; protected health information redaction; and audit

J Med Internet Res 2026 | vol. 28 | e86550 | p.595https://www.jmir.org/2026/1/e86550
(page number not for citation purposes)

Cao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


logging of prompts, tool calls, and human overrides [20-22].
When confidence or calibration thresholds are not met (eg,
coverage targets and abstention or deferral rules), clinicians
intervene, interrupt the agent, or revert to manual workflows
and document the event for review. Third, output verification
and validation involve clinicians critically evaluating individual
LLM outputs for accuracy, relevance, and internal consistency.
Generated content (eg, summaries, diagnostic considerations,
and treatment plans) is cross-referenced against the EHR,
structured data, and established clinical evidence to detect
hallucinations, omissions, or misstatements. In culturally diverse
settings, clinicians must assess outputs for cultural safety and
linguistic accuracy. This involves verifying that translated
instructions and culturally specific dietary or lifestyle advice
are appropriate for the patient’s context. Clinicians should also
check for Anglocentric bias that could conflict with local norms
or the patient’s language proficiency. This human-in-the-loop
verification is essential for ensuring patient safety in individual
clinical encounters [23,24]. The fourth element is security and
privacy awareness. To comply with regulations such as the
Health Insurance Portability and Accountability Act (HIPAA)
and the General Data Protection Regulation, clinicians must
adhere to foundational safeguards centered on data minimization
and appropriate tool use. For nonintegrated or open access LLM
interfaces, this includes avoiding entry of protected health
information and direct identifiers and, when clinically necessary
to discuss a case, removing or generalizing nonessential
identifiers before input [2,5,25,26]. In contrast, for authorized,
integrated enterprise agents operating within a secure EHR
environment, manual deidentification is often neither feasible
nor necessary; instead, clinicians verify minimum necessary
access, confirm the agent is scoped to the correct patient context,
and ensure permissions are aligned with the specific clinical
task through role-based access control and least privilege
settings. Rather than conducting technical audits themselves,
clinicians prevent inadvertent privacy breaches by distinguishing
approved tools from unapproved ones and escalating permission
or access-scope concerns through institutional channels. These
baseline competencies are prerequisites for safe AI use in routine
clinical workflows [5]. Fifth, clinician-patient interface
(transparent communication and shared decision-making)
involves incorporating AI-assisted content into the clinical
encounter without undermining patient trust or the therapeutic
alliance. Clinicians should disclose when AI is used (eg,
AI-scribed summaries, patient-portal messages, and patient
education materials) to uphold patient autonomy and informed
consent [26].

Tier 2: Intermediate Skills (Evaluative Proficiency)
Building on foundational knowledge, these competencies center
on critically assessing and integrating LLMs into clinical
reasoning workflows while addressing bias and uncertainty in
generative AI. First, bias detection and mitigation require
clinicians to interpret algorithmic bias audit reports and
uncertainty quantification outputs (eg, confidence intervals,
prediction intervals, or conformal prediction sets when provided)
to assess reliability across patient subgroups. Clinicians initiate
and validate remediation actions—such as recommending
prompt or workflow adjustments and defining escalation and

deferral rules—in coordination with technical teams, ensuring
adherence to prespecified fairness metrics and minimum
subgroup performance thresholds [27,28]. For example, in tumor
grading, clinicians review reported subgroup performance using
minimum sample-size thresholds, calibration and coverage,
abstention rates, and uncertainty displays (including confidence
sets). They assess model rationale and interpret between-group
performance gaps. Second, systemic evaluation and
explainability involve moving beyond checking individual
outputs to assessing the broader reliability, calibration, and
failure modes of the AI system. Clinicians should be able to
interpret model performance metrics (eg, sensitivity, specificity,
error and hallucination rates, and performance in specific
subpopulations) and evaluate available explainability outputs
(eg, feature importance scores, reason codes, or saliency maps
where available) to understand why a model reached a
conclusion [29]. This evaluation must include equity audits that
assess model performance across distinct subgroups (eg, race,
ethnicity, and language) [28]. For instance, a model may
demonstrate high overall accuracy but fail disproportionately
for languages spoken by minority groups or specific dialects.
Clinicians leading the evaluation must identify such disparities
and determine if the model is safe for deployment in diverse
populations. These skills enable clinicians to judge systemic
trustworthiness and identify appropriate clinical use cases and
target populations for which the model is calibrated, effective,
and equitable [30]. Third, clinical integration requires clinicians
to use domain knowledge to refine model outputs (eg, align
treatment suggestions with evidence-based guidelines) while
monitoring for potential deskilling. Clinicians maintain
human-AI collaboration and specify deferral and escalation
rules (eg, abstention thresholds and human-review triggers) and
document these events for auditability [31,32].

Tier 3: Advanced Skills (Governance and Leadership)
Unlike the foundational skills in tiers 1 and 2, this tier represents
a specialized track for clinician-leaders, clinical informaticists,
and physician builders assuming governance roles. These
competencies focus on the strategic oversight and architectural
direction of AI systems. The main competencies involved are
described subsequently. First, ethical and regulatory governance
involves overseeing the development of institutional policies
for LLM use to ensure alignment with ethical principles, data
protection laws (eg, General Data Protection Regulation and
HIPAA), and international guidance [26]. This requires
establishing governance infrastructure—such as AI steering
committees and ethics review boards—to specify authorized
use cases, roles and responsibilities, liability frameworks, and
compliance protocols. Crucially, policies must explicitly
delineate accountability boundaries among supervising
clinicians, health care institutions, and AI developers and
vendors, particularly for autonomous or semiautonomous agentic
workflows. In this capacity, clinician leaders do not personally
conduct technical audits; instead, they serve as the strategic link
between medical staff and technical bodies, ensuring that
institutional processes reflect clinical realities and patient safety
risks. Second, model change management requires supervision
of domain adaptation (eg, task- or specialty-specific tuning)
within a multidisciplinary process. In this capacity, clinicians
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bridge clinical needs and technical implementation, upholding
standards for validity, equity, and safety. This supervision
necessitates predefined evaluation plans, comprehensive
documentation (eg, model cards), and rigorous external
validation (including multicenter, temporal, and geographic
shift tests) before production deployment. Leaders must specify
minimum performance thresholds and mandate shadow
deployment phases to validate safety before full patient exposure
[33,34]. Third, model life cycle oversight entails governing AI
systems across their full life cycle—from validation through
postmarket monitoring, updating, and decommissioning. This

includes orchestrating institutional processes for drift detection,
performance re-evaluation, and version control [35,36] (Textbox
1). Leaders must navigate complex regulatory mechanisms for
iterative improvement, such as the predetermined change control
plans (PCCPs) by the FDA [6] and the postmarket surveillance
requirements of the EU AI Act [7]. They collaborate with
informatics, regulatory, and quality teams to ensure that updates,
retraining, or expanded indications are clinically justified,
transparently communicated, and supported by robust evidence
and incident review protocols [35,37].

Textbox 1. Clinical vignette—governance in action.

Scenario: executing a manual rollback protocol

• A clinical informatics director oversees a deployed discharge-summary agent. During routine postmarket surveillance, the monitoring dashboard
signals that the model’s summarization accuracy has dropped below the prevalidated threshold of 95% (a metric specified in the Food and Drug
Administration–accepted predetermined change control plan). Attributing the decline to data drift caused by a recent update in the hospital’s
note-template format, the director initiates a rollback protocol—leveraging either institutional version control or a vendor-mediated pathway
specified in the service-level agreement. The deployment is rolled back to the previous stable version (version 2.0) while the technical team
remediates and revalidates the updated model (version 2.1).

• In deployments where direct rollback is technically unsupported (eg, some software as a service–based integrations), the protocol mandates
pausing or disabling the agent and reverting to manual workflows until remediation is complete.

Alignment and Differentiation From
Existing Frameworks

This framework is broadly aligned with the American Medical
Association’s guidance on augmented intelligence, prioritizing
physician leadership, transparency, and patient benefit [38,39].
Furthermore, it adheres to competency-based digital education
frameworks from the WHO and the Association of American
Medical Colleges, both of which prioritize observable behaviors
and measurable learning outcomes [40-42]. It also builds on
recent competency proposals in AI and digital health that
foreground digital health literacy, awareness of data bias, and
the ethical use of assistive tools [10,43]. As summarized in
Table 1, our contribution lies in extending these earlier

frameworks to the agentic LLM era. First, we explicitly
differentiate between predictive and informational paradigms
and agentic workflows. Accordingly, we move from clinicians
interpreting decision support outputs to supervising and
governing active, tool-using agents. Second, we introduce model
life cycle literacy as an explicit competency domain,
encompassing familiarity with mechanisms for ongoing
monitoring, updating, and regulatory adaptation. Within this
broader, jurisdiction-agnostic concept, PCCPs in the FDA
context are presented as one concrete example, alongside
emerging requirements under frameworks, such as the EU AI
Act. To our knowledge, previous frameworks have not explicitly
integrated agent supervision and life cycle–oriented governance
into a tiered, clinician-facing competency model.

Table 1. Comparison of the agent to the governance framework and existing digital health competency frameworks.

Existing frameworks (eg, World Health Organization, American
Medical Association, and Association of American Medical Col-
leges)

Agent to governance frameworkFeature and dimen-
sion

Predictive and informational: clinical decision support, diagnostic
classifiers, and standard information retrieval systems

Agentic and autonomous: agentic workflows (perceive-
plan-act loops) and tool-using large language models that
execute multistep tasks

Technological scope

Interpreter and decision-maker: human-in-the-loop integration,
focusing on the critical appraisal of risk scores and diagnostic
suggestions

Supervisor and governor: human-on-the-loop oversight for
task delegation, monitoring agent behavior, and managing
bounded autonomy

Clinician’s role

Statistical and evidence-based appraisal: evaluation of model per-
formance metrics (eg, sensitivity and specificity), data quality, and
automation bias

Output verification and logic checking: detection of hallu-
cinations in generative text and verification of agentic tool
calls (eg, application programming interface actions)

Verification skills

Foundational ethics and compliance: adherence to core bioethical
principles (beneficence and equity), privacy standards (Health In-
surance Portability and Accountability Act and General Data Pro-
tection Regulation), and informed consent

Life cycle management: specific literacy in predetermined
change control plans, algorithmic drift detection, and
postmarket surveillance (eg, European Union Artificial
Intelligence Act and Food and Drug Administration)

Regulatory and life
cycle

Universal digital literacy: baseline digital health competencies
applicable to the broad health care workforce to ensure safe general
use

Tiered differentiation: distinguishes between frontline users
(tiers 1 and 2) and a specialized leadership track (tier 3)
for governance

Target audience and
structure
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Operationalizing Competencies for
Education and Assessment

Translation of this framework into continuing medical education
(CME) curricula requires the specification of observable,
assessable behaviors aligned with competency-based medical
education principles. Given that the clinical workforce
encompasses diverse roles—including physicians, nurses, and
allied health professionals—implementation and assessment
should be tailored to role-specific scope of practice and
role-based EHR access controls. For example, behavioral
indicators involving least privilege enforcement or the rejection
of agent actions may be operationalized differently depending
on the individual’s credentialed permissions and administrative
privileges. To ensure implementation feasibility and mitigate
workforce burden, only tier 1 competencies are intended for the
general clinical workforce, whereas tiers 2 and 3 are reserved
for smaller groups of superusers and clinician leaders in formal
governance roles. To avoid adding entirely new courses, these

competencies are designed to be integrated into existing
curricula (eg, evidence-based medicine, clinical reasoning, and
quality and safety) and CME activities. Institutions are
responsible for resourcing and coordinating these training
activities, ensuring that individual clinicians are not expected
to acquire advanced competencies (tiers 2 and 3) without
appropriate organizational support and protected time.

Table 2 links each tier to behavioral indicators written as active,
measurable learning outcomes. Indicators span tier 1 (eg,
identifying hallucinations) to tier 3 (eg, initiating life cycle
protocols) and should be tailored to role-specific responsibilities
and decision rights. These indicators provide curriculum
developers with a concrete scaffolding to design
simulation-based, workplace-based, and microlearning
assessments that verify skill acquisition in clinical practice.
Ultimately, these anchors facilitate the incorporation of this
framework into CME curricula and clinical job descriptions,
thereby promoting institutional transparency, accountability,
and regulatory alignment [40,43,44].

Table 2. Sample behavioral indicators for continuing medical education assessment and clinical application.

Behavioral indicator (observable action)Core competency

Tier 1: foundational (frontline user)

Formulates a context-aware prompt that includes explicit role definitions (eg, act as a cardiologist), constraints, and

required output formats, without disclosing PHIa
Prompt engineering

Identifies and intercepts inappropriate agent requests (eg, social history for refills) and enforces denial or escalation
protocols based on least privilege guardrails and predefined termination and handoff criteria

Human-AIb agent inter-
action

Detects and corrects a hallucinated reference or dosage in a large language model–generated draft by cross-referencing
with the patient’s structured laboratory data and trusted guidelines

Output verification and
validation

Uses minimum necessary data; deidentifies data for nonintegrated tools; for electronic health record agents, verifies
patient context and least privilege access, and escalates PHI or policy risks

Security and privacy
awareness

Informs patients when AI is used, explains AI-derived insights in patient-appropriate language (including uncertainties
and limitations), and documents consent or refusal when clinically indicated.

Clinician-patient inter-
face

Tier 2: intermediate (superuser or champion)

Interprets stratified subgroup performance and uncertainty reports, flags clinically meaningful disparities, triggers
mitigation (eg, threshold adjustments or human-review rules), and verifies improvement via updated audit reports

Bias detection and miti-
gation

Evaluates a confusion matrix for a diagnostic AI tool to determine if the false-negative rate is acceptable for a specific
screening population

Systemic evaluation

Interprets available explainability outputs (eg, feature importance, reason codes, or saliency maps where available) to
detect spurious cues and document potential failure modes

Explainability

Defines where AI outputs enter the workflow; assigns roles, documentation, and escalation steps; and maintains clinician
accountability when AI recommendations conflict

Clinical integration

Tier 3: advanced (governance leader)

Drafts and implements an institutional policy that establishes escalation pathways and explicitly delineates accountabil-
ity and liability boundaries among the supervising clinician, the institution, and the AI developer for autonomous
agentic workflows

Ethical and regulatory
governance

Initiates and justifies model change requests (eg, recalibration, retraining, or expanded indication), defining the clinical
rationale, validation plan, and monitoring criteria consistent with the predetermined change control plan

Model change manage-
ment

Oversees monitoring of model performance and drift (eg, calibration, error rates, and data shifts); ensures execution of
incident protocols and predefined controls (eg, roll back and human review)

Model life cycle over-
sight

aPHI: protected health information.
bAI: artificial intelligence.
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Limitations and Future Work

We propose a governance-aligned competency framework
designed to guide clinicians in the safe and effective use of
LLMs in clinical practice. However, several limitations should
be acknowledged. First, external validity may differ by specialty,
care setting (inpatient vs ambulatory), health-system maturity,
and EHR integration capacity. Critically, the institutional
infrastructure required for tier 3—specifically, the establishment
of AI steering committees—may currently be feasible only in
resource-rich academic medical centers. Mandating such
governance structures in resource-constrained community
hospitals may be impractical. This feasibility gap extends to
global health contexts; the framework requires adaptation in
low- and middle-income settings where informatics
infrastructure, governance capacity, and regulatory regimes
differ substantially. Moreover, the objective structured clinical
examination blueprint [44] and key performance indicators
remain surrogate end points. By themselves, these measures do
not guarantee improvements in patient-centered outcomes (eg,
adverse events and readmissions). Second, a prospective,
multicenter external evaluation is still necessary. Although we
specify fairness analyses and minimum subgroup sample size
and performance thresholds, real-world coverage across
languages, cultural contexts, pediatrics, geriatrics, and
rare-disease pathways is likely incomplete. Third, the regulatory
environment remains dynamic as harmonized standards under
the EU AI Act and FDA change control frameworks (eg, PCCPs)
continue to evolve. Accordingly, operationalized procedures
and performance thresholds should be periodically
reassessed—particularly following material model updates—to
sustain regulatory compliance and clinical relevance. Fourth,
the automation paradox (skill decay) warrants attention. While
AI agents improve efficiency, they may precipitate clinician
deskilling over time. Safe fallback protocols (eg, reverting to
manual workflows during system failure) are feasible only if
clinicians maintain underlying diagnostic and procedural
competence. To mitigate this risk, organizations should integrate
automation-off scenarios into simulation training and downtime
contingency plans to ensure clinicians remain capable of
detecting errors and safely resuming control.

Given the rapid evolution of clinical AI, this framework requires
ongoing refinement across 5 strategic areas. First, validation
studies use expert consensus (eg, Delphi methods) and
multicenter educational trials to link tiered competencies to
observable clinical behaviors, such as error interception, safe
deferral, and workflow efficiency. Second, assessment science
strengthens psychometric measurement by refining objective
structured clinical examination stations, bias and calibration
checklists, and reliability targets (eg, generalizability coefficient
[G] ≥0.70) [45,46]. Third, capacity building establishes faculty
development programs and reusable educational
resources—including deidentified sandboxes, annotated audit
log exemplars, and HIPAA-aligned exercise sets—to support
cross-specialty implementation. Fourth, advanced equity and
uncertainty quantification cultivates practical competence in
algorithmic fairness and uncertainty management through
routine subgroup audits, coverage targets and reporting (using
conformal prediction where appropriate), and bedside
remediation playbooks. Fifth, simulation and institutional
integration evaluate the feasibility and effectiveness of
embedding automation-on and automation-off scenarios and
rollback procedures within existing simulation programs and
downtime contingency planning (eg, multidisciplinary team
discussions). Outcomes include competency attainment, error
interception during failures, auditability, and pathways for
formal recognition within CME credit structures and institutional
job descriptions.

Conclusions

The progressive competency model integrates technical
proficiency with ethical governance to provide clinicians with
essential AI skills for the LLM era. By embedding these
competencies into CME standards and job descriptions—using
clear, observable behaviors—institutions can standardize safe
and accountable AI use. Preparing for an AI-augmented future
requires integrating governance-focused skills into medical
training and professional development. This approach positions
clinicians as responsible stewards of AI, ensuring adoption
remains sustainable and centered on patient care.
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Abstract

The last years have seen an acceleration in the development and uptake of artificial intelligence (AI) systems by “early adopter”
hospitals, caught between the pressures to “perform” and “transform” in a struggling health care system. This transformation has
raised concerns among health care providers as their voices and location-specific workflows have often been overlooked, resulting
in technologies that fail to integrate meaningfully into routine care and worsen rather than improve care processes. How can
positive AI implementation be carried out in health care, aligned with European values? Based on a perspective that spans all
stakeholders, we have created EURAID (European Responsible AI Development), a practical, human-centric framework for AI
development and implementation based on agreed goals and values. We illustrate this approach through the co-development of
a narrow-purpose “in-house” AI system, designed to help bridge the AI implementation gap in real-world clinical settings. This
example is then expanded to address the broader challenges associated with complex, multiagent AI systems. By portraying all
key stakeholders across the AI development life cycle and highlighting their roles and contributions within the process, real use
cases, and methods for achieving iterative consensus, we offer a unique practical approach for safe and fast progress in hospital
digital transformation in the AI age.

(J Med Internet Res 2026;28:e80754)   doi:10.2196/80754

KEYWORDS

AI Act; digital transformation; in-house medical device development; agentic AI; AI life cycle; artificial intelligence

The Transformation of Future Medicine
Through Artificial Intelligence
Technologies

Will the slogans already heard in health care system strikes,
such as “Trust Nurses, Not AI” and “AI has got to go!”[1,2],
become more common? They reflect growing concerns about
the evolving role of health care professionals (HCPs) in a
changing health system, which persist despite reports that 20%
of National Health Service (NHS) doctors are already using
artificial intelligence (AI) daily [3]. Although the importance
of digital transformation to enhance the efficiency of care
delivery and to provide better models of care suited to modern
age [4-6] is well recognized within care systems [7-11], it often
cannot be comprehensively addressed, as health care systems
worldwide find themselves caught between the need to both
“perform” and “transform” in a system facing “firefighting”

ongoing challenges [12-17]. The application of AI technologies
has the potential to address some of those aspects (Table 1), as
it can speed digital transformation and can (at least if applied
well and if the associated potential barriers and uncertainties
are jointly recognized and resolved) make health care more
accessible, effective, and economically sustainable [18].
Examples of the positive impact of good AI implementation
are (1) enhancement of clinical practice, particularly in areas
such as diagnosis and personalized medicine [11,19,20]; (2)
workflow improvements, by supporting administrative tasks
such as transcription, patient communication, and patient-related
recordkeeping [21,22]; and (3) increased operational efficiency,
through the optimization of routine processes, enabling HCPs
to work in a more patient-centered way [23], and potentially
contribute to cost reductions [24,25]. With the recent
introduction of “agentic AI” [26-29] and autonomous AI-enabled
systems [30,31], far more systematic complexity can be handled
by AI [32].
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Table 1. Problems artificial intelligence (AI)–enabled transformation can address, approaches, challenges, and possible unintended consequences.

Implementation challenges and risksPossible digital and AIa solutionsCurrent health system problems

Automation of administrative and
routine tasks, and AI-driven
workflow optimization, allowing
people to focus on patients.

Administrative workload unrelated
to direct patient care [33,34], inef-
ficient workflows, and fragmented

communication burden on HCPsb.

• Different perspectives on which tasks to automate.
• Increase in workload in some cases.
• Risk of overreliance on AI outcomes with insufficient human oversight.
• Automation of the current way of providing care without restructuring

and rethinking processes.
• Concerns about job security, the transformation of job roles, and medical

malpractice.

Adjusting the hospital’s IT environ-
ment as an AI-sustained platform,
characterized by high interoperabil-
ity in itself and with other
providers supporting seamless pa-
tient journeys.

Stress, duplication (eg, medical
history) [35], and discontinuous
care resulting from disconnected
devices, limited interoperability,
and manual coordination.

• Deficient data quality, data silos, inadequate computational resources,
a shortage of specialized expertise, and poor or nonexistent infrastructure
between providers.

• Concerns about safety and regulation.

AI-supported knowledge manage-
ment to build confidence in usage.

Poor information flow and HCP
training deficit.

• Shortage of HCPs limits time for training.
• Various adoption readiness levels among HCPs.
• Concerns about trust in technologies.

aAI: artificial intelligence.
bHCP: health care professional.

However, AI is not a panacea, and initial evaluations of
real-world performance in clinical settings are mixed [36-38].
One reason is that AI implementation projects have often
underestimated the importance of individual AI medical devices
operating as interconnected clinical and technological
infrastructures rather than being a collection of isolated,
standalone algorithms. AI in health care over the next years
needs to be seen as interacting, interdependent, and flexible
applications [39], involving both broad- and narrow-purpose
tools and models that closely interact with and reshape human
workflows, while simultaneously, human workflows,
adaptations, and experience reshape the use of AI, particular to
the local setting and local approach to health care delivery.

Integration of Interactive AI Systems in
Clinical Workflows Requires HCPs at the
Core, Not as Observers

This future model needs HCPs at its core, not only as users
interacting with AI systems, but as active participants in their
co-design, procurement, implementation, monitoring, and
evaluation. This idea is rooted in organizational and
implementation theories, such as the “socio-technical systems
theory” [40], that emphasizes the importance of a holistic
perspective to jointly bridge human and technological
capabilities, particularly in the context of autonomous
technologies [41,42], and the “normalization process theory”
[43], which acknowledges users’ cognitive participation and
collective action as key determinants in implementing,
embedding, and integrating complex and new interventions (eg,
AI systems) in daily practice [44,45]. “Human-centered AI”
can take a cross-theoretical perspective by viewing AI systems
not as stand-alone technologies, but as integral components of
a broader sociotechnical system. Two perspectives are relevant:
humans being able to understand AI and AI being able to
understand humans [46]. For example, explainable AI (XAI)

methods should not only address the technical transparency of
machine learning models but also focus on human understanding
[47]. On the other hand, AI systems need to take into account
the needs, requirements, and mental models of humans [48] and
the context of clinical decisions [49] to create explanations that
are supportive in the clinical setting.

Yet, despite the substantial body of research on theoretical
foundations, the translation of the underlying principles into
everyday implementation of AI systems and clinical reality is
lagging behind [50-54], often key aspects are neglected, and
many implementation projects fail [55]. Problems often begin
during the development of AI systems, which are frequently
designed and tested in settings that are far removed from the
everyday realities of clinical practice [56], and with HCPs and
location-specific workflows often overlooked. The consequences
of systems designed without sustained input from HCP and
patients [57] are visible as they fail to demonstrate their
suitability and worsen rather than improve processes, leading
to the perception that the introduction of digital technologies
into health care adds to the burden [57,58] (Figure 1), although
general relief through well-implemented work aids would be
very welcomed. That misalignment has been associated with
increased stress among HCPs [59] (including “technostress”
[60,61]), disconnected patient care [62,63], and has even resulted
in other unintended negative consequences, such as HCPs
resisting the use of the technologies [15], using technologies in
unanticipated ways [64], or developing workarounds that may
endanger patient care [65]. Insufficient digital health literacy
and training among HCPs amplify these effects, leaving HCPs
unprepared for the demands of interacting with intelligent
systems [66]. Other consequences appearing in real-world
implementation are model uncertainty [67], “AI hallucinations”
or clinically harmful recommendations, bias [14], and context
misalignment [68], which risk fragmented care and diminish
patients’ trust in technology-assisted decisions.
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Figure 1. The introduction of artificial intelligence (AI) into clinical workflows is changing everyday clinical care and could, at least theoretically,
enhance satisfaction, empower, upskill, and provide a better work environment and better interactions for health care professionals (HCPs) and patients;
however, the reality is often much less positive. The upper circle is showing the current situation of health care delivery, which is characterized by a
low level of digitalization and an ever-increasing amount of nonpatient-related activities, causing moderate satisfaction and happiness among both HCPs
and patients. Care delivery transformation through AI can bring positive effects as shown in the green circle on the right (such as delivering better, more
efficient and even more patient-centered care through optimized processes and well-balanced support systems) or, as is frequently the case, negative
effects (red circle on the left), causing frustration, disconnection and stress of HCPs and patients because of interoperability issues with AI implementations
that were never properly designed with the user needs in mind.

Improving Adoption by Co-Development
Across the AI Life Cycle

Overview
The real-world challenges discussed underscore that successful
AI development and implementation are less a technical task
than a comprehensive change management process [57] that
needs active participation, transparent governance, continuous
feedback, and development beyond technical metrics, including
systematic real-world evaluation of human-AI interaction, and

a focus on non-technical design criteria such as usability,
workflow fit, trust, and acceptance.

To bridge this gap, we propose EURAID (European Responsible
AI Development), a practical framework of human-centric AI
development and implementation in hospitals, which is
cooperative and collaborative and based on shared goals in
accordance with European values according to Article 2 of the
Treaty on European Union (TEU; ie, human dignity [69,70],
freedom [69,71], democracy [72], equality [69], rule of law
[73], and human rights [69,74]) and European laws (Table 2).
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Table 2. Regulations in the European Union and its member states that guide AI use in health care (nonexhaustive).

ApproachScopeRegulation or law

Governs medical devices
(including digital systems)
used for diagnostic or
therapeutic purposes.

Medical Device Regulation (MDR;
2017/745)

• The medical devices’ intended purpose defines the associated performance
claims, which must be substantiated through clinical evaluation.

• GSPRsa must be met, including structured risk management (ISOb

14971:2019), a certified QMSc (ISO 13485:2016), usability engineering

(IECd 62366-1:2015+A1:2020), and a planned and documented development
process (IEC 62304:2006+A1:2015), depending on the respective product
category.

Governs the development,
market entry, and use of

AIe systems.

Artificial Intelligence Act (AI Act;
2024/1689)

• Classifies high-risk AI systems (including AI-enabled medical devices,

class IIa+) and GPAIf (that can perform a wide range of tasks, not limited

to one clear intended purpose) and LLMg models, depending on both the
function performed and the systems’ intended purpose.

• Additional transparency obligations apply for certain systems such as
emotion recognition, biometric categorization, and interactive or generative
AI.

Ensures workers’ health
and safety.

EU Occupational Safety and Health
Directive (89/391/EEC 1989) and na-
tional laws

• Systematic risk assessments and preventive measures.
• Worker consultation and participation.

Defines autonomy and
participation rights of

HCPsh.

Professional regulations (eg, Federal
Medical Code for doctors) and labor
laws (eg, German Works Constitution
Acts)

• Protection of professional independence in decision-making.
• Co-determination rights of employee representatives, for example, when

adopting systems that monitor behavior and/or performance.

aGSPR: general safety and performance requirements.
bISO: International Organization for Standardization.
cQMS: quality management system.
dIEC: International Electrotechnical Commission.
eAI: artificial intelligence.
fGPAI: general-purpose artificial intelligence.
gLLM: large language model.
hHCP: health care professional.

In detail, we describe the appropriate stakeholder circle, the
approaches needed for implementing new and highly integrated,
localized, and adaptive AI models, and optimal techniques for
building consent. While this paper emphasizes that AI systems
are increasingly evolving into system-level tools with broad
intended purposes, it is nevertheless valuable to explore the
development of a narrow-purpose, limited-functionality tool as
a simple entry point in the consideration of AI system
implementation. This example serves as a foundation for
discussing the broader challenges associated with a broad
intended purpose and multiagent AI systems. We describe the
co-development of an “in-house” AI system [75] that is
developed within a health institution to address specific needs

[76,77], rather than the implementation of an externally
developed “off the shelf” AI system, as this allows more aspects
of the collaborative process to be described.

This pragmatic approach was developed in part through in-depth
individual consultation and 4 flexible multistakeholder
workshops, which are described in more detail in Table 3. By
bringing together all the relevant players in the health care
ecosystem, we were able to set agreed goals and processes for
the development, integration, use, and oversight of health AI.
These insights from the workshops informed aspects of the
development of the overall framework presented in this
viewpoint, alongside the perspective of the authors.
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Table 3. Methodological design of the stakeholder workshops. Since workshops are platforms to jointly identify and explore complex domains, and
help to gain relevant insights beyond the individual stakeholders’ scope of knowledge [78], they offer a valuable basis for a framework that has
consensus-building at its core.

ApproachAspect

Stakeholder definition • An individual or group who is affected by or can influence the digital transformation in hospitals, particularly with a
focus on AIa-enabled systems.

Identification of
stakeholders

• Stakeholders were identified using the 7Ps framework [79], which serves as a guide for engaging diverse and relevant
interest groups. We modified the categories and definitions of the 7Ps according to our context:

• Patients and the public: As this is not a traditional patient-focused study, but rather a practical, expert-driven implemen-
tation guide for human-centric digital transformation in a hospital setting, stakeholders were viewed both as domain
experts and as potential patients. Additionally, we had feedback from two different international patient representative
organizations.

• Providers: Individuals who provide care to patients and offer relevant insights from their clinical work were included.
The selected clinicians represent various medical fields, including psychology, and are balanced in their seniority and
professional position.

• Purchasers: Since digital transformation must be financed individually by each hospital, we included stakeholders re-
sponsible for the high-level management of digital transformation in large hospitals who manage strategic decisions
about cost underwriting based on a specific internal budget.

• Payers: In Germany, digital hospital transformation is supported through federal programs. Therefore, we involved
stakeholders working at the Federal Ministry of Health and stakeholders who are actively translating those programs
into clinical practice. Additionally, we included employees of insurance companies, as insurers play, in general, a critical
role in creating patient-centric digital ecosystems and in incentivizing digital health solutions.

• Policy makers: Policy makers and supporters of digital transformation in hospitals were included, particularly those who

support a human-centric approach while ensuring the rights of HCPsb and patients are in place, spanning stakeholders
from labor unions to occupational health and safety experts, as well as relevant legal and ethical perspectives.

• Product makers: As EURAIDc highlights the need for a well-balanced stakeholder group developing and implementing
AI in health care, the stakeholders representing the “in-house” manufacturers are in their profession AI system developers,
psychologists and human-centered AI development professionals, as well as experts in medical device regulation, qual-
ity and clinical risk management, medical informatics, and in occupational health and safety at work.

• Principal investigators: The researchers included were from a background of clinical AI, medical device regulation,
nursing science, medical informatics, digital health, patient safety, psychology, and ethics.

Stakeholder engage-
ment

• Objectives: The goal of stakeholder engagement was to achieve a common agreement on the theme by balancing the
differences of individual viewpoints (eg, between calls for greater space for innovation or rather tighter regulation), and
developing a framework that all stakeholders agree with.

• Methods: Stakeholders were engaged through participatory workshops (three dealt with relevant aspects EURAID should
focus on and were initiated by the German Federal Institute for Occupational Safety and Health (BAuA), in 2024 and
2025, with 25, 24, and 17 participants respectively; and one dealt with aspects of HCP integration and current health
system problems AI-enabled transformation might solve (Table 1) and was organized by the Else Kröner Fresenius
Center for Digital Health in February 2025, with 5 participants). The participating stakeholders spanned the whole 7P
categories. Based on this data and a critical review of the literature exploring existing frameworks and gaps, AS and SG
developed the concept for the paper and wrote the first draft of EURAID. The stakeholders reviewed the paper, validated
its content, and provided further expert insights during a 4-month iterative consensus process.

aAI: artificial intelligence.
bHCP: health care professional.
cEURAID: European Responsible AI Development.

Step 1: Comprehensive and Inclusive Stakeholder
Involvement to Build Consensus and Ensure
Goal-Oriented Development and Implementation
The selection and active participation of stakeholders and the
building of consensus are critical to the success of the AI system
development and implementation. The stakeholders involved
should be balanced in disciplinarity (clinical, technical, and
administrative [80]) and operational responsibilities
(professional positions, employee representatives, etc) as well

as in age and gender. In Table 4, we highlight the key
stakeholders involved, and in particular their role in the
implementation process. Each stakeholder is selected for their
contribution, ranging from strategic aspects (management board)
to safety perspectives (employee representatives, quality
management, clinical experts, and users), and data-driven issues
(AI system developer, data scientists, and IT and regulatory
specialists). In principle, stakeholders in their profession are
not mutually exclusive; instead, one could fulfill several roles
simultaneously.
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Table 4. Key stakeholders and their roles in shaping and guiding AI development and implementation in health care. Each stakeholder is selected for
their contribution to the process and expertise.

Important areas of stakeholder involvement and key aspects they can addressStakeholder

The management board sets an overall vision and strategy, leading change management [57,81],
and providing investment [82] in staff, hardware, and supporting infrastructure [17]. They foster an

Management Board

institutional culture that tolerates experimentation (and failure) [80], serve as the institution’s most
credible communicator (ensuring transparency around risks and benefits), and manage external re-
lationships by forging alliances with industry innovators, researchers, professional associations, and
policymakers.

The foremost priority of employee representatives is to defend and improve working conditions,
including occupational safety, workload management, and job security. Although large-scale staff

Employee Representatives

redundancies are unlikely consequences of the near-term implementation of AIa in hospital health
care systems, which are operating against a backdrop of large staff shortage [83,84], anxiety about
automation and transformation of job roles is real [85]. Employee representatives ensure that AI is
implemented in a way that eases staff workload and safeguards their well-being and autonomy. In
the mid- to long-term, they also negotiate fair compensation policies [86] and career development
frameworks that reflect changing roles and skills in an increasingly digital workplace.

The AI system owner holds primary accountability for the system’s performance, safety, and oper-
ational impact. They lead the project and ensure alignment with strategic goals and regulatory

AI-System Owner and teamb

compliance, while understanding the users’ “pain points” both from a clinical and organizational
perspective. Their responsibilities include bridging the communication gap between technical and
nontechnical language, balancing different perspectives, and developing educational approaches
[66] to increase user adoption.

Clinical experts identify clinical relevance and utility, which are interpreted and transcribed into a
specific scope (intended purpose that specifies clinical indication and initial target group). They

Clinical Experts

provide crucial input to clinical validation and safety, ensuring the AI system integrates effectively
into workflows, as well as initiate, oversee, and conduct clinical trial–based AI studies.

To design and develop machine learning algorithms tailored to specific needs, the AI system devel-
oper must integrate and harmonize data from different sources [15]. They also validate the AI

AI System Developer

model and detect and mitigate model bias to ensure the systems are fair, scalable, adaptable, and
verifiable in real-world environments [87].

Users with varying levels of digital literacy [57,88] provide real-world, iterative feedback on the
system’s usability, workflow integration, and perceived value. They often become multipliers for

Users (HCPc or patient)

AI adoption, and by their active participation in co-designing educational materials [66], they support
evolving digital competence among peers.

The data scientist safeguards the quality of the data foundation on which the AI system depends
during preparation, collection, and checking of the data, for example, by keeping data collection

Data Scientist

protocols and detecting data imbalance, bias, or outliers across age, sex, gender, race, or ethnicity
to prevent disparities and underperformance before they arise [89].

This role provides the essential technical infrastructure and ensures secure, seamless integration

with existing systems, like EHRd platforms or laboratory systems, requiring technical, syntactic,

IT Specialists

semantic, and organizational interoperability [15,90]. Beyond integration, they build and maintain
structures for data security, access control, and real-time support, and establish data backup and
disaster-recovery systems.

Regulatory Specialists provide expertise in medical device and AI law, data protection, and human

rights. They ensure regulation standards (like the MDRe and the AI Regulation) are met throughout
the product lifecycle, which is essential to mitigate legal risks and prevent potential breaches.

Regulatory Specialists

The role of the Notified Body is to assess whether medical devices meet European legislation, like
MDR. This includes determining the correct classification, evaluating legal compliance, and reviewing

Notified Body

technical documentation [75,91]. The Notified Body only has a direct role where a CEf-mark is
sought for medium or high-risk AI systems.

Quality management ensures continuous patient safety by monitoring and measuring performance,
outcomes, and the integrity of clinical workflows [87]. They establish comprehensive risk manage-

Quality Management

ment systems (eg, handling device failures or malfunctions) [87] and drive standardization. This
role also promotes safe system use by co-designing educational programs [66] for both HCP and
patients.

aAI: artificial intelligence.
bRole of the stakeholders whose input is coordinated through the AI-System Owner.
cHCP: health care professional.
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dEHR: electronic health record.
eMDR: Medical Device Regulation (2017/745).
fCE: Conformité Européenne.

An interactive environment, with all critical stakeholder groups
adequately represented, enables and encourages the integration
of stakeholder insights and experiential learnings, while
promoting careful consideration of how AI systems are best
built to be suited to clinical workflows, as well as where existing
workflows may need to be modified to adapt to the AI system.
This does not mean that every stakeholder group is involved in
every decision and has an equal say in the progress of
digitalization. Creating this impression could lead to
disillusionment and eroded trust in digitalization, and would
probably slow down the whole process. Each stakeholder group
is involved in some part of the process, with their precise stages
of involvement and roles depending on their potential
contribution to the process, and it is essential that each
stakeholder is aware of the degree of their involvement.

A crucial success factor alongside the development and
implementation is the role of the “product owner,” who takes
the coordinating lead. As in-house development in health care
institutions often does not have a commercial development
focus, we use the term “AI-System Owner” to denote the
“product owner.” Although the title may vary by organization,
this role usually combines both the entire lifecycle product
ownership responsibilities and the domain expertise in health
care and AI. The absence of a single person taking responsibility
for the development and performance of the system will
generally result in a range of negative consequences, such as
poor stakeholder communication, a lack of clear vision, scope,
and prioritization, and other issues, as real-world examples [92]
have shown. We therefore highlight the AI-System Owner as
a central stakeholder leading a team of other stakeholders
(Figure 2).

Figure 2. The (ongoing) product development in a dynamic team led by the AI-System Owner. The AI-System Owner fulfils a crucial role as he is
leading a core team of relevant stakeholders during the process of development and implementation. In a hospital setting, team members will often
fulfill several roles simultaneously. AI: artificial intelligence; HCP: health care professional.

Step 2: Agreement on the Overall Goals and “Device”
Purpose
The collaborative and effective implementation of an AI system
into clinical workflows starts with a collective agreement on
the goals of the implementation, for example, using methods
such as SMART (specific, measurable, attainable, relevant, and
time-bound), particularly the specific user (generally an HCP
or patient) whose needs the system is intended to address. These
identified needs are then interpreted and transcribed into a
specific scope of the device, known as the “Intended Purpose,”
which specifies the clinical indication, how the system addresses
this clinical indication, and the (initial) target group needs.

Although the regulations for AI-system design and
implementation do not formally require the direct involvement
of any other health care system actors than the “user” of the AI

and its “deployer” (in a broad sense), we argue that the
sustainable and beneficial implementation of AI systems needs
early and proportional agreement on goals and input from all
stakeholders. This includes discussion between the management
board, employee representatives, quality management, and the
AI-System Owner and their team (Figure 3). Later product
development steps require feedback between the AI-System
Owner team (including clinical experts and the users of the
system), and selected stakeholders (as shown in Figure 3), with
management “checkpoints” periodically to ensure that the
development of the AI-system is following the initially agreed
plan for the AI system. Given the complexity of
multistakeholder involvement, it is useful to have a set of rules
for working together at the beginning, and to repeatedly build
consent along the AI development life cycle, for which we
highlight techniques in Figure 3.
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Figure 3. Stakeholder interaction and consent-building across the AI life cycle. The figure describes the co-development of an “in-house” AI system,
ie, one that is developed within a health care organization to address specific needs. During the development phases, which build on each other and can
be repeated, different groups of stakeholders interact to improve the AI system by providing feedback and optimizing the system’s adaptation to health
care professional workflows. Building consent with a range of different stakeholders with varying levels of experience and backgrounds is not easy.
We therefore highlight techniques for building consent at each stage of development to ensure an efficient and safe process that is in line with European
values and regulations. AI: artificial intelligence; MDR: Medical Device Regulation; ML: machine learning; PCCP: predetermined change control plan;
RWP: real-world performance; SaMD: software as a medical device.

Step 3: AI System Development “In-House”
While generally medical devices must undergo a conformity
assessment procedure and must be marked with a CE
(Conformité Européenne)-mark before being used, the European
Union (EU) exempts certain devices from this general obligation
and allows individual health institutions to develop and use
“in-house” medical AI systems involved in the diagnosis or
therapy of disease without the obligation to conduct a conformity
assessment procedure, as long as safety standards and those for
quality management are in place. Based on Article 5(5) of the
EU Medical Device Regulation (MDR; 2017/745) [75], this

exemption applies only for in-house use on a nonindustrial scale
and if the needs of the targeted patient groups cannot be met
through available and equivalent devices on the market [75,93].
Also covered is the in-house combination or modification of
existing systems or devices [93,94]. For example, in Table 5,
we have outlined 3 practical examples of AI systems, which
have been developed in-house in a German hospital setting,
each of them with a unique intended purpose, clinical indication,
and target group. We highlight for each the technical approach
used as well as the stakeholders included during development
and potential prospective trial designs.
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Table 5. Practical examples of AI applications developed in-house and their stakeholder integration. The AI use cases presented originate from the
SmartHospital.NRW [95] research project, funded by the Federal State of North Rhine-Westphalia, Germany. The project is limited to research and
development activities; therefore, the use cases are confined to the development stage. Clinical testing and product commercialization are explicitly
beyond the project’s scope.

AI-supported prevention of adverse eventsAIa-powered voice assistant for bedside
patient support

Automated discharge summaryUse case

Focuses on early and reliable detection of
nursing-relevant risks by enhancing existing
risk models based on structured nursing as-

sessments and integrating LLMsb to analyze
clinical progress notes and identify patient-
specific risk factors.

Enables patients at the bedside to interact
via natural speech, facilitating access to
medication schedules, personal calendars,
diary management, and support to over-
come language barriers through oral
translation and simplified language.

Automates and optimizes the cre-
ation of discharge letters within
hospital workflows to reduce clin-
ician workload and improve com-
munication regarding patient care.

Intended purpose

Designed to support systematic, early iden-
tification of nursing-related risks, including
falls, pressure ulcers, and malnutrition,
augmenting safety and enabling individual-
ized care planning.

Designed for patients requiring accessible
communication support, especially those
experiencing language barriers, vision
impairments, or limited mobility, while
promoting autonomy without providing
direct medical advice.

Addresses the challenge of time-
intensive medical documentation,
particularly discharge summaries
following inpatient stays.

Clinical indication

Nursing staff responsible for patient care
and hospitalized patients are actively in-
volved in care processes.

Hospitalized patients who require assis-
tance in accessing information and com-
municating effectively.

Primarily, hospital physicians with
indirect patient benefits, such as
improved continuity of care and
efficient information transfer to
general practitioners.

Target group

Integrates structured clinical data, unstruc-
tured data derived from speech-to-text con-
version of nursing assessments, and patient-
reported outcomes to facilitate comprehen-
sive risk detection.

Uses on-premises LLMs within dedicated
patient devices; enables localized process-
ing of voice input streams independent of
hospital system integration, thereby pre-
serving data sovereignty.

Uses generative AI language
models interfaced with hospital
information systems to au-
tonomously extract structured
clinical data and generate contex-
tually relevant text suggestions for
documentation.

Technical approach

Management Board, AI System Developer,
AI-System Owner, IT Specialists, Clinical
Experts, and Users.

Management Board, AI System Develop-
er, IT Specialists, Clinical Experts, and
Users.

Management Board, AI System
Developer, AI-System Owner, IT
Specialists, Clinical Experts, and
Users.

Stakeholders included
during development

Development prioritized screening instru-
ments to assess signs and symptoms of
nursing care, optimization of AI risk detec-
tion models, and ensuring data privacy using
pseudonymization and anonymization
techniques.

Followed an iterative development ap-
proach with thorough curation of informa-
tional content; faced technical challenges
such as limited server access before full
deployment of open-source models.

Developed iteratively as a proto-
type, validated with real clinical
data, while ensuring compliance
with regulatory, privacy, and inter-
operability standards.

Experience of develop-
ment

Pragmatic controlled trial in clinical wards
comparing standard care with and without
AI-based risk detection algorithms. Out-
comes: incidence of adverse events (falls,
pressure ulcers, and malnutrition), timeli-
ness of risk identification, and changes in
clinical workflow.

Patient-level crossover trial with and
without AI voice assistant support. Main
outcomes: patient autonomy, effectiveness
of information access, and user satisfac-
tion, controlling for intrapatient variability.

Cluster-randomized controlled trial
at the ward level, comparing stan-
dard discharge processes versus
AI-assisted summaries. Primary
endpoints: clinician documentation
time and report quality (as judged
by independent review).

Potential prospective
trial designs

aAI: artificial intelligence.
bLLM: large language model.

In contrast to commercial deployments, in-house systems offer
a distinctive opportunity for embedding participatory ethics,
iterative design cycles, and real-world validation and feedback
loops directly into the lifecycle of medical AI. This allows the
creation of a highly customized solution that fits in
location-specific clinical workflows and staff practices, which
can be extended to multiple systems within the same platform
and institution [76]. Moreover, a key advantage is the use of
the hospital's own data; however, this requires a well-developed
data infrastructure and processes for obtaining patient consent.
Considerations include interoperability and data preparation,

such as labeling (although label-free approaches are becoming
more common), structuring, and collection (requirements also
under the AI Regulation), in order to know which data can be
used for a specific solution.

Step 4: AI-System Testing, Validation, and Clinical
Evaluation
Health care AI demands rigorous, multidimensional evaluation
that must encompass not only technical performance, but also
clinical integration, and verify safety, usability, ethical
robustness, and regulatory compliance.
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Independent assessment of device performance can be generated
through statistically sound test plans, which generate information
separate from the training data set [96]. Since validation in
real-world settings is still a bottleneck [97], prospective,
noninterventional silent trials [98,99] (where AI is tested within
the clinical pathway in real time without affecting patients) can
enhance transparency and facilitate informed deployment
decisions. For large language models (LLMs) and, in particular,
adaptive AI models that evolve over time, continuous validation
frameworks are needed [100]. Recent studies have highlighted,
substantial challenges to the reliability and safety of LLMs in
health care persist, including hallucinations [101], metacognitive
deficiencies [102], vulnerability to bias [103] and data-poisoning
[104], and problems in integration in existing workflows [105],
making single evaluation dimensions insufficient. Therefore,
multidimensional methods could help to operationalize
feasibility, score diagnostic accuracy or unsafe
recommendations, and detect bias and usability issues. Examples
are “QUEST” [106] to score outputs, or agentic-based
simulations such as “CRAFT-MD” [107] for clinical workflow
evaluation. Alignment with international AI standards (eg,
ISO/IEC [International Organization for Standardization/
International Electrotechnical Commission] 42001:2023 [108],

FG-AI4H [Focus Group on AI for Health] clinical evaluation
framework [109]) further strengthens interoperability and safety.

Beyond objective data and algorithm quality, subjective
feedback from users is essential [57,110]. Evaluations should
capture how AI systems integrate into existing workflows and
routines, their ease of use, and their perceived performance and
interface design. Researchers highlighted several approaches
for evaluation, such as through integrated feedback systems
[110,111] or through organizational internalization by creating
an “AI-QI”-unit responsible for quality improvement and
assurance [87], interacting as a “glue” between different entities.

Evaluation should follow a risk-tiered approach that links the
level of regulatory and ethical scrutiny to the severity of the
health decision involved (Figure 4). For instance, AI systems
used for administrative optimization or appointment scheduling
may require a lower level of risk mitigation, while those
supporting diagnostic or therapeutic decisions demand
significantly higher safeguards. This tiering can draw on the
EU AI Act’s risk classes and MDR risk classifications, and
should be developed in consensus with relevant stakeholders,
including clinical risk management and regulatory specialists.
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Figure 4. Risk-based tiering of safeguards. With a proportional approach to regulatory and ethical safeguards aligned with the severity of the health
decisions affected by an AI system, this provides a useful link between risk classification (eg, under Medical Device Regulation or the EU AI Act) and
the required level of human oversight, transparency, and stakeholder involvement. AI: artificial intelligence; EHR: electronic health record; EU: European
Union; LLM: large language model.

To ensure that the AI system is compatible with European
values, ethics-based auditing frameworks like capAI, grounded
in the EU AI Act, can guide risk identification in each phase of
the AI lifecycle from an ethical point of view [112]. The
integration of tools like the self-assessment list for trustworthy
AI (ALTAI) [113], developed by the EU High-Level Expert
Group on AI, into ethics-based auditing of AI systems can
further support responsible usage of AI and foster user trust.
Yet, ethical guidelines are just that: guidelines. They rarely or
incompletely answer concrete ethical questions regarding the
use of an AI system in a specific situation, such as the question
of specific moral responsibility if mistakes of AI systems lead
to patient harm. This is a highly discussed topic in ethics [114]
and becomes even more severe in the context of black-box
problems, eventually leading to moral responsibility gaps [115].
Other still unsolved ethical questions occur, for example,
regarding data ownership in the context of the principle of
beneficence (ie, promoting others’ benefit and preventing harm
[116,117]) and informed consent [118] or anthropomorphization
of AI [119]. Therefore, embedding ethical points of view into
the whole life cycle of AI is necessary [120].

Step 5: Development and Deployment of Training
Approaches
The successful adoption of AI by hospital employees correlates
with continuous development and training [88]. Although
training is also a requirement of the EU AI Act [121], it is of
note that only 24% of the health care institutions provide AI
training programs and workshops [122]. This underscores a gap
in education and certification, leaving clinicians without the
necessary tools to harness the full potential of AI. However,
there are various ways to support confidence in AI technologies
among HCPs. For example, (1) by investing in comprehensive
training programs that help to gain necessary skills [88] while
also extending existing programs with AI literacy, or (2) by
developing and provisioning resources and mechanisms to build
and strengthen connections among peers and innovators to share
their AI-related knowledge and experiences [80]. And more
importantly, AI training should be a fixed part of any
professional education and competency assessment, as well as
included in further training (eg, through integration into
Continual Medical Education programs) [123] to build
confidence in its use among the next generation of HCP and
achieve a symbiotic relationship between humans and AI [124].
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In order to build AI literacy among HCP in a safe and controlled
environment, training methods such as simulation-based
modules [125,126] (ie, practice in realistic settings [125,127]),
case-based exercises [128], and interactive workshops [129]
can help to explore tools repeatedly without risking patient
safety while facilitating experimental learning. Another method
of providing HCPs with hands-on experience using AI tools in
a controlled environment is to conduct a pilot phase, during
which AI is tested by selected clinical users in a narrow area of
practice, or shadow deployment, in which AI operates in shadow
mode alongside clinicians in real time and is guided by
predefined safety and workflow indicators [130]. This will also
influence trust and adoption among users and foster
psychological safety, since evidence from human-computer
interaction research indicates that a positive attitude toward AI
is not only a function of system transparency or explainability,
but also depends on users’ self-efficacy, previous experience,
and the perceived fairness and predictability of the system [131].
With regard to content, it is important to define responsibilities
within the company regarding who will take ownership of
training the users in basic competencies of AI literacy. The

AI-System Owner and his or her team would be the best fit, as
they combine the entire use case-relevant expertise through
different perspectives, ranging from clinical experts to system
developers.

Training should foster understanding of AI systems and facilitate
interaction and use of AI systems, and is relevant not just for
direct users, but for all HCPs who will work alongside care
systems influenced by AI (Figure 5) [15,66]. Key competencies
are a basic understanding of when and how to use AI, knowledge
about the use of the systems’ elements, the ability to make
informed decisions based on a risk-benefit analysis, the
awareness of legal and ethical considerations, and, to adapt to
new tools and applications [123,132]. Components of health
care AI training that are generic do not need to be developed
de novo by the health institution. However, specific training
directly related to the AI-system to be deployed will generally
be required, and it is often necessary to provide ongoing training
which takes account of the learning curve of the HCP in the use
of the AI, emergent problems such as automation bias [133]
and deskilling [134], and changes and further development of
the AI-systems.

Figure 5. The learning curve of the health care professional (HCP) in the use of artificial intelligence (AI) systems in health care. After training in the
basic AI principles and their use, as well as health care–specific guidelines for AI integration, on the first day of the system’s clinical use, the HCP
should be trained in the operational knowledge of the system being deployed. The HCP will then develop their skills through experience in their use.
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Step 6: AI-System Deployment, Real-World
Performance Monitoring, and Later Decommissioning
After model creation and testing, the goal is to place the system
in real-world clinical settings to improve patient care and
outcomes [135] according to the previously defined overall
goals and device purpose. This needs transparency, and
compliance with legal and ethical processes (user consent), as
well as the completion of all steps required for the exemption
to conduct a conformity assessment under in-house deployment
(“MDR Article 5(5)”) or third-party approval (CE-mark).
Therefore, looping in all stakeholders is needed to
collaboratively address associated challenges. A key role is
played by the management board and AI-System Owner to
provide a clear external and internal communication that signals
the prioritization of human well-being during the whole process,
and users as multipliers to promote trust for broad widespread
acceptance and use.

Involving all stakeholders also applies to monitoring and
oversight of real-world performance, as it needs constant
feedback from different perspectives to improve system
performance and data-related processes. The goal of monitoring
is to raise an alarm when unintended or special cases occur [87],
which emphasizes the importance of finding solutions through
collaboration and collective intelligence. The “AI-QI” unit
described above could consolidate and strengthen the established
stakeholder structure within the company long term. In addition,
algorithmic audits can serve as a framework for continuously
monitoring AI systems and understanding errors, how and why
these adverse events occurred, while anticipating their potential
consequences [136]. Real-world performance monitoring must
adequately account for model drift (degradation of AI system
performance over time) due to changes in external factors such
as patient populations, data collection, or medical practice [137].

Running a “legacy system” usually means facing layers of
technical debt, which slows down development and complicates
maintenance, and leads to several risks, such as the technology
becoming less reliable and decreasing in performance, or
exposing systems to vulnerabilities such as cyberattacks.
However, decommissioning can be an option to abstract and
secure data in a newer system [138]. This process needs to be
carried out by IT and regulatory specialists, as well as data
scientists and quality management, in consultation with users,
the management board, and employee representatives, and
notified bodies where required.

Special Considerations for Adaptive,
“Agentic” and “off-the-Shelf” AI Systems

Some recent AI approaches are developed so that they learn
and adapt from data and feedback from the real world, allowing
them to change continuously without explicit interventions from
the developer [139,140]. Ensuring such systems are safe,
effective, and of high quality while being flexible requires a
more interactive and participatory approach than traditional
systems that follow static and predefined rules. This is especially
true when self-learning systems are combined with agentic AI
systems that are able to handle multilevel tasks, coordinate tools,

centralize human communication, and basically act as health
care teammates [26-29]. Autonomous AI systems and
LLM-enabled clinical decision systems have already been
approved in Europe [30,141,142]. As the approval and use
increase, and as these systems continuously encounter new
settings and tasks, it is essential to define clear boundaries,
controlled environments with clinician oversight [27], ongoing
auditing [26], and adequate training capacities for HCPs [27].
As broad models may be applied across multiple hospital
departments and clinical contexts (eg, simultaneously used in
an emergency department and psychiatry clinic) with dynamic
or variable workflow integration, transparent communication,
and iterative feedback across stakeholders (as presented in this
paper) are also critical to ensure adaptability and to address the
more complex ethical, legal, and social implications.

For off-the-shelf AI systems provided by external companies,
the interaction between stakeholders should be focused on
integration, compliance, and validation to meet operational and
regulatory needs. These systems may limit the level of
innovation achievable (no bottom-up activism from internal
users and developers to continually contribute improvements
and features that better meet unique requirements) and may lead
to trust issues due to less transparency in the handling of data
and underlying algorithms [14], requiring proactive
communication and change management. Responsibilities for
monitoring and model updating, especially with proprietary
algorithms, become more complex and need to be clarified
between external collaborators and internal stakeholders [87].
Platforms for delivering off-the-shelf AI systems now allow the
co-hosting of in-house developed AI models, alongside the
CE-marked models, enabling both approaches to coexist, and
making clear the need and possibilities for the co-design,
embedding, and co-implementation of commercial and in-house
approaches [143].

Discussion

Studies show a persistent gap between research and clinical
implementation [144,145], with medical AI adoption still very
slow [144,146] and limited to a few use cases [147]. Reasons
include the difficulty of aligning diverse stakeholder
perspectives within complex health care systems, the rigidity
of regulatory frameworks, and the limited consideration of
design approaches of work and organizational psychology [148].
As a result, achieving both technological effectiveness, in the
sense of medical accuracy and system performance, and user
acceptance among HCP and patients is often perceived as
conflicting goals.

A balance is therefore needed between ensuring safety and
enabling innovation [149]. EURAID finds this “sweet spot,”
accelerating digital transformation in a human-centric way.
Unlike existing frameworks, which focus narrowly on user
perspectives [80,150,151], isolated implementation aspects
[150,152-155] (such as evaluation, safety, or ethics), serve as
decision support tool for choosing the most fitting available AI
solution [156], or have a limited clinical scope [157-160],
EURAID explicitly maps all key stakeholders across the AI
development life cycle, clarifies their roles and key aspects they
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can address (Table 4) in co-creating, guiding, and governing
“in-house” AI development and deployment. It also details
stakeholder roles in real use cases, and methods for achieving
iterative consensus at each development stage across disciplines
that reflect shared goals in alignment with European values,
and strengthening the understanding of training methods,
content, and key competencies.

However, EURAID has some limitations. The resources or
specialized staff needed for iterative development and testing
are more limited in smaller hospitals, necessitating concentrating
multiple roles on fewer people, which can lead to a shortage of
expertise, but, on the other hand, may also speed up processes.
Although our approach can likely better address creative
problem-solving, traditional, rigid, and hierarchical structures
common in health care may hinder stakeholder selection based
on their contributions and expertise rather than their positions
and level of seniority. Although “in-house” AI devices may not
require CE marking, they are not exempt from regulation and
have legal liability implications. Health institutions must comply
with a number of obligations that may discourage them from
doing it at all, which slows down both innovation and
digitalization. A practical solution is to designate key staff for
legal or ethical liaison roles or establish a multidisciplinary AI
advisory board and data governance council within the
institution to ensure compliance and continuity.

Conclusions
EURAID is a pragmatic, solution-oriented framework,
compatible with European values and regulations, and ensures
that barriers to “in-house” AI development and implementation
in hospitals are acknowledged early and resolved through
collaborative problem-solving. The underlying principle is that
the likely future of medicine, driven by integrated, localized,
and adaptive AI technologies, will need all critical stakeholders
(which we portray individually in this paper) adequately
represented, and their various perspectives embedded in the
co-design, procurement, implementation, and oversight of AI
systems, ensuring that digital transformation in health care truly
benefits the people who will use them every day. Additionally,
as AI systems used vary by type and clinical setting, we propose
a risk-tiered approach that provides a useful link between risk
classification and the required level of human oversight,
transparency, and stakeholder involvement.

To translate EURAID into action, hospitals should begin by
conducting internal readiness assessments, establishing
cross-functional AI governance structures, and defining clear,
role-specific responsibilities for ethical, legal, technical, and
clinical oversight. Regulators and professional bodies should,
in parallel, create structures that connect local innovation with
next-generation European legislation, for governance that is as
intelligent as the technology built.

 

Acknowledgments
We acknowledge the use of the ChatGPT language model (GPT-3.5, GPT-4, and GPT-5; OpenAI) for assisting in refining some
text of this paper. Responsibility for the final manuscript lies entirely with the authors. The graphical elements in this paper were
designed using Inkscape.

Funding
This work was supported by the European Commission under the Horizon Europe Program, as part of the project ASSESS-DHT
(101137347) via funding to SG and RM. The views and opinions expressed herein are, however, the authors’ responsibility only,
and do not necessarily reflect those of the European Union, the United Kingdom, the European Health and Digital Executive
Agency (HaDEA), UK Research and Innovation (UKRI), or the National Institute for Health and Care Excellence (NICE); the
European Union, United Kingdom, and granting authorities cannot be held responsible for the views, opinions, and information
contained herein.

Authors' Contributions
AS and SG developed the concept of the study. AS and SG wrote the first draft of the paper. AS, MEG, MHG, FJK, JNK, EK,
TL, EL, ML, RM, HSM, JO, TR, UR, M Schneider, LS, HS, MLS, NS, M Sedlmayr, RS, BS, MKW, EW, KW, AD, and SG
contributed to the writing, interpretation of the content, and editing of the paper, revising it critically for important intellectual
content. AS, MEG, MHG, FJK, JNK, EK, TL, EL, ML, RM, HSM, JO, TR, UR, M Schneider, LS, HS, MLS, NS, M Sedlmayr,
RS, BS, MKW, EW, KW, AD, and SG had final approval of the completed version. AS, MEG, MHG, FJK, JNK, EK, TL, EL,
ML, RM, HSM, JO, TR, UR, M Schneider, LS, HS, MLS, NS, M Sedlmayr, RS, BS, MKW, EW, KW, AD, and SG take
accountability for all aspects of the work in ensuring that questions related to the accuracy or integrity of any part of the work
are appropriately investigated and resolved.
The authors expertise ranges from medical device regulation (AS, SG, RM, and ML), to high-level management of digital
transformation in big hospitals (AD), and includes experts in quality and clinical risk management (RS, MEG, and SG), medical
informatics (ML, M Schneider, SG, MLS, and M Sedlmayr) and occupational health and safety at work (UR, LS, and TL), as
well as relevant insights from clinical experts and HCP (EW, JNK, HSM, NS, JO, and AD), AI system developers (JNK, NS,
and JO) and expertise in psychology and human-centered AI development (MKW, KW, and TL). In addition, we included relevant
legal (EK), ethical (EL), and federal policy (MLS) perspectives, health and social accident insurance companies (TL and M
Schneider), labor unions (BS), and from academia (MHG, HS, TR, FJK, AS, RM, HSM, SG, JNK, and MKW).

J Med Internet Res 2026 | vol. 28 | e80754 | p.617https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
SG declares a nonfinancial interest as an Advisory Group member of the EY-coordinated “Study on Regulatory Governance and
Innovation in the field of Medical Devices” conducted on behalf of the Directorate-General for Health and Food Safety (SANTE)
of the European Commission. He declares the following competing financial interests: SG has or has had consulting relationships
with Una Health GmbH, Lindus Health Ltd, Flo Ltd, ICURA ApS, Rock Health Inc, Thymia Ltd, FORUM Institut für Management
GmbH, High-Tech Gründerfonds Management GmbH, Directorate-General for Research and Innovation of the European
Commission, and Ada Health GmbH, and holds share options in Ada Health GmbH. JNK declares consulting services for
Bioptimus, France; Panakeia, UK; AstraZeneca, UK; and MultiplexDx, Slovakia. Furthermore, he holds shares in StratifAI,
Germany, Synagen, Germany, and Ignition Lab, Germany; has received an institutional research grant from GSK; and has received
honoraria from AstraZeneca, Bayer, Daiichi Sankyo, Eisai, Janssen, Merck, MSD, BMS, Roche, Pfizer, and Fresenius. JO has
received travel grants from Abbott and research grants from German Heart Foundation (DSHF), German Center for Cardiovascular
Research (DZHK), the University of Hamburg (UHH), and the German Federal Ministry of Education and Research (BMBF),
and is co-founder and former managing director of IDM GmbH. MLS reports no conflicts of interest. The opinions expressed in
this article are his own and do not necessarily reflect the views held by the German Federal Ministry of Health. None declared
by the other authors.

References
1. Blum K. California nurses protest 'untested' AI as it proliferates in health care. Association of Health Care Journalists.

URL: https://healthjournalism.org/blog/2024/08/california-nurses-protest-untested-ai-as-it-proliferates-in-health-care/
[accessed 2024-08-09]

2. Bruce G. Nurses protest AI at Kaiser Permanente. Becker's Health IT. URL: https://www.beckershospitalreview.com/
healthcare-information-technology/nurses-protest-ai-at-kaiser-permanente/ [accessed 2024-04-22]

3. Blease CR, Locher C, Gaab J, Hägglund M, Mandl KD. Generative artificial intelligence in primary care: an online survey
of UK general practitioners. BMJ Health Care Inform 2024;31(1):e101102 [FREE Full text] [doi:
10.1136/bmjhci-2024-101102] [Medline: 39288998]

4. Fernandopulle R. We must stop trying to deliver 21st-century care with a 19th-century delivery model. MedGenMed
2005;7(2):50 [FREE Full text] [Medline: 16369428]

5. Kennedy PJ. Our health system is built on an antiquated model of care. The Hill. 2020 Aug 25. URL: https://thehill.com/
opinion/healthcare/513615-our-health-system-is-built-on-an-antiquated-model-of-care/ [accessed 2025-04-03]

6. Mele M. Antiquated methods put patients at risk. Beckers's Clinical Leadership. URL: https://www.
beckershospitalreview.com/quality/antiquated-methods-put-patients-at-risk/ [accessed 2019-03-14]

7. Mauro M, Noto G, Prenestini A, Sarto F. Digital transformation in healthcare: assessing the role of digital technologies for
managerial support processes. Technol Forecast Soc Change 2024;209:123781. [doi: 10.1016/j.techfore.2024.123781]

8. Marques ICP, Ferreira JJM. Digital transformation in the area of health: systematic review of 45 years of evolution. Health
Technol 2019;10(3):575-586. [doi: 10.1007/s12553-019-00402-8]

9. Barbieri C, Neri L, Stuard S, Mari F, Martín-Guerrero JD. From electronic health records to clinical management systems:
how the digital transformation can support healthcare services. Clin Kidney J 2023;16(11):1878-1884 [FREE Full text]
[doi: 10.1093/ckj/sfad168] [Medline: 37915897]

10. Mulukuntla S, Pamulaparthyvenkata S. Digital transformation in healthcare: assessing the impact on patient care and safety.
Int J Med Health Sci 2020;6(3) [FREE Full text]

11. Alowais SA, Alghamdi SS, Alsuhebany N, Alqahtani T, Alshaya AI, Almohareb SN, et al. Revolutionizing healthcare: the
role of artificial intelligence in clinical practice. BMC Med Educ 2023;23(1):689 [FREE Full text] [doi:
10.1186/s12909-023-04698-z] [Medline: 37740191]

12. Otero-García L, Mateos JT, Esperato A, Llubes-Arrià L, Regulez-Campo V, Muntaner C, et al. Austerity measures and
underfunding of the Spanish health system during the COVID-19 pandemic-perception of healthcare staff in Spain. Int J
Environ Res Public Health 2023;20(3):2594 [FREE Full text] [doi: 10.3390/ijerph20032594] [Medline: 36767958]

13. MOSCIARO M, KAIKA M, ENGELEN E. Financializing healthcare and infrastructures of social reproduction: How to
bankrupt a hospital and be unprepared for a pandemic. J Soc Policy 2022;53(2):261-279. [doi: 10.1017/s004727942200023x]

14. Dennstädt F, Hastings J, Putora PM, Schmerder M, Cihoric N. Implementing large language models in healthcare while
balancing control, collaboration, costs and security. NPJ Digit Med 2025;8(1):143 [FREE Full text] [doi:
10.1038/s41746-025-01476-7] [Medline: 40050366]

15. Borges do Nascimento IJ, Abdulazeem H, Vasanthan LT, Martinez EZ, Zucoloto ML, Østengaard L, et al. Barriers and
facilitators to utilizing digital health technologies by healthcare professionals. NPJ Digit Med 2023;6(1):161 [FREE Full
text] [doi: 10.1038/s41746-023-00899-4] [Medline: 37723240]

16. Rane N, Choudhary S, Rane J. Acceptance of artificial intelligence: key factors, challenges, and implementation strategies.
SSRN Electron J 2024:19. [doi: 10.2139/ssrn.4842167]

17. Karpathakis K, Morley J, Floridi L. A justifiable investment in AI for healthcare: aligning ambition with reality. SSRN
Electron J 2024. [doi: 10.2139/ssrn.4795198]

J Med Internet Res 2026 | vol. 28 | e80754 | p.618https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://healthjournalism.org/blog/2024/08/california-nurses-protest-untested-ai-as-it-proliferates-in-health-care/
https://www.beckershospitalreview.com/healthcare-information-technology/nurses-protest-ai-at-kaiser-permanente/
https://www.beckershospitalreview.com/healthcare-information-technology/nurses-protest-ai-at-kaiser-permanente/
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=39288998
http://dx.doi.org/10.1136/bmjhci-2024-101102
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39288998&dopt=Abstract
https://www.medscape.com/viewarticle/505027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16369428&dopt=Abstract
https://thehill.com/opinion/healthcare/513615-our-health-system-is-built-on-an-antiquated-model-of-care/
https://thehill.com/opinion/healthcare/513615-our-health-system-is-built-on-an-antiquated-model-of-care/
https://www.beckershospitalreview.com/quality/antiquated-methods-put-patients-at-risk/
https://www.beckershospitalreview.com/quality/antiquated-methods-put-patients-at-risk/
http://dx.doi.org/10.1016/j.techfore.2024.123781
http://dx.doi.org/10.1007/s12553-019-00402-8
https://europepmc.org/abstract/MED/37915897
http://dx.doi.org/10.1093/ckj/sfad168
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37915897&dopt=Abstract
https://doi.org/10.53555/eijmhs.v6i3.201
https://bmcmededuc.biomedcentral.com/articles/10.1186/s12909-023-04698-z
http://dx.doi.org/10.1186/s12909-023-04698-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37740191&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph20032594
http://dx.doi.org/10.3390/ijerph20032594
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36767958&dopt=Abstract
http://dx.doi.org/10.1017/s004727942200023x
https://boris-portal.unibe.ch/handle/20.500.12422/206555
http://dx.doi.org/10.1038/s41746-025-01476-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40050366&dopt=Abstract
https://doi.org/10.1038/s41746-023-00899-4
https://doi.org/10.1038/s41746-023-00899-4
http://dx.doi.org/10.1038/s41746-023-00899-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37723240&dopt=Abstract
http://dx.doi.org/10.2139/ssrn.4842167
http://dx.doi.org/10.2139/ssrn.4795198
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Artificial intelligence in healthcare. European Commission. URL: https://health.ec.europa.eu/ehealth-digital-health-and-care/
artificial-intelligence-healthcare_en [accessed 2025-12-20]

19. McDuff D, Schaekermann M, Tu T, Palepu A, Wang A, Garrison J, et al. Towards accurate differential diagnosis with
large language models. Nature 2025;642(8067):451-457 [FREE Full text] [doi: 10.1038/s41586-025-08869-4] [Medline:
40205049]

20. Tu T, Schaekermann M, Palepu A, Saab K, Freyberg J, Tanno R, et al. Towards conversational diagnostic artificial
intelligence. Nature 2025;642(8067):442-450. [doi: 10.1038/s41586-025-08866-7] [Medline: 40205050]

21. Anderson BJ, Zia ul Haq M, Zhu Y, Hornback A, Cowan AD, Mott M, et al. Development and evaluation of a model to
manage patient portal messages. NEJM AI 2025;2(3) [FREE Full text] [doi: 10.1056/aioa2400354]

22. Hassan H, Zipursky AR, Rabbani N, You JG, Tse G, Orenstein E, et al. Clinical implementation of artificial intelligence
scribes in health care: a systematic review. Appl Clin Inform 2025;16(4):1121-1135 [FREE Full text] [doi:
10.1055/a-2597-2017] [Medline: 40306686]

23. Olson KD, Meeker D, Troup M, Barker TD, Nguyen VH, Manders JB, et al. Use of ambient AI scribes to reduce
administrative burden and professional burnout. JAMA Netw Open 2025;8(10):e2534976 [FREE Full text] [doi:
10.1001/jamanetworkopen.2025.34976] [Medline: 41037268]

24. Chatzikou M, Latsou D, Apostolidis G, Billis A, Charisis V, Rigas ES, et al. Economic evaluation of artificially intelligent
(AI) diagnostic systems: Cost consequence analysis of clinician-friendly interpretable computer-aided diagnosis (ICADX)
tested in cardiology, obstetrics, and gastroenterology, from the HosmartAI horizon 2020 project. Healthcare (Basel)
2025;13(14):1661 [FREE Full text] [doi: 10.3390/healthcare13141661] [Medline: 40724686]

25. El Arab RA, Al Moosa OA. Systematic review of cost effectiveness and budget impact of artificial intelligence in healthcare.
NPJ Digit Med 2025;8(1):548 [FREE Full text] [doi: 10.1038/s41746-025-01722-y] [Medline: 40858882]

26. Moor M, Banerjee O, Abad ZSH, Krumholz HM, Leskovec J, Topol EJ, et al. Foundation models for generalist medical
artificial intelligence. Nature 2023;616(7956):259-265. [doi: 10.1038/s41586-023-05881-4] [Medline: 37045921]

27. Zou J, Topol EJ. The rise of agentic AI teammates in medicine. The Lancet 2025;405(10477):457. [doi:
10.1016/s0140-6736(25)00202-8]

28. Moritz M, Topol E, Rajpurkar P. Coordinated AI agents for advancing healthcare. Nat Biomed Eng 2025;9(4):432-438.
[doi: 10.1038/s41551-025-01363-2] [Medline: 40169759]

29. Qiu J, Lam K, Li G, Acharya A, Wong TY, Darzi A, et al. LLM-based agentic systems in medicine and healthcare. Nat
Mach Intell 2024;6(12):1418-1420. [doi: 10.1038/s42256-024-00944-1]

30. DERM makes medical history as world's first autonomous skin cancer detection system is approved for clinical decisions
in Europe. Skin Analytics. URL: https://skin-analytics.com/news/regulatory-certification/derm-class-iii-ce-mark/ [accessed
2025-12-20]

31. Gilbert S, Dai T, Mathias R. Consternation as congress proposal for autonomous prescribing AI coincides with the haphazard
cuts at the FDA. NPJ Digit Med 2025;8(1):165 [FREE Full text] [doi: 10.1038/s41746-025-01540-2] [Medline: 40102664]

32. Bajwa J, Munir U, Nori A, Williams B. Artificial intelligence in healthcare: transforming the practice of medicine. Future
Healthc J 2021;8(2):e188-e194 [FREE Full text] [doi: 10.7861/fhj.2021-0095] [Medline: 34286183]

33. Myny D, Van Goubergen D, Gobert M, Vanderwee K, Van Hecke A, Defloor T. Non-direct patient care factors influencing
nursing workload: a review of the literature. J Adv Nurs 2011;67(10):2109-2129. [doi: 10.1111/j.1365-2648.2011.05689.x]
[Medline: 21722164]

34. Woolhandler S, Himmelstein DU. Administrative work consumes one-sixth of U.S. physicians' working hours and lowers
their career satisfaction. Int J Health Serv 2014;44(4):635-642. [doi: 10.2190/hs.44.4.a]

35. Steinkamp J, Kantrowitz JJ, Airan-Javia S. Prevalence and sources of duplicate information in the electronic medical record.
JAMA Netw Open 2022;5(9):e2233348 [FREE Full text] [doi: 10.1001/jamanetworkopen.2022.33348] [Medline: 36156143]

36. Fritz P, Kleinhans A, Raoufi R, Sediqi A, Schmid N, Schricker S, et al. Evaluation of medical decision support systems
(DDX generators) using real medical cases of varying complexity and origin. BMC Med Inform Decis Mak 2022;22(1):254
[FREE Full text] [doi: 10.1186/s12911-022-01988-2] [Medline: 36153527]

37. Kanjee Z, Crowe B, Rodman A. Accuracy of a generative artificial intelligence model in a complex diagnostic challenge.
JAMA 2023;330(1):78-80 [FREE Full text] [doi: 10.1001/jama.2023.8288] [Medline: 37318797]

38. Ng JJW, Wang E, Zhou X, Zhou KX, Goh CXL, Sim GZN, et al. Evaluating the performance of artificial intelligence-based
speech recognition for clinical documentation: a systematic review. BMC Med Inform Decis Mak 2025;25(1):236 [FREE
Full text] [doi: 10.1186/s12911-025-03061-0] [Medline: 40598136]

39. Mathias R, McCulloch P, Chalkidou A, Gilbert S. Digital health technologies need regulation and reimbursement that
enable flexible interactions and groupings. NPJ Digit Med 2024;7(1):148 [FREE Full text] [doi: 10.1038/s41746-024-01147-z]
[Medline: 38890404]

40. Appelbaum SH. Socio‐technical systems theory: an intervention strategy for organizational development. Management
Decision 1997;35(6):452-463. [doi: 10.1108/00251749710173823]

41. Behymer KJ, Flach JM. From autonomous systems to sociotechnical systems: designing effective collaborations. She Ji J
Des Econ Innov 2016;2(2):105-114 [FREE Full text] [doi: 10.1016/j.sheji.2016.09.001]

J Med Internet Res 2026 | vol. 28 | e80754 | p.619https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://health.ec.europa.eu/ehealth-digital-health-and-care/artificial-intelligence-healthcare_en
https://health.ec.europa.eu/ehealth-digital-health-and-care/artificial-intelligence-healthcare_en
https://doi.org/10.1038/s41586-025-08869-4
http://dx.doi.org/10.1038/s41586-025-08869-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40205049&dopt=Abstract
http://dx.doi.org/10.1038/s41586-025-08866-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40205050&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1056/aioa2400354
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1055/a-2597-2017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40306686&dopt=Abstract
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2025.34976
http://dx.doi.org/10.1001/jamanetworkopen.2025.34976
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=41037268&dopt=Abstract
https://www.mdpi.com/resolver?pii=healthcare13141661
http://dx.doi.org/10.3390/healthcare13141661
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40724686&dopt=Abstract
https://doi.org/10.1038/s41746-025-01722-y
http://dx.doi.org/10.1038/s41746-025-01722-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40858882&dopt=Abstract
http://dx.doi.org/10.1038/s41586-023-05881-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37045921&dopt=Abstract
http://dx.doi.org/10.1016/s0140-6736(25)00202-8
http://dx.doi.org/10.1038/s41551-025-01363-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40169759&dopt=Abstract
http://dx.doi.org/10.1038/s42256-024-00944-1
https://skin-analytics.com/news/regulatory-certification/derm-class-iii-ce-mark/
https://doi.org/10.1038/s41746-025-01540-2
http://dx.doi.org/10.1038/s41746-025-01540-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40102664&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2514-6645(24)00527-7
http://dx.doi.org/10.7861/fhj.2021-0095
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34286183&dopt=Abstract
http://dx.doi.org/10.1111/j.1365-2648.2011.05689.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21722164&dopt=Abstract
http://dx.doi.org/10.2190/hs.44.4.a
https://europepmc.org/abstract/MED/36156143
http://dx.doi.org/10.1001/jamanetworkopen.2022.33348
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36156143&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-022-01988-2
http://dx.doi.org/10.1186/s12911-022-01988-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36153527&dopt=Abstract
https://europepmc.org/abstract/MED/37318797
http://dx.doi.org/10.1001/jama.2023.8288
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37318797&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-025-03061-0
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-025-03061-0
http://dx.doi.org/10.1186/s12911-025-03061-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40598136&dopt=Abstract
https://doi.org/10.1038/s41746-024-01147-z
http://dx.doi.org/10.1038/s41746-024-01147-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38890404&dopt=Abstract
http://dx.doi.org/10.1108/00251749710173823
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1016/j.sheji.2016.09.001
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Kudina O, Van de Poel I. A sociotechnical system perspective on AI. Minds Mach 2024;34(3):21. [doi:
10.1007/s11023-024-09680-2]

43. May C, Finch T. Implementing, embedding, and integrating practices: an outline of normalization process theory. Sociology
2009;43(3):535-554. [doi: 10.1177/0038038509103208]

44. Finch TL, Rapley T, Girling M, Mair FS, Murray E, Treweek S, et al. Improving the normalization of complex interventions:
measure development based on normalization process theory (NoMAD): study protocol. Implement Sci 2013;8:43 [FREE
Full text] [doi: 10.1186/1748-5908-8-43] [Medline: 23578304]

45. Murray E, Treweek S, Pope C, MacFarlane A, Ballini L, Dowrick C, et al. Normalisation process theory: a framework for
developing, evaluating and implementing complex interventions. BMC Med 2010;8:63 [FREE Full text] [doi:
10.1186/1741-7015-8-63] [Medline: 20961442]

46. Riedl MO. Human‐centered artificial intelligence and machine learning. Hum Behav & Emerg Tech 2019;1(1):33-36.
[doi: 10.1002/hbe2.117]

47. Dawoud K, Samek W, Eisert P, Lapuschkin S, Bosse S. Human-centered evaluation of XAI methods. : IEEE; 2023 Presented
at: Proceedings of the 2023 IEEE International Conference on Data Mining Workshops (ICDMW); Dec 4, 2023; Shanghai,
China p. 912-921. [doi: 10.1109/icdmw60847.2023.00122]

48. Holzinger A, Kargl M, Kipperer B, Regitnig P, Plass M, Muller H. Personas for artificial intelligence (AI) an open source
toolbox. IEEE Access 2022;10:23732-23747. [doi: 10.1109/access.2022.3154776]

49. Combi C, Amico B, Bellazzi R, Holzinger A, Moore JH, Zitnik M, et al. A manifesto on explainability for artificial
intelligence in medicine. Artif Intell Med 2022;133:102423 [FREE Full text] [doi: 10.1016/j.artmed.2022.102423] [Medline:
36328669]

50. Woolf SH. The meaning of translational research and why it matters. JAMA 2008;299(2):211-213. [doi:
10.1001/jama.2007.26] [Medline: 18182604]

51. Westerlund A, Sundberg L, Nilsen P. Implementation of implementation science knowledge: the research-practice gap
paradox. Worldviews Evid Based Nurs 2019;16(5):332-334 [FREE Full text] [doi: 10.1111/wvn.12403] [Medline: 31603625]

52. Sanderson C, Douglas D, Lu Q, Schleiger E, Whittle J, Lacey J, et al. AI ethics principles in practice: perspectives of
designers and developers. IEEE Trans Technol Soc 2023;4(2):171-187. [doi: 10.1109/tts.2023.3257303]

53. Tidjon LN, Khomh F. The different faces of AI ethics across the world: a principle-to-practice gap analysis. IEEE Trans
Artif Intell 2023;4(4):820-839. [doi: 10.1109/tai.2022.3225132]

54. Lukkien DRM, Nap HH, Buimer HP, Peine A, Boon WPC, Ket JCF, et al. Toward responsible artificial intelligence in
long-term care: a scoping review on practical approaches. Gerontologist 2023;63(1):155-168 [FREE Full text] [doi:
10.1093/geront/gnab180] [Medline: 34871399]

55. Oludapo S, Carroll N, Helfert M. Why do so many digital transformations fail? A bibliometric analysis and future research
agenda. J Bus Res 2024;174:114528. [doi: 10.1016/j.jbusres.2024.114528]

56. Wekenborg MK, Gilbert S, Kather JN. Examining human-AI interaction in real-world healthcare beyond the laboratory.
NPJ Digit Med 2025;8(1):169 [FREE Full text] [doi: 10.1038/s41746-025-01559-5] [Medline: 40108434]

57. Safi S, Thiessen T, Schmailzl KJ. Acceptance and resistance of new digital technologies in medicine: qualitative study.
JMIR Res Protoc 2018;7(12):e11072 [FREE Full text] [doi: 10.2196/11072] [Medline: 30514693]

58. Sujan M, Baber C, Salomon P, Pool R, Chozos N, Aceves-González C. Human factors ergonomics in healthcare AI.
Chartered Institute of Ergonomics & Human Factors 2021:45. [doi: 10.13140/RG.2.2.22455.85924]

59. Wosny M, Strasser LM, Hastings J. Experience of health care professionals using digital tools in the hospital: qualitative
systematic review. JMIR Hum Factors 2023;10:e50357 [FREE Full text] [doi: 10.2196/50357] [Medline: 37847535]

60. Wekenborg MK, Förster K, Schweden F, Weidemann R, Bechtolsheim FV, Kirschbaum C, et al. Differences in physicians'
ratings of work stressors and resources associated with digital transformation: cross-sectional study. J Med Internet Res
2024;26:e49581 [FREE Full text] [doi: 10.2196/49581] [Medline: 38885014]

61. Brod C. Technostress: The Human Cost of the Computer Revolution. Boston, MA: Addison-Wesley; 1984.
62. Alkureishi MA, Choo ZY, Rahman A, Ho K, Benning-Shorb J, Lenti G, et al. Digitally disconnected: qualitative study of

patient perspectives on the digital divide and potential solutions. JMIR Hum Factors 2021;8(4):e33364 [FREE Full text]
[doi: 10.2196/33364] [Medline: 34705664]

63. Tabche C, Raheem M, Alolaqi A, Rawaf S. Effect of electronic health records on doctor-patient relationship in Arabian
gulf countries: a systematic review. Front Digit Health 2023;5:1252227 [FREE Full text] [doi: 10.3389/fdgth.2023.1252227]
[Medline: 37877127]

64. Zheng K, Abraham J, Novak LL, Reynolds TL, Gettinger A. A survey of the literature on unintended consequences associated
with health information technology: 2014–2015. Yearb Med Inform 2018;25(01):13-29. [doi: 10.15265/iy-2016-036]

65. Holden RJ, Rivera-Rodriguez AJ, Faye H, Scanlon MC, Karsh B. Automation and adaptation: Nurses' problem-solving
behavior following the implementation of bar coded medication administration technology. Cogn Technol Work
2013;15(3):283-296 [FREE Full text] [doi: 10.1007/s10111-012-0229-4] [Medline: 24443642]

66. Antecedents of constructive human-AI collaboration: an exploration of human actors' key competencies. In: IFIP Advances
in Information and Communication Technology. Cham, Switzerland: Springer International Publishing; 2021:113-124.

J Med Internet Res 2026 | vol. 28 | e80754 | p.620https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1007/s11023-024-09680-2
http://dx.doi.org/10.1177/0038038509103208
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-8-43
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-8-43
http://dx.doi.org/10.1186/1748-5908-8-43
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23578304&dopt=Abstract
https://bmcmedicine.biomedcentral.com/articles/10.1186/1741-7015-8-63
http://dx.doi.org/10.1186/1741-7015-8-63
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20961442&dopt=Abstract
http://dx.doi.org/10.1002/hbe2.117
http://dx.doi.org/10.1109/icdmw60847.2023.00122
http://dx.doi.org/10.1109/access.2022.3154776
https://linkinghub.elsevier.com/retrieve/pii/S0933-3657(22)00175-0
http://dx.doi.org/10.1016/j.artmed.2022.102423
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36328669&dopt=Abstract
http://dx.doi.org/10.1001/jama.2007.26
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18182604&dopt=Abstract
https://europepmc.org/abstract/MED/31603625
http://dx.doi.org/10.1111/wvn.12403
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31603625&dopt=Abstract
http://dx.doi.org/10.1109/tts.2023.3257303
http://dx.doi.org/10.1109/tai.2022.3225132
https://europepmc.org/abstract/MED/34871399
http://dx.doi.org/10.1093/geront/gnab180
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34871399&dopt=Abstract
http://dx.doi.org/10.1016/j.jbusres.2024.114528
https://doi.org/10.1038/s41746-025-01559-5
http://dx.doi.org/10.1038/s41746-025-01559-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40108434&dopt=Abstract
https://www.researchprotocols.org/2018/12/e11072/
http://dx.doi.org/10.2196/11072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30514693&dopt=Abstract
http://dx.doi.org/10.13140/RG.2.2.22455.85924
https://humanfactors.jmir.org/2023//e50357/
http://dx.doi.org/10.2196/50357
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37847535&dopt=Abstract
https://www.jmir.org/2024//e49581/
http://dx.doi.org/10.2196/49581
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38885014&dopt=Abstract
https://humanfactors.jmir.org/2021/4/e33364/
http://dx.doi.org/10.2196/33364
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34705664&dopt=Abstract
https://europepmc.org/abstract/MED/37877127
http://dx.doi.org/10.3389/fdgth.2023.1252227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37877127&dopt=Abstract
http://dx.doi.org/10.15265/iy-2016-036
https://europepmc.org/abstract/MED/24443642
http://dx.doi.org/10.1007/s10111-012-0229-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24443642&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


67. Hüllermeier E, Waegeman W. Aleatoric and epistemic uncertainty in machine learning: an introduction to concepts and
methods. Mach Learn 2021;110(3):457-506 [FREE Full text] [doi: 10.1007/s10994-021-05946-3]

68. Dung L. Current cases of AI misalignment and their implications for future risks. Synthese 2023;202(5):138 [FREE Full
text] [doi: 10.1007/s11229-023-04367-0]

69. Charter of fundamental rights of the European union (2000/C 364/01). European Parliament, the Council and the Commission
of the European Union. URL: https://www.europarl.europa.eu/charter/pdf/text_en.pdf [accessed 2025-12-24]

70. Human dignity in the European Union (EU). Values@VET. 2025. URL: https://valuesatvet.si/files/2025/06/
Human-dignity-in-the-European-Union.pdf [accessed 2025-12-20]

71. Freedom in the European Union (EU). Values@VET. URL: https://valuesatvet.si/files/2025/06/
Freedom-in-the-European-Union.pdf [accessed 2025-12-20]

72. EU mechanism on democracy, the rule of law and fundamental rights: European Parliament resolution of 25 October 2016
with recommendations to the commission on the establishment of an EU mechanism on democracy, the rule of law and
fundamental rights (2015/2254(INL)) (2018/C 215/25). European Parliament. 2018. URL: https://eur-lex.europa.eu/
legal-content/EN/TXT/PDF/?uri=CELEX%3A52016IP0409&utm [accessed 2025-12-20]

73. Klamert M, Kochenov D. Article 2 TEU. In: The EU Treaties and the Charter of Fundamental Rights: A Commentary.
New York: Oxford Academic; 2019:22-30.

74. European Convention on Human Rights, as amended by protocols nos. 11, 14 and 15 supplemented by protocols nos. 1, 4,
6, 7, 12, 13 and 16. European Court of Human Rights. URL: https://www.echr.coe.int/documents/d/echr/convention_ENG
[accessed 2025-12-20]

75. Regulation (EU) 2017/745 of 5 April 2017 on medical devices, amending directive 2001/83/EC, regulation (EC) No
178/2002 and regulation (EC) No 1223/2009 and repealing council directives 90/385/EEC and 93/42/EEC. European
Parliament and Council of the European Union. URL: https://eur-lex.europa.eu/eli/reg/2017/745/oj/eng [accessed 2025-03-25]

76. Gilbert S, Mathias R, Schönfelder A, Wekenborg M, Steinigen-Fuchs J, Dillenseger A, et al. A roadmap for safe,
regulation-compliant Living Labs for AI and digital health development. Sci Adv 2025;11(20):eadv7719 [FREE Full text]
[doi: 10.1126/sciadv.adv7719] [Medline: 40367163]

77. Calderaro J, Morement H, Penault-Llorca F, Gilbert S, Kather JN. The case for homebrew AI in diagnostic pathology. J
Pathol 2025;266(4-5):390-394 [FREE Full text] [doi: 10.1002/path.6438] [Medline: 40613320]

78. Ørngreen R, Levinsen KT. Workshops as a research methodology. Electron J E-Learn 2017;15(1):70-81 [FREE Full text]
79. Concannon TW, Meissner P, Grunbaum JA, McElwee N, Guise J, Santa J, et al. A new taxonomy for stakeholder engagement

in patient-centered outcomes research. J Gen Intern Med 2012;27(8):985-991 [FREE Full text] [doi:
10.1007/s11606-012-2037-1] [Medline: 22528615]

80. Understanding healthcare workers confidence in artificial intelligence (AI) (Part 1). NHS Artificial Intelligence (AI) Lab,
Health Education England (HEE). 2022. URL: https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/
horizon-scanning/understanding-healthcare-workers-confidence-in-ai [accessed 2025-12-20]

81. Hess T, Matt C, Benlian A, Wiesböck F. Options for formulating a digital transformation strategy. In: Strategic Information
Management: Theory and Practice. Oxfordshire, UK: Routledge; 2020:494.

82. Kejriwal M. AI in practice and implementation: issues and costs. In: Artificial Intelligence for Industries of the Future.
Cham, Switzerland: Springer International Publishing; 2023:25-45.

83. Džakula A, Relić D. Health workforce shortage - doing the right things or doing things right? Croat Med J 2022;63(2):107-109
[FREE Full text] [doi: 10.3325/cmj.2022.63.107] [Medline: 35505643]

84. Global strategy on human resources for health: workforce 2030. World Health Organization. 2016. URL: https://iris.who.int/
handle/10665/250368 [accessed 2025-02-13]

85. Rony MKK, Parvin MR, Wahiduzzaman M, Debnath M, Bala SD, Kayesh I. "I Wonder if my years of training and expertise
will be devalued by Machines": Concerns about the replacement of medical professionals by artificial intelligence. SAGE
Open Nurs 2024;10:23779608241245220 [FREE Full text] [doi: 10.1177/23779608241245220] [Medline: 38596508]

86. Kochan TA. Artificial intelligence and the future of work: a proactive strategy. AI Mag 2021;42(1):16-24. [doi:
10.1002/j.2371-9621.2021.tb00006.x]

87. Feng J, Phillips RV, Malenica I, Bishara A, Hubbard AE, Celi LA, et al. Clinical artificial intelligence quality improvement:
towards continual monitoring and updating of AI algorithms in healthcare. NPJ Digit Med 2022;5(1):66 [FREE Full text]
[doi: 10.1038/s41746-022-00611-y] [Medline: 35641814]

88. Kumawat E, Datta A, Prentice C, Leung R. Artificial intelligence through the lens of hospitality employees: a systematic
review. Int J Hosp Manag 2025;124:103986. [doi: 10.1016/j.ijhm.2024.103986]

89. de Hond AAH, Leeuwenberg AM, Hooft L, Kant IMJ, Nijman SWJ, van Os HJA, et al. Guidelines and quality criteria for
artificial intelligence-based prediction models in healthcare: a scoping review. NPJ Digit Med 2022;5(1):2 [FREE Full
text] [doi: 10.1038/s41746-021-00549-7] [Medline: 35013569]

90. Lehne M, Sass J, Essenwanger A, Schepers J, Thun S. Why digital medicine depends on interoperability. NPJ Digit Med
2019;2(1):79 [FREE Full text] [doi: 10.1038/s41746-019-0158-1] [Medline: 31453374]

J Med Internet Res 2026 | vol. 28 | e80754 | p.621https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1007/s10994-021-05946-3
https://www.zotero.org/google-docs/?FY4BIa
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1007/s11229-023-04367-0
https://www.europarl.europa.eu/charter/pdf/text_en.pdf
https://valuesatvet.si/files/2025/06/Human-dignity-in-the-European-Union.pdf
https://valuesatvet.si/files/2025/06/Human-dignity-in-the-European-Union.pdf
https://valuesatvet.si/files/2025/06/Freedom-in-the-European-Union.pdf
https://valuesatvet.si/files/2025/06/Freedom-in-the-European-Union.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX%3A52016IP0409&utm
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX%3A52016IP0409&utm
https://www.echr.coe.int/documents/d/echr/convention_ENG
https://eur-lex.europa.eu/eli/reg/2017/745/oj/eng
https://www.science.org/doi/10.1126/sciadv.adv7719?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1126/sciadv.adv7719
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40367163&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1002/path.6438
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40613320&dopt=Abstract
https://academic-publishing.org/index.php/ejel/article/view/1820/1783
https://europepmc.org/abstract/MED/22528615
http://dx.doi.org/10.1007/s11606-012-2037-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22528615&dopt=Abstract
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/horizon-scanning/understanding-healthcare-workers-confidence-in-ai
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/horizon-scanning/understanding-healthcare-workers-confidence-in-ai
https://europepmc.org/abstract/MED/35505643
http://dx.doi.org/10.3325/cmj.2022.63.107
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35505643&dopt=Abstract
https://iris.who.int/handle/10665/250368
https://iris.who.int/handle/10665/250368
https://journals.sagepub.com/doi/10.1177/23779608241245220?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/23779608241245220
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38596508&dopt=Abstract
http://dx.doi.org/10.1002/j.2371-9621.2021.tb00006.x
https://doi.org/10.1038/s41746-022-00611-y
http://dx.doi.org/10.1038/s41746-022-00611-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35641814&dopt=Abstract
http://dx.doi.org/10.1016/j.ijhm.2024.103986
https://doi.org/10.1038/s41746-021-00549-7
https://doi.org/10.1038/s41746-021-00549-7
http://dx.doi.org/10.1038/s41746-021-00549-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35013569&dopt=Abstract
https://doi.org/10.1038/s41746-019-0158-1
http://dx.doi.org/10.1038/s41746-019-0158-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31453374&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


91. Regulation (EU) 2017/746 of 5 April 2017 on in vitro diagnostic medical devices and repealing directive 98/79/EC and
commission decision 2010/227/EU. European Parliament and Council of the European Union. URL: https://eur-lex.europa.eu/
eli/reg/2017/746/oj/eng [accessed 2025-12-20]

92. Lohr S. What ever happened to IBM's Watson? The New York Times. 2016. URL: https://www.nytimes.com/2021/07/16/
technology/what-happened-ibm-watson.html [accessed 2025-12-20]

93. Guidance on the health institution exemption under Article 5(5) of Regulation (EU) 2017/745 and Regulation (EU) 2017/746
(MDCG 2023-1). Medical Device Coordination Group (MDCG). 2023. URL: https://dskb.dk/wp-content/uploads/2021/
09/In-house-guidance_stakeholders.pdf [accessed 2025-12-20]

94. Boyle G, Melvin T, Verdaasdonk RM, Van Boxtel RA, Reilly RB. Hospitals as medical device manufacturers: keeping to
the medical device regulation (MDR) in the EU. BMJ Innov 2024;10(3):74-80. [doi: 10.1136/bmjinnov-2023-001150]

95. Mit Künstlicher Intelligenz das Krankenhaus von morgen gestalten. SmartHospital.NRW. URL: https://smarthospital.nrw/
[accessed 2025-12-20]

96. Good machine learning practice for medical device development: guiding principles. Medicines and Healthcare products
Regulatory Agency (MHRA). URL: https://www.gov.uk/government/publications/
good-machine-learning-practice-for-medical-device-development-guiding-principles/
good-machine-learning-practice-for-medical-device-development-guiding-principles#guiding-principles [accessed
2021-10-27]

97. Arun S, Grosheva M, Kosenko M, Robertus JL, Blyuss O, Gabe R, et al. Systematic scoping review of external validation
studies of AI pathology models for lung cancer diagnosis. NPJ Precis Oncol 2025;9(1):166 [FREE Full text] [doi:
10.1038/s41698-025-00940-7] [Medline: 40483288]

98. Wiens J, Saria S, Sendak M, Ghassemi M, Liu VX, Doshi-Velez F, et al. Do no harm: a roadmap for responsible machine
learning for health care. Nat Med 2019;25(9):1337-1340. [doi: 10.1038/s41591-019-0548-6] [Medline: 31427808]

99. McCradden MD, London AJ, Gichoya JW, Sendak M, Erdman L, Stedman I, et al. CANAIRI: the collaboration for
translational artificial intelligence trials in healthcare. Nat Med 2025;31(1):9-11. [doi: 10.1038/s41591-024-03364-1]
[Medline: 39762426]

100. Hellmeier F, Brosien K, Eickhoff C, Meyer A. Beyond one-time validation: a framework for adaptive validation of prognostic
and diagnostic AI-based medical devices. ArXiv Preprint posted online on September 7, 2024. [doi:
10.48550/ARXIV.2409.04794]

101. Farquhar S, Kossen J, Kuhn L, Gal Y. Detecting hallucinations in large language models using semantic entropy. Nature
2024;630(8017):625-630 [FREE Full text] [doi: 10.1038/s41586-024-07421-0] [Medline: 38898292]

102. Griot M, Hemptinne C, Vanderdonckt J, Yuksel D. Large language models lack essential metacognition for reliable medical
reasoning. Nat Commun 2025;16(1):642 [FREE Full text] [doi: 10.1038/s41467-024-55628-6] [Medline: 39809759]

103. Omar M, Soffer S, Agbareia R, Bragazzi NL, Apakama DU, Horowitz CR, et al. Sociodemographic biases in medical
decision making by large language models. Nat Med 2025;31(6):1873-1881. [doi: 10.1038/s41591-025-03626-6] [Medline:
40195448]

104. Alber DA, Yang Z, Alyakin A, Yang E, Rai S, Valliani AA, et al. Medical large language models are vulnerable to
data-poisoning attacks. Nat Med 2025;31(2):618-626. [doi: 10.1038/s41591-024-03445-1] [Medline: 39779928]

105. Hager P, Jungmann F, Holland R, Bhagat K, Hubrecht I, Knauer M, et al. Evaluation and mitigation of the limitations of
large language models in clinical decision-making. Nat Med 2024;30(9):2613-2622. [doi: 10.1038/s41591-024-03097-1]
[Medline: 38965432]

106. Tam TYC, Sivarajkumar S, Kapoor S, Stolyar AV, Polanska K, McCarthy KR, et al. A framework for human evaluation
of large language models in healthcare derived from literature review. NPJ Digit Med 2024;7(1):258 [FREE Full text] [doi:
10.1038/s41746-024-01258-7] [Medline: 39333376]

107. Mehandru N, Miao BY, Almaraz ER, Sushil M, Butte AJ, Alaa A. Evaluating large language models as agents in the clinic.
NPJ Digit Med 2024;7(1):84 [FREE Full text] [doi: 10.1038/s41746-024-01083-y] [Medline: 38570554]

108. ISO/IEC 42001:2023 Information technology - artificial intelligence - management system. International Organization for
Standardization. 2023. URL: https://www.iso.org/standard/81230.html#lifecycle [accessed 2025-12-20]

109. FG-AI4H DEL7.4 - Clinical evaluation of AI for health. International Telecommunication Union. 2023. URL: https://www.
itu.int/pub/T-FG-AI4H-2023-3 [accessed 2025-12-20]

110. Welzel C, Cotte F, Wekenborg M, Vasey B, McCulloch P, Gilbert S. Holistic human-serving digitization of health care
needs integrated automated system-level assessment tools. J Med Internet Res 2023;25:e50158 [FREE Full text] [doi:
10.2196/50158] [Medline: 38117545]

111. Mathias R, Vasey B, Chalkidou A, Riedemann L, Melvin T, Gilbert S. Safe AI-enabled digital health technologies need
built-in open feedback. Nat Med 2025;31(2):370-375. [doi: 10.1038/s41591-024-03397-6] [Medline: 39905271]

112. Floridi L, Holweg M, Taddeo M, Amaya Silva J, Mökander J, Wen Y. capAI - A procedure for conducting conformity
assessment of AI systems in line with the EU artificial intelligence act. SSRN Electron J 2022:91. [doi: 10.2139/ssrn.4064091]

113. Directorate General for Communications Networks, Content and Technology. The assessment list for trustworthy artificial
intelligence (ALTAI) for self assessment. European Commission. 2020. URL: https://data.europa.eu/doi/10.2759/002360
[accessed 2025-06-07]

J Med Internet Res 2026 | vol. 28 | e80754 | p.622https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://eur-lex.europa.eu/eli/reg/2017/746/oj/eng
https://eur-lex.europa.eu/eli/reg/2017/746/oj/eng
https://www.nytimes.com/2021/07/16/technology/what-happened-ibm-watson.html
https://www.nytimes.com/2021/07/16/technology/what-happened-ibm-watson.html
https://dskb.dk/wp-content/uploads/2021/09/In-house-guidance_stakeholders.pdf
https://dskb.dk/wp-content/uploads/2021/09/In-house-guidance_stakeholders.pdf
http://dx.doi.org/10.1136/bmjinnov-2023-001150
https://smarthospital.nrw/
https://www.gov.uk/government/publications/good-machine-learning-practice-for-medical-device-development-guiding-principles/good-machine-learning-practice-for-medical-device-development-guiding-principles#guiding-principles
https://www.gov.uk/government/publications/good-machine-learning-practice-for-medical-device-development-guiding-principles/good-machine-learning-practice-for-medical-device-development-guiding-principles#guiding-principles
https://www.gov.uk/government/publications/good-machine-learning-practice-for-medical-device-development-guiding-principles/good-machine-learning-practice-for-medical-device-development-guiding-principles#guiding-principles
https://doi.org/10.1038/s41698-025-00940-7
http://dx.doi.org/10.1038/s41698-025-00940-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40483288&dopt=Abstract
http://dx.doi.org/10.1038/s41591-019-0548-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31427808&dopt=Abstract
http://dx.doi.org/10.1038/s41591-024-03364-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39762426&dopt=Abstract
http://dx.doi.org/10.48550/ARXIV.2409.04794
https://europepmc.org/abstract/MED/38898292
http://dx.doi.org/10.1038/s41586-024-07421-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38898292&dopt=Abstract
https://doi.org/10.1038/s41467-024-55628-6
http://dx.doi.org/10.1038/s41467-024-55628-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39809759&dopt=Abstract
http://dx.doi.org/10.1038/s41591-025-03626-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40195448&dopt=Abstract
http://dx.doi.org/10.1038/s41591-024-03445-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39779928&dopt=Abstract
http://dx.doi.org/10.1038/s41591-024-03097-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38965432&dopt=Abstract
https://doi.org/10.1038/s41746-024-01258-7
http://dx.doi.org/10.1038/s41746-024-01258-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39333376&dopt=Abstract
https://doi.org/10.1038/s41746-024-01083-y
http://dx.doi.org/10.1038/s41746-024-01083-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38570554&dopt=Abstract
https://www.iso.org/standard/81230.html#lifecycle
https://www.itu.int/pub/T-FG-AI4H-2023-3
https://www.itu.int/pub/T-FG-AI4H-2023-3
https://www.jmir.org/2023//e50158/
http://dx.doi.org/10.2196/50158
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38117545&dopt=Abstract
http://dx.doi.org/10.1038/s41591-024-03397-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39905271&dopt=Abstract
http://dx.doi.org/10.2139/ssrn.4064091
https://data.europa.eu/doi/10.2759/002360
http://www.w3.org/Style/XSL
http://www.renderx.com/


114. Coeckelbergh M. Artificial intelligence, responsibility attribution, and a relational justification of explainability. Sci Eng
Ethics 2020;26(4):2051-2068 [FREE Full text] [doi: 10.1007/s11948-019-00146-8] [Medline: 31650511]

115. Santoni de Sio F, Mecacci G. Four responsibility gaps with artificial intelligence: why they matter and how to address them.
Philos Technol 2021;34(4):1057-1084 [FREE Full text] [doi: 10.1007/s13347-021-00450-x]

116. Beauchamp T. The principle of beneficence in applied ethics. The Stanford Encyclopedia of Philosophy. 2019. URL: https:/
/plato.stanford.edu/archives/spr2019/entries/principle-beneficence/ [accessed 2025-12-20]

117. Varkey B. Principles of clinical ethics and their application to practice. Med Princ Pract 2021;30(1):17-28 [FREE Full text]
[doi: 10.1159/000509119] [Medline: 32498071]

118. Porsdam Mann S, Savulescu J, Sahakian BJ. Facilitating the ethical use of health data for the benefit of society: electronic
health records, consent and the duty of easy rescue. Philos Trans A Math Phys Eng Sci 2016;374(2083):20160130 [FREE
Full text] [doi: 10.1098/rsta.2016.0130] [Medline: 28336803]

119. Placani A. Anthropomorphism in AI: hype and fallacy. AI Ethics 2024;4(3):691-698 [FREE Full text] [doi:
10.1007/s43681-024-00419-4]

120. McLennan S, Fiske A, Tigard D, Müller R, Haddadin S, Buyx A. Embedded ethics: a proposal for integrating ethics into
the development of medical AI. BMC Med Ethics 2022 26;23(1):6 [FREE Full text] [doi: 10.1186/s12910-022-00746-3]
[Medline: 35081955]

121. Regulation (EU) 2024/1689 of the European Parliament and of the council of 13 June 2024 laying down harmonised rules
on artificial intelligence and amending regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858,
(EU) 2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence
Act). European Parliament and Council of the European Union. 2024. URL: https://eur-lex.europa.eu/eli/reg/2024/1689/
oj/eng [accessed 2025-12-20]

122. Early successes, untapped potential, lingering questions: AI adoption in healthcare report 2024. Healthcare Information
and Management Systems Society (HIMSS), Medscape. 2024. URL: https://cdn.sanity.io/files/sqo8bpt9/production/
68216fa5d161adebceb50b7add5b496138a78cdb.pdf [accessed 2025-12-20]

123. Schubert T, Oosterlinck T, Stevens RD, Maxwell PH, van der Schaar M. AI education for clinicians. EClinicalMedicine
2025;79:102968 [FREE Full text] [doi: 10.1016/j.eclinm.2024.102968] [Medline: 39720600]

124. Zirar A, Ali SI, Islam N. Worker and workplace artificial intelligence (AI) coexistence: emerging themes and research
agenda. Technovation 2023;124:102747. [doi: 10.1016/j.technovation.2023.102747]

125. Elendu C, Amaechi DC, Okatta AU, Amaechi EC, Elendu TC, Ezeh CP, et al. The impact of simulation-based training in
medical education: a review. Medicine (Baltimore) 2024;103(27):e38813 [FREE Full text] [doi:
10.1097/MD.0000000000038813] [Medline: 38968472]

126. So HY, Chen PP, Wong GKC, Chan TTN. Simulation in medical education. J R Coll Physicians Edinb 2019;49(1):52-57.
[doi: 10.4997/jrcpe.2019.112]

127. Datta R, Upadhyay K, Jaideep C. Simulation and its role in medical education. Med J Armed Forces India 2012;68(2):167-172
[FREE Full text] [doi: 10.1016/S0377-1237(12)60040-9] [Medline: 24623932]

128. Thistlethwaite JE, Davies D, Ekeocha S, Kidd JM, MacDougall C, Matthews P, et al. The effectiveness of case-based
learning in health professional education. A BEME systematic review: BEME Guide No. 23. Medical Teacher
2012;34(6):e421-e444. [doi: 10.3109/0142159x.2012.680939]

129. Mukurunge E, Reid M, Fichardt A, Nel M. Interactive workshops as a learning and teaching method for primary healthcare
nurses. Health SA 2021;26:1643 [FREE Full text] [doi: 10.4102/hsag.v26i0.1643] [Medline: 34956654]

130. Daye D, Wiggins WF, Lungren MP, Alkasab T, Kottler N, Allen B, et al. Implementation of clinical artificial intelligence
in radiology: who decides and how? Radiology 2022;305(3):555-563 [FREE Full text] [doi: 10.1148/radiol.212151]
[Medline: 35916673]

131. Hoff KA, Bashir M. Trust in automation: integrating empirical evidence on factors that influence trust. Hum Factors
2015;57(3):407-434. [doi: 10.1177/0018720814547570] [Medline: 25875432]

132. Jiang T, Sun Z, Fu S, Lv Y. Human-AI interaction research agenda: a user-centered perspective. Data Inf Manag
2024;8(4):100078. [doi: 10.1016/j.dim.2024.100078]

133. Vered M, Livni T, Howe PDL, Miller T, Sonenberg L. The effects of explanations on automation bias. Artificial Intelligence
2023;322:103952. [doi: 10.1016/j.artint.2023.103952]

134. Choudhury A, Chaudhry Z. Large language models and user trust: consequence of self-referential learning loop and the
deskilling of health care professionals. J Med Internet Res 2024;26:e56764 [FREE Full text] [doi: 10.2196/56764] [Medline:
38662419]

135. Ng MY, Kapur S, Blizinsky KD, Hernandez-Boussard T. The AI life cycle: a holistic approach to creating ethical AI for
health decisions. Nat Med 2022;28(11):2247-2249 [FREE Full text] [doi: 10.1038/s41591-022-01993-y] [Medline: 36163298]

136. Liu X, Glocker B, McCradden MM, Ghassemi M, Denniston AK, Oakden-Rayner L. The medical algorithmic audit. Lancet
Digit Health 2022;4(5):e384-e397. [doi: 10.1016/s2589-7500(22)00003-6]

137. Faust L, Wilson P, Asai S, Fu S, Liu H, Ruan X, et al. Considerations for quality control monitoring of machine learning
models in clinical practice. JMIR Med Inform 2024;12:e50437 [FREE Full text] [doi: 10.2196/50437] [Medline: 38941140]

J Med Internet Res 2026 | vol. 28 | e80754 | p.623https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://europepmc.org/abstract/MED/31650511
http://dx.doi.org/10.1007/s11948-019-00146-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31650511&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1007/s13347-021-00450-x
https://plato.stanford.edu/archives/spr2019/entries/principle-beneficence/
https://plato.stanford.edu/archives/spr2019/entries/principle-beneficence/
https://doi.org/10.1159/000509119
http://dx.doi.org/10.1159/000509119
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32498071&dopt=Abstract
https://europepmc.org/abstract/MED/28336803
https://europepmc.org/abstract/MED/28336803
http://dx.doi.org/10.1098/rsta.2016.0130
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28336803&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1007/s43681-024-00419-4
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-022-00746-3
http://dx.doi.org/10.1186/s12910-022-00746-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35081955&dopt=Abstract
https://eur-lex.europa.eu/eli/reg/2024/1689/oj/eng
https://eur-lex.europa.eu/eli/reg/2024/1689/oj/eng
https://cdn.sanity.io/files/sqo8bpt9/production/68216fa5d161adebceb50b7add5b496138a78cdb.pdf
https://cdn.sanity.io/files/sqo8bpt9/production/68216fa5d161adebceb50b7add5b496138a78cdb.pdf
https://linkinghub.elsevier.com/retrieve/pii/S2589-5370(24)00547-9
http://dx.doi.org/10.1016/j.eclinm.2024.102968
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39720600&dopt=Abstract
http://dx.doi.org/10.1016/j.technovation.2023.102747
https://doi.org/10.1097/MD.0000000000038813
http://dx.doi.org/10.1097/MD.0000000000038813
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38968472&dopt=Abstract
http://dx.doi.org/10.4997/jrcpe.2019.112
https://europepmc.org/abstract/MED/24623932
http://dx.doi.org/10.1016/S0377-1237(12)60040-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24623932&dopt=Abstract
http://dx.doi.org/10.3109/0142159x.2012.680939
https://europepmc.org/abstract/MED/34956654
http://dx.doi.org/10.4102/hsag.v26i0.1643
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34956654&dopt=Abstract
https://europepmc.org/abstract/MED/35916673
http://dx.doi.org/10.1148/radiol.212151
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35916673&dopt=Abstract
http://dx.doi.org/10.1177/0018720814547570
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25875432&dopt=Abstract
http://dx.doi.org/10.1016/j.dim.2024.100078
http://dx.doi.org/10.1016/j.artint.2023.103952
https://www.jmir.org/2024//e56764/
http://dx.doi.org/10.2196/56764
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38662419&dopt=Abstract
https://europepmc.org/abstract/MED/36163298
http://dx.doi.org/10.1038/s41591-022-01993-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36163298&dopt=Abstract
http://dx.doi.org/10.1016/s2589-7500(22)00003-6
https://medinform.jmir.org/2024//e50437/
http://dx.doi.org/10.2196/50437
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38941140&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


138. Planning for managing legacy systems and decommissioning digital healthcare technologies. NHS AI and Digital Regulations
Service for Health and Social Care. URL: https://www.digitalregulations.innovation.nhs.uk/
regulations-and-guidance-for-adopters/all-adopters-guidance/
planning-for-managing-legacy-systems-and-decommissioning-digital-healthcare-technologies/ [accessed 2023-11-13]

139. Sharma A, Nayancy, Verma R. The Confluence of Cryptography, Blockchain and Artificial Intelligence. Florida, USA:
CRC Press; 2025.

140. MHRA, Brunel University. Project Report: Research into Methodology for Determining Significant Change in the Way
That an Adaptive AI Algorithm Medical Device Is Working and How Such Change Should Be Regulated. https://www.gov.uk.
URL: https://www.gov.uk/government/publications/software-and-artificial-intelligence-ai-as-a-medical-device/
software-and-artificial-intelligence-ai-as-a-medical-device [accessed 2025-03-29]

141. The most trusted AI in mental healthcare: scale behavioral health with clinical AI. Limbic. 2025. URL: https://www.limbic.ai/
[accessed 2025-12-20]

142. We provide validated information for healthcare professionals. Prof. Valmed - Validated Medical Information GmbH.
URL: https://profvalmed.com/ [accessed 2025-12-20]

143. Frequently asked questions. deepc GmbH. URL: https://www.deepc.ai/learn/faq [accessed 2025-12-20]
144. Study on the deployment of AI in healthcare: final report. Publications Office of the European Union. 2025. URL: https:/

/data.europa.eu/doi/10.2875/2169577 [accessed 2025-08-07]
145. Eskofier BM, Klucken J. Predictive models for health deterioration: understanding disease pathways for personalized

medicine. Annu Rev Biomed Eng 2023;25(1):131-156 [FREE Full text] [doi: 10.1146/annurev-bioeng-110220-030247]
[Medline: 36854259]

146. Goldfarb A, Taska B, Teodoridis F. Artificial intelligence in health care? Evidence from online job postings. AEA Pap
Proc 2020;110:400-404 [FREE Full text] [doi: 10.1257/pandp.20201006]

147. Wu K, Wu E, Theodorou B, Liang W, Mack C, Glass L, et al. Characterizing the clinical adoption of medical AI devices
through U.S. insurance claims. NEJM AI 2024;1(1). [doi: 10.1056/aioa2300030]

148. Ulfert AS, Le Blanc P, González-Romá V, Grote G, Langer M. Are we ahead of the trend or just following? The role of
work and organizational psychology in shaping emerging technologies at work. Eur J Work Organ Psychol
2024;33(2):120-129. [doi: 10.1080/1359432x.2024.2324934]

149. Gilbert S, Anderson S, Daumer M, Li P, Melvin T, Williams R. Learning from experience and finding the right balance in
the governance of artificial intelligence and digital health technologies. J Med Internet Res 2023;25:e43682 [FREE Full
text] [doi: 10.2196/43682] [Medline: 37058329]

150. Ganesan S, Somasiri N. Navigating the integration of machine learning in healthcare: challenges, strategies, and ethical
considerations. J Comput Cogn Eng 2024. [doi: 10.47852/bonviewJCCE42023600]

151. Developing healthcare workers' confidence in artificial intelligence (AI) (Part 2). NHS Artificial Intelligence (AI) Lab,
Health Education England (HEE). 2023. URL: https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/
horizon-scanning/developing-healthcare-workers-confidence-in-ai [accessed 2025-12-20]

152. Reddy S, Rogers W, Makinen VP, Coiera E, Brown P, Wenzel M, et al. Evaluation framework to guide implementation
of AI systems into healthcare settings. BMJ Health Care Inform 2021;28(1):e100444 [FREE Full text] [doi:
10.1136/bmjhci-2021-100444] [Medline: 34642177]

153. Moreno-Sánchez PA, Ser JD, Gils MV, Hernesniemi J. A design framework for operationalizing trustworthy artificial
intelligence in healthcare: requirements, tradeoffs and challenges for its clinical adoption. Information Fusion
2025;127:103812. [doi: 10.2139/ssrn.5249603]

154. Nair M, Nygren J, Nilsen P, Gama F, Neher M, Larsson I, et al. Critical activities for successful implementation and adoption
of AI in healthcare: towards a process framework for healthcare organizations. Front Digit Health 2025;7:1550459 [FREE
Full text] [doi: 10.3389/fdgth.2025.1550459] [Medline: 40453810]

155. Nilsen P, Svedberg P, Neher M, Nair M, Larsson I, Petersson L, et al. A framework to guide implementation of AI in health
care: protocol for a cocreation research project. JMIR Res Protoc 2023;12:e50216 [FREE Full text] [doi: 10.2196/50216]
[Medline: 37938896]

156. Dagan N, Devons-Sberro S, Paz Z, Zoller L, Sommer A, Shaham G, et al. Evaluation of AI solutions in health care
organizations — The OPTICA tool. NEJM AI 2024;1(9). [doi: 10.1056/aics2300269]

157. Mittermaier M, Raza M, Kvedar JC. Collaborative strategies for deploying AI-based physician decision support systems:
challenges and deployment approaches. NPJ Digit Med 2023;6(1):137 [FREE Full text] [doi: 10.1038/s41746-023-00889-6]
[Medline: 37543707]

158. Davahli MR, Karwowski W, Fiok K, Wan T, Parsaei HR. Controlling safety of artificial intelligence-based systems in
healthcare. Symmetry 2021;13(1):102 [FREE Full text] [doi: 10.3390/sym13010102]

159. Labkoff S, Oladimeji B, Kannry J, Solomonides A, Leftwich R, Koski E, et al. Toward a responsible future: recommendations
for AI-enabled clinical decision support. J Am Med Inform Assoc 2024;31(11):2730-2739. [doi: 10.1093/jamia/ocae209]
[Medline: 39325508]

160. Lekadira K, Osuala R, Gallin C. FUTURE-AI: guiding principles and consensus recommendations for trustworthy artificial
intelligence in medical imaging. ArXiv Preprint posted online on September 20, 2021. [doi: 10.48550/arXiv.2109.09658]

J Med Internet Res 2026 | vol. 28 | e80754 | p.624https://www.jmir.org/2026/1/e80754
(page number not for citation purposes)

Schönfelder et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.digitalregulations.innovation.nhs.uk/regulations-and-guidance-for-adopters/all-adopters-guidance/planning-for-managing-legacy-systems-and-decommissioning-digital-healthcare-technologies/
https://www.digitalregulations.innovation.nhs.uk/regulations-and-guidance-for-adopters/all-adopters-guidance/planning-for-managing-legacy-systems-and-decommissioning-digital-healthcare-technologies/
https://www.digitalregulations.innovation.nhs.uk/regulations-and-guidance-for-adopters/all-adopters-guidance/planning-for-managing-legacy-systems-and-decommissioning-digital-healthcare-technologies/
https://www.gov.uk/government/publications/software-and-artificial-intelligence-ai-as-a-medical-device/software-and-artificial-intelligence-ai-as-a-medical-device
https://www.gov.uk/government/publications/software-and-artificial-intelligence-ai-as-a-medical-device/software-and-artificial-intelligence-ai-as-a-medical-device
https://www.limbic.ai/
https://profvalmed.com/
https://www.deepc.ai/learn/faq
https://data.europa.eu/doi/10.2875/2169577
https://data.europa.eu/doi/10.2875/2169577
https://www.annualreviews.org/content/journals/10.1146/annurev-bioeng-110220-030247?crawler=true&mimetype=application/pdf
http://dx.doi.org/10.1146/annurev-bioeng-110220-030247
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36854259&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.1257/pandp.20201006
http://dx.doi.org/10.1056/aioa2300030
http://dx.doi.org/10.1080/1359432x.2024.2324934
https://www.jmir.org/2023//e43682/
https://www.jmir.org/2023//e43682/
http://dx.doi.org/10.2196/43682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37058329&dopt=Abstract
http://dx.doi.org/10.47852/bonviewJCCE42023600
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/horizon-scanning/developing-healthcare-workers-confidence-in-ai
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/dart-ed/horizon-scanning/developing-healthcare-workers-confidence-in-ai
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=34642177
http://dx.doi.org/10.1136/bmjhci-2021-100444
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34642177&dopt=Abstract
http://dx.doi.org/10.2139/ssrn.5249603
https://doi.org/10.3389/fdgth.2025.1550459
https://doi.org/10.3389/fdgth.2025.1550459
http://dx.doi.org/10.3389/fdgth.2025.1550459
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40453810&dopt=Abstract
https://www.researchprotocols.org/2023//e50216/
http://dx.doi.org/10.2196/50216
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37938896&dopt=Abstract
http://dx.doi.org/10.1056/aics2300269
https://doi.org/10.1038/s41746-023-00889-6
http://dx.doi.org/10.1038/s41746-023-00889-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37543707&dopt=Abstract
https://www.zotero.org/google-docs/?FY4BIa
http://dx.doi.org/10.3390/sym13010102
http://dx.doi.org/10.1093/jamia/ocae209
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39325508&dopt=Abstract
http://dx.doi.org/10.48550/arXiv.2109.09658
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
AI: artificial intelligence
CE: Conformité Européenne
EU: European Union
EURAID: European Responsible AI Development
FG-AI4H: Focus Group on AI for Health
HCP: health care professional
ISO/IEC: International Organization for Standardization/ International Electrotechnical Commission
LLM: large language model
MDR: Medical Device Regulation
NHS: National Health Service
SMART: specific, measurable, attainable, relevant, and time-bound
TEU: Treaty on European Union
XAI: explainable AI
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Abstract

Trauma-informed approaches can promote the creation of systems that prioritize safety and empowerment to improve patient
well-being. These approaches are especially important in sexual and reproductive health care, where patients are often asked to
disclose sensitive and personal information. This disclosure is particularly relevant in the context of endometriosis, a condition
that affects 10% of reproductive-aged women and causes debilitating pelvic pain. Our team led a trauma-informed social media
campaign to raise awareness and improve the understanding of endometriosis by sharing research findings from a photovoice
study focusing on Asian women’s experiences of endometriosis during the COVID-19 pandemic in Canada (EndoPhoto Study).
In this paper, we describe how we adapted and applied trauma-informed approaches to the development and implementation of
the social media campaign. To do this, we followed five adapted trauma-informed principles: (1) support and collaboration, (2)
trustworthiness and transparency, (3) safety, (4) empowerment and voice, and (5) cultural and gender sensitivity, and four steps:
(1) frame the campaign, (2) create content and manage the campaign, (3) measure campaign impact, and (4) conduct postcampaign
reflections. We co-designed this campaign with patient partners having lived experience of endometriosis to facilitate support
and collaboration. Additionally, we shared details about the funders of this study to increase trust and transparency, moderated
comments and deidentified images to promote participant safety, chose safer platforms to enhance empowerment and voice,
avoided stereotypes, and shared authentic experiences of Asian women with endometriosis to support cultural and gender
sensitivity. The campaign launched on Instagram and Pinterest in March 2025 to coincide with Endometriosis Awareness Month.
The social media campaign received 8,540,528 total impressions over the course of the month and had engagement rates of 6.23%
and 1.4% on Instagram and Pinterest, respectively.

(J Med Internet Res 2026;28:e83491)   doi:10.2196/83491

KEYWORDS

trauma-informed approach; social media; knowledge translation; endometriosis; information dissemination; content creation

Background and Rationale

Overview
Endometriosis is a chronic inflammatory condition characterized
by the presence of endometrial-like tissue outside the uterus
[1]. The symptoms may vary, but they often include severe
pelvic pain, painful periods, painful sexual intercourse, and
infertility [2]. Despite affecting approximately 10% of
reproductive-aged women and girls, and an unmeasured number
of gender diverse people, endometriosis remains significantly
underdiagnosed and misunderstood [1,3]. Although diagnostic

delays average 5 years in Canada, some individuals have
reported a formal diagnosis taking up to 20 years [3,4]. The
invisibility of symptoms, stigma surrounding sexual and
menstrual health, and dismissal of women’s pain all contribute
to misinformation and present barriers to timely diagnosis and
treatment [3,5,6]. Ultimately, these aspects all affect the mental
and physical health of those with endometriosis. Furthermore,
racialized populations may experience additional barriers to
endometriosis diagnosis and care [7]. For instance, one study
found that East and/or Southeast Asian women were 8 times
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more likely than their White counterparts to experience severe
disease before being referred to more specialized care [8].

Globally, the COVID-19 pandemic further exacerbated the gaps
in endometriosis care as it upended the health care system,
causing resource redirection toward patients with COVID-19
and interrupting the continuity of care for patients with chronic
conditions like endometriosis [9,10]. In Canada, appointments
and surgeries for people with endometriosis were postponed or
canceled as hospitals became overwhelmed and health care
providers transitioned to virtual environments [11].
Concurrently, mandatory self-isolation measures dramatically
altered people’s levels of social support, contributing to
worsening psychological symptoms such as depression and
anxiety [12]. Additionally, the COVID-19 pandemic was marked
by a global rise in anti-Asian sentiment, with people of Asian
descent reporting increasing episodes of violence and feelings
of vulnerability to discrimination [13].

Given these compounding factors, our team conducted a
study—the EndoPhoto Study—with 22 South, East, and/or
Southeast Asian cisgender women with endometriosis in Canada
to better understand the experiences of people in these
communities during the COVID-19 pandemic. This study used
photovoice, an art-based methodology that provides
opportunities to use photos to share experiences and emotions
related to stigmatized or hidden conditions [14]. Results from
the EndoPhoto Study are published elsewhere [15,16] and
highlight several key themes. These themes include the ways
in which the pandemic exacerbated feelings of isolation and
created additional challenges in accessing health care for those

living with endometriosis. Participants also built resilience
during the pandemic by accepting social support from peers,
advocating for themselves in health care interactions, and taking
empowering actions to self-manage their conditions. More
details on the methodology and data analysis of the EndoPhoto
Study are available in other studies [15,16]. The EndoPhoto
Study was approved by the University of British Columbia
Children’s and Women’s Research Ethics Board (reference
number: H22-02390).

Findings from the EndoPhoto Study and our team’s previous
research highlight the importance of sharing evidence that
validates the experiences of people affected by endometriosis,
helps people feel they are not alone, fosters hope, and recognizes
the strengths of those affected. Our team’s pre-existing website
showcased EndoPhoto results via images and quotes (EndoPhoto
website [17]). The original website was co-created by
researchers, clinicians, and patient partners to disseminate
information and resources related to endometriosis. As guided
by our Patient Research Advisory Board (PRAB; a group of
people with lived experience of endometriosis), we chose to
disseminate the EndoPhoto Study findings and EndoPhoto
website to a public audience through a social media campaign.
The goal of the campaign was to amplify the stories shared by
Asian women regarding their experiences during the COVID-19
pandemic while focusing on disrupting silence related to the
medical dismissal, social isolation, and cultural stigma of pelvic
pain and endometriosis. As such, we recognized the relevance
of using a trauma-informed approach to develop and implement
the campaign. See Figure 1 for a project overview and the
campaign development process.
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Figure 1. Project overview and campaign development process. PRAB: Patient Research Advisory Board.

Objective
Our primary objective is to provide information on the steps
we took when developing a social media campaign informed
by the principles of a trauma-informed approach. Our secondary
objective is to share the engagement results of the social media
campaign. The target audience includes individuals and teams
interested in trauma-informed social media campaigns,
particularly those disseminating health-adjacent research
findings. We begin by sharing information about our team,
followed by information on trauma-informed approaches and
social media dissemination. Lastly, we share the four steps that
can be taken when developing a trauma-informed social media
campaign: (1) frame the campaign, (2) create content and
manage the campaign, (3) measure campaign impact, and (4)
conduct postcampaign reflections.

Our Team
We are a multigenerational team with diverse genders,
sexualities, and ethnicities, and are committed to improving the
understanding and awareness of endometriosis through
cutting-edge interdisciplinary research and knowledge
translation. We recognize the importance of disseminating
intentionally curated, evidence-based, and nuanced research
findings to the endometriosis community and the public. Our
team includes researchers, clinicians, health care trainees, and
patient partners who are part of our PRAB. We are affiliated
with the Endometriosis and Pelvic Pain Laboratory at the
University of British Columbia, Canada.

What Are Trauma-Informed Approaches?
The formal conceptualization of trauma-informed care was first
introduced by Harris and Fallot [18] in the context of mental
health and substance use treatment systems. However, these
principles have long-standing roots in community-based
practices, including those within Indigenous traditions [19].
Since its inception, trauma-informed care has been adapted to
various disciplines, with the framework of the Substance Abuse
and Mental Health Services Administration (SAMHSA) often
cited [20]. Trauma-informed approaches often acknowledge
that trauma is widespread, and they actively support creating
systems that promote physical and psychological safety [20].

SAMHSA defines trauma broadly, encompassing experiences
at individual and structural levels that can be considered
emotionally harmful [20]. SAMHSA’s trauma-informed
approach rests on four key assumptions: (1) realizing that trauma
is widespread and can deeply affect individuals, communities,
and societies; (2) recognizing the signs of trauma; (3) responding
to trauma by integrating trauma-informed approaches; and (4)
resisting retraumatization [20]. These assumptions are
operationalized through six guiding principles: (1) safety; (2)
trustworthiness and transparency; (3) peer support; (4)
collaboration; (5) empowerment, voice, and choice; and (6)
cultural, historical, and gender issues [20].

In health care settings, trauma-informed approaches in the
provision of care have been shown to improve negative mental
health symptoms and increase patient satisfaction, especially
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among populations with histories of trauma or medical dismissal
[21]. Trauma-informed approaches are particularly relevant in
sexual and reproductive health, where patients are frequently
asked to disclose sensitive information and are more likely to
have experienced prior health care–related trauma [22].
Trauma-informed approaches are relevant for people with
endometriosis as they have described feelings of shame and
emotional distress related to their health care encounters where
their symptoms have been diminished, normalized, or dismissed
[23]. Interactions with health care systems and providers—as
well as with broader public discourses that minimize people’s
experiences of endometriosis—have been further characterized
as harmful, disempowering, and socially isolating. These
experiences highlight the importance of using a trauma-informed
approach that prioritizes safety, empowerment, and collaboration
[23].

Social Media, Knowledge Dissemination, and
Trauma-Informed Approaches
Social media is broadly defined as a digital space centered
around information sharing and human connection [24]. Social
media has increasingly become a pervasive aspect of everyday
life and a powerful knowledge dissemination tool where various
social media platforms, such as Facebook and TikTok, have
been used by the health care community for patient education,
peer support, and advocacy [25-27]. Social media platforms are
participatory and easy to access, allowing the dissemination of
information and rapid engagement of large, globally-connected
audiences [28]. Content shared on social media platforms can
provide unique opportunities to build a community, share
experiences, and influence public health discourse [26].

There are also challenges with social media. For example, the
nature of instant access to information and a lack of
fact-verifying measures can lead to the unchecked and rapid
spread of misinformation and disinformation to the public.
Moreover, algorithms may incidentally lead to retraumatization
and feelings of stigmatization [29-31]. Furthermore, considering
people often consume social media content in isolation, it is
difficult for content creators to recognize potential
traumatization or retraumatization of viewers, highlighting the
importance of intentionally creating and sharing content.

As knowledge dissemination of health-adjacent information
increasingly moves onto social media platforms,
trauma-informed approaches appear particularly relevant and
potentially useful when working in these virtual environments.

While there is limited guidance for applying trauma-informed
approaches in digital spaces [32], the literature is emerging. We
drew upon 3 frameworks that highlighted the potential of these
approaches to reduce harm when sharing health-adjacent
information digitally.

First, Josephs et al [33] emphasized 3 key pillars for digital
trauma-informed design specific to sexual and reproductive
health: privacy and confidentiality, intuitive and representative
designs, and inclusive language. Second, trauma-informed
computing, introduced by Chen et al [34], presents a framework
guiding the adaptation of trauma-informed principles to digital
design. This framework recognizes that digital tools can cause
or exacerbate trauma and seeks to enable safer technological
experiences [34]. Key adaptations of trauma-informed principles
for online settings include safety, trustworthiness, peer support
and collaboration, empowerment and choice, and cultural
sensitivity.

Lastly, Scott et al [30] built upon the framework from Chen et
al [34], adding specific aspects and examples to consider when
applying trauma-informed approaches to social media
engagement. The framework from Scott et al [30] outlines six
guiding principles: (1) safety (eg, safe data collection and
storage, and relaxing colors); (2) trustworthiness and
transparency (eg, transparent about what user data are collected
and why); (3) peer support (eg, protection for those sharing their
unique stories); (4) collaboration and mutuality (eg, co-design
with people having lived experience); (5) empowerment, voice,
and choice (eg, no real names); and (6) cultural and historical
gender issues (eg, acknowledge algorithmic biases).

Developing Our Trauma-Informed Social
Media Campaign

Step 1: Frame the Campaign

Determine Relevant Trauma-Informed Principles
Based on the previously mentioned frameworks, we adapted
our campaign to focus on the following principles of a
trauma-informed approach: (1) support and collaboration, (2)
trustworthiness and transparency, (3) safety, (4) empowerment
and voice, and (5) cultural and gender sensitivity. These
principles were used throughout the campaign development
process. Table 1 provides an overview of how we approached
incorporating trauma-informed principles throughout the
campaign.
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Table . Overview of our approach.

ConsiderationsOur approach and examplesTrauma-informed guiding principle

Support and collaboration • More time may be needed to include the
feedback and ideas of all team members,

• Step 1: Frame the campaign

Co-designed with PRABa members•
and thus, there may be a longer timeline toand a diverse interdisciplinary team of
project completionexperts

• Incorporated feedback throughout the
process

• Shared content from lived experiences
• Engaged with influencers we had a

previous relationship with to promote
content

• Step 4: Conduct postcampaign reflections
• Reflected as a team on successes,

challenges, and learnings for future
social media engagement

Trustworthiness and transparency • Viewers may have personal negative feel-
ings about funders

• Step 1: Frame the campaign
Informed participants of the pur-•
pose/content when consenting to the • Additional human resources are needed to

gather confirmatory consent from partici-original study
pants• Obtained explicit and ongoing consent

related to the use of data • Opt-out versus opt-in could incidentally in-
clude photos that participants did not want

• Step 2: Create content and manage the
campaign

to share, but they did not see the email

• Created content highlighting our re-
search team’s positionality statement

• Created content highlighting trans-
parency around funding and what this
meant

• Step 3: Measure campaign impact
• Intentionally collected metrics that

were not overly invasive
• Intentionally collected metrics that

were inclusive of multiple ways of en-
gaging with content, recognizing that
people may engage with content differ-
ently

Safety • Participants may provide images that violate
design principles and gentle colors

• Step 1: Frame the campaign
Engaged with specific platforms (Insta-•
gram and Pinterest) • Additional human resources are required

for moderating comments
• Step 2: Create content and manage the

campaign
• Not including all experiences captured, as

many images were not selected
• Created content using gentle, muted

color palettes in content creation (eg,
• Not as wide a reach due to including only

select friendly platforms
using light yellow) • Temporary stories reduce reach

• Created content in grouped images in
collage format and shared select im-

• Deidentifying images or using the photos
without the original captions may alter the

ages intended goal and impact of the image,
• Created content with deidentified im-

ages by blurring faces or including
limiting participant creativity

images where people were masked
• Moderated comments
• Included content warnings regarding

sensitive topics
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ConsiderationsOur approach and examplesTrauma-informed guiding principle

• Potential for less reach when only using
select platforms, and the reach to certain
groups (eg, older people who more often
use Facebook) might be reduced; demo-
graphics can vary across platforms

• Participant caption is not always included
with a photo, which could change the intend-
ed meaning

• Focus on “positive” aspects due to the algo-
rithm could represent a one-sided or skewed
representation of experiences

• Sharing content that is “trauma-informed”
may incidentally portray the information
and experiences as being neutral or positive

• Step 1: Frame the campaign
• Leveraged platforms to amplify voices

• Step 2: Create content and manage the
campaign
• Created content that used friendly,

nonstigmatizing, and everyday lan-
guage when captioning photos

• Made changes to the content based on
algorithm limitations while staying
grounded in authentic patient voice
and experiences

Empowerment and voice

• Excluding images that depict too much pain
or have identifying information may reduce
the transparency of people’s experiences

• Some people might feel that the nonhyper-
gendered colors and content do not relate
to them as much

• Step 2: Create content and manage the
campaign
• Created content that ensured sharing

only “positive” language and experi-
ences due to the Meta algorithm

• Created content that avoided stereo-
types and stigmatization

• Created content that avoided hypergen-
dered content

Cultural and gender sensitivity

aPRAB: Patient Research Advisory Board.

Identify a Theoretical Approach
Theoretical approaches provide the foundation for a research
study, offering structure and guidance when developing
objectives, methods, and analysis [35]. Throughout the
development of the campaign, including content creation, data
interpretation, and dissemination strategies, we were primarily
guided by the principles of intersectional feminism and
integrated knowledge translation (IKT). An intersectional
feminist perspective informed our understanding of how
overlapping identities, such as race, gender, and country of
origin, shape individuals’ health care experiences. IKT is a
collaborative process that emphasizes partnership between
researchers and knowledge users throughout all stages of
research [36]. IKT informed how we identified priorities,
designed methods, interpreted data, and shared results [36].
Unlike traditional models that position researchers as the
primary producers of knowledge, IKT recognizes the expertise
of both researchers and community partners, aiming to minimize
power differentials and promote equitable, contextually relevant
knowledge creation [37].

Identify Campaign Goals and Messaging
Our main goal for the social media campaign was to share key
research findings from the EndoPhoto Study, increase awareness
of Asian women’s experiences living with endometriosis, and
direct viewers to our newly developed interactive EndoPhoto
website [17]. In conducting the campaign, a second goal was
to foster a sense of validation, emotional safety, and support
for both previous research participants and audiences, and
minimize their risk of retraumatization.

The campaign’s central message—your pain is real, you are
believed, and you are not alone—matched the overall messaging

of content produced by our team and shared on the website.
Additionally, this message was consistently emphasized across
all digital platforms. The team deliberately declined to create a
new hashtag for the campaign, given the objective of using
social media as a mechanism to reach a wide audience of users
rather than share isolated content with limited reach. As such,
all the posts incorporated the widely recognized community
hashtag #ThisIsEndo, supplemented by topic-relevant hashtags.

Determine When and Where to Launch the Campaign
We launched the campaign in March 2025 to coincide with
Endometriosis Awareness Month. The Endometriosis and Pelvic
Pain Laboratory had a previously established Instagram profile
(@pelvicpainendo) with approximately 1000 followers before
the campaign and had a Pinterest account (@pelvicpainendo),
which was created for this and future campaigns. These
platforms aligned with the campaign’s visual and
trauma-informed goals, offering features such as content
warnings and comment moderation. The content shared was
similar for both platforms but adapted in format to best use each
platform’s features. For example, Instagram’s reels, stories, and
carousels supported a balance of educational content and
personal narratives, while Pinterest enabled thematic curation
through boards and infographics. Pinterest has a different set
of users and is more aligned with artistic communities.

Considering that Pinterest policies restrict the use of paid
advertisements for new accounts, a soft launch on the platform
began on February 19, 2025. Because of this, we published
several posts prior to the full campaign, which allowed us to
generate early interest, establish baseline engagement, and be
considered an established account.
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Step 2: Create Content and Manage the Campaign

Overview
The content that was shared during the social media campaign
was initially designed by HD (quote posts), GJY (image posts),
and WZ (videos/reels), who drew upon findings from the
EndoPhoto Study and website content under the guidance of
the announcement post creator and content lead (HN). Before
final approval, all content was reviewed and discussed with the
broader research team during team meetings every 2 weeks and
PRAB meetings every 2 months. In total, the campaign featured
41 posts between March 1 and March 31, 2025, across Instagram
and Pinterest. In this paper, we chose to share the images of
content only from Instagram owing to the easy viewability of
the entire post. In the following section, we discuss how we
enacted these aspects in content creation and when managing
the campaign. It is important to note that although these aspects
are presented as being separate ideas, many have overlapping
and related actions.

Incorporating Support and Collaboration
We defined support and collaboration as intentional actions
taken to meaningfully engage with those having lived experience
and others in the community doing similar work. As such, PRAB
members defined campaign goals; reviewed and co-developed
content; and ensured that materials were safe, empowering, and

contextually relevant. The PRAB involvement created an
opportunity for safety by foregrounding lived experience and
ensuring that social media content reflected their values and
perspectives. The campaign was also managed by an external
communications agency, where the partner and social media
specialist (SL) was someone with lived experience of
endometriosis who simultaneously acted as a member of the
PRAB.

We also took a collaborative approach to promoting the
campaign, leveraging our known and existing networks. This
involved approaching familiar social media accounts, including
science communicators, nonprofit organizations, news outlets,
and independent influencers, and asking them to share and
promote our content. The campaign also partnered with
advocacy organizations, including The Endometriosis Network
Canada, to broaden outreach and ensure alignment with existing
efforts in the endometriosis advocacy landscape.

Incorporating Trustworthiness and Transparency
When creating content, we considered trustworthiness and
transparency aspects that involved disclosing who is behind the
campaign, our goals, the funders, and where the content came
from through “announcement” posts (Figure 2). Prior to the
campaign, we were transparent with the participants of the
EndoPhoto Study about how we were using their data.

Figure 2. Example of an announcement-style post on Instagram.

All participants in the EndoPhoto Study provided explicit
informed consent to have their photos used in a social media
campaign. We also provided participants with a lay summary
of the results via email that included an “action required”
message, showed participants the website [17] where photos

had been included in a virtual gallery, and gave participants the
ability to withdraw their photos and quotes at any point. We
also strongly encouraged EndoPhoto Study participants to review
their photos to ensure they were comfortable with these being
shared. No participants opted out of their photos being shared.
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Incorporating Safety
When considering safety, we focused on the principles of
privacy and confidentiality from Josephs et al [33], and
prioritized safety and preventing retraumatization of participants
of the EndoPhoto Study whose images we shared. First, when
creating content, to maintain the emotional safety of those who
participated in the research and shared their photos, we

intentionally curated visual content in a way that still honored
participants’ lived experiences. We did this by choosing images
that were not intimately personal or overtly medical in nature,
or that did not depict individual people in moments of visible
distress. Instead, the campaign showcased strength-based
visuals, such as nature scenes, symbolic objects, and comforting
moments like participants’ pets offering support (Figures 3 and
4).

Figure 3. Example of a collage of nature and social support.

Figure 4. Example of a post about pets providing comfort.

J Med Internet Res 2026 | vol. 28 | e83491 | p.633https://www.jmir.org/2026/1/e83491
(page number not for citation purposes)

Marshall et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


When possible, in content creation, images were paired with
participant-authored captions that emphasized resilience,
healing, and other personally meaningful themes to balance
narrative authenticity with emotional safety. We also

intentionally blurred faces to protect identities or selected images
that further supported anonymity, such as those in which
individuals used a surgical mask (Figures 4 and 5).

Figure 5. Example of identity protection on Instagram.

Second, when creating content, careful consideration was given
to how participant photos were shared. We opted to present
images as collages or grouped images rather than posting them
individually (Figure 6). This approach was chosen to minimize

the risk of certain photos receiving disproportionately more
“likes” or “shares” than others, which could cause distress
among some participants if they noticed their photos were less
“liked.”
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Figure 6. Example of a shared collage of participant photos from an Instagram reel.

Third, based on recommendations from our social media
specialist and patient partners, Instagram and Pinterest were
specifically chosen as platforms for this campaign, given that
they are well-suited to image-based storytelling and, anecdotally,
were considered less volatile during the dates of the campaign,
with lower rates of reproductive health online harassment
compared with other well-known platforms.

Fourth, elements of safety were further considered through
active moderation of comments to identify and remove hate
speech, trolling, and unsolicited medical advice; however, we
did not find that these were issues in this campaign.

Incorporating Empowerment and Voice
We considered empowerment and voice to focus on ensuring
that we were truthfully representing participant experiences of
the EndoPhoto Study, opting to create content that was more
strength-based and showcased resilience and empowerment
while also sharing the reality of experiencing endometriosis
(Figures 7 and 8). In order to accomplish this, we created content
that used nonstigmatizing, everyday language and often
incorporated participants’ own words in explaining the context
of the photos (Figure 9).

J Med Internet Res 2026 | vol. 28 | e83491 | p.635https://www.jmir.org/2026/1/e83491
(page number not for citation purposes)

Marshall et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 7. Example of quote-based content on strength while living with endometriosis.

Figure 8. Example of quote-based content on living with endometriosis.
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Figure 9. Example of everyday language use in a caption.

By integrating visual narratives with participant-authored
captions, the campaign created opportunities for individuals to
reclaim agency in narrating their health care experiences,
particularly where medical and workplace systems had
previously been invalidating. For example, 1 post focused on
how cultural taboos surrounding menstruation can lead to a lack

of communication and discussion of pain. This caption drew
attention to the compounding effects of stress, isolation, and
reduced access to care (Figure 10). Together, we intended these
posts to help humanize the lived realities of people with
endometriosis while fostering empathy, reducing stigma, and
encouraging public dialogue.
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Figure 10. Example of content highlighting cultural taboos around menstruation.

Incorporating Cultural and Gender Sensitivity
Striving for cultural and gender sensitivity, we carefully curated
content to avoid sensationalism, incidental stigmatization,
stereotypes, clinical or diagnostic language, and potentially
distressing imagery. The campaign content aimed to disrupt the
silence surrounding pelvic pain and endometriosis, particularly
the effects of medical dismissal, social isolation, and cultural

stigma. Considering the gendered nature of endometriosis—and
although all the participants whose photos we shared identified
as cisgender women—we intentionally avoided making the
content hyperfeminized or gendered toward women exclusively.
We also aimed to avoid perpetuating stereotypes and
hyperfeminized content by choosing a color palette that was
intentionally calming while not overly gendered (Figure 11).
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Figure 11. Example of the avoidance of hypergendered or stigmatizing language or colors.

Step 3: Measure Campaign Impact
We used platform-integrated analytics (Instagram Insights and
Pinterest Analytics) to monitor primary performance indicators.
The metrics included reach, engagement (likes, shares,
comments, profile visits, and link clicks), and website page

visits (for definitions, see Table 2). We reviewed these metrics
throughout the campaign to enable real-time optimization of
posting frequency and timing, as well as advertising spend based
on platform recommendations and observed audience behavior.
Over the 31-day campaign, the website attracted 6326 unique
users (for additional engagement measures, see Table 3).

Table . Consolidated definitions of terms used to describe campaign engagement.

DefinitionTerm

Reach is defined as the number of unique users who have seen the online
content at least once

Reach

Likes, shares, comments, profile visits, and link clicksEngagement

The total number of times the content is presented to potential users on a
screen

Impressions

Number of visits to the websiteVolume of sessions

The duration of time people view the contentDwell time

The percentage of people who click on a link to the website within the
content

Click-through rate
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Table . Engagement results from Instagram and Pinterest.

ValuePlatform and metric

Overall

8,540,528    Total social impressions, n

Instagram

6.23    Engagementa, %

7,941,457    Advertisement impressions, n

3,550,309    Advertisement reach, n

Pinterest

581,081    Total impressions, n

5528    Total engagement, n

aWith regard to engagement, on Instagram, anything above 6% is considered high engagement, and on Pinterest, anything between 1% and 2% is
considered average engagement [38,39].

Instagram generated both the greatest volume of sessions and
the longest dwell time. Pinterest’s shorter dwell time likely
reflected the account’s infancy (new profile, first campaign,
and algorithmic learning period). The high number of
impressions was largely attributed to 3 posts that “went viral”
during the campaign, meaning they received over 1 million

views each (Figures 12-14). These posts reflected messages of
support, resiliency, and healing. Advertisements drew in the
largest number of platform users to the page, accounting for
most of the sessions and engagement, with arguably the least
human resources.

Figure 12. Still image from a reel that “went viral” during the campaign.
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Figure 13. A post that “went viral” during the campaign.

Figure 14. Still image taken from the second reel that “went viral” during the campaign.
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Step 4: Conduct Postcampaign Reflections

Identify What Went Well
To increase the reach of the social media campaign and the
number of people seeing the online content at least once, we
paid for advertisements on both platforms, with a total budget
of CAD $3000 (US $2160). We found that advertisements
required few human resources and were a relatively inexpensive
way to increase reach. Posts that were advertised resulted in
greater reach than posts that were not advertised. For our paid
advertisements, a detailed audience profile was developed to
guide content creation and advertisement targeting. The intended
audience included individuals who either had a confirmed or
suspected endometriosis diagnosis, were assigned female at
birth, were of reproductive age (inclusive of all gender identities,
sexual orientations, and relationship statuses), had moderate
levels of health literacy, and understood English. We did not
explicitly target Asian women and people living with
endometriosis, as race and disease data are not captured for
users by social media platforms explicitly. High-frequency
search terms related to pelvic pain, endometriosis, and Asian
experiences were identified to optimize advertisement
discoverability (eg, pain, symptoms, self-care, journey,
resilience, and reflection).

One of the campaign’s primary strengths was its collaborative,
interdisciplinary approach. The involvement of patient partners
through the PRAB ensured content authenticity and emotional

safety. In addition, working with a social media specialist was
invaluable for navigating the landscape of digital media. The
campaign also benefited from sufficient funding, allowing
strategic investment in high-performing advertisement formats
and continuous optimization based on analytics.

Our team’s expertise, including content development led by
those with lived, clinical, and research experience, added
legitimacy, credibility, and multiple perspectives that countered
misinformation in digital health spaces. Importantly, the
campaign filled a representational void by centering the
narratives of South, East, and Southeast Asian women with
endometriosis, a demographic historically underrepresented in
both research and advocacy.

Identify Challenges
Early in the campaign (March 3, 2025), our Instagram account
was flagged by the Meta algorithm and included in a category
called “Health and Wellness” owing to a post that was identified
as being “negative” (Figure 15). This category was designed
by Meta to reduce “negative” advertising and monetization of
organizations that use advertising to sell products and services.
Although we were not advertising products, our placement in
this category limited what content could be promoted. Posts
that included any features flagged as “negative” by the algorithm
were prohibited from being advertised. Considering that
endometriosis experiences often involve challenges, our
preplanned content required significant changes in order to meet
the algorithm’s criteria.

Figure 15. An original post on Instagram that was flagged by the algorithm as being “negative”.
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Discussion

Lessons Learned
This manuscript describes the development of a trauma-informed
social media campaign designed to disseminate findings from
the EndoPhoto Study, which explored the experiences of South,
East, and Southeast Asian women living with endometriosis in
Canada during the COVID-19 pandemic. We intend for this
work to serve as a guide for others seeking to share their
research findings through social media, with broader
applicability for those interested in trauma-informed campaign
development. By integrating trauma-informed principles, the
campaign not only centered the voices of underrepresented
communities but also demonstrated the potential for digital

platforms to promote trauma-informed knowledge
dissemination.

Upon reviewing our engagement metrics, we found that images
with quote-based content (as opposed to image- or
quote-only–based content) produced the highest click-through
rates on both platforms; announcement posts (eg, study
overview) generated the greatest engagement; and Instagram
advertisements, particularly images with quotes, outperformed
other creative formats (Table 4). Although it is challenging to
measure how the content truly impacted viewers, some of these
indicators may provide insights into the meaning viewers
garnered from the content. For example, the option to “save”
content on Pinterest may suggest that some of the posts
resonated enough for viewers to want to share or review the
content at a later date, perhaps indicating a feeling of added
value.

Table . Examples of posts and engagement.

Pinterest impressionsInstagram impressionsInstagram reachType of content and example in the manuscript (figure)

Image-based

—a658 presentations484 unique viewers    Figure 5

Quote-based

259; 96,371 presentations
with advertisements

422295    Figure 8

Announcement style

—2361 presentations1396 unique viewers    Figure 2

Reel

—840 presentations509 unique viewers    Figure 6

Advertisement

—2,506,671 presentations1,924,605 unique viewers    Figure 14

—1,099,259 presentations1,044,746 unique viewers    Figure 12

—1,455,368 presentations1,043,201 unique viewers    Figure 9

—1,559,976 presentations1,007,878 unique viewers    Figure 13

81,523 presentations——    Figure 10

23,674 presentations16,963 presentations14,172 unique viewers    Figure 3

aNot applicable.

At this time, we are unable to say definitively as to why some
post types had higher levels of reach and impressions (outside
of advertisements). To the best of our knowledge, there is no
research literature that shows which specific types of social
media content tend to perform better, as it is highly based on
the content and target audience. Some social media blogs have
suggested that reels, carousel-type posts or those that have
multiple images (our announcement posts), and relatable content
tend to have higher engagement [40]. Although these content
categories are broad, they could indicate that working as a team
that has lived knowledge, clinical knowledge, and social media
knowledge proved beneficial in understanding the types of
content that may be engaging for our audience.

While trauma-informed principles are increasingly recognized
in clinical and community settings, their application to digital
media, particularly social media, remains largely underexplored.

This tutorial highlights how principles, such as collaboration,
safety, trustworthiness, voice, and cultural and gender
sensitivity, can be applied in online spaces to mitigate harm and
increase engagement. Additionally, this project helps to address
the critical gap in the representation of racialized individuals,
particularly Asian women, in endometriosis advocacy and online
discourse.

One unanticipated lesson learned was the suppression of
women’s sexual and reproductive health information on Meta
platforms. A recent report published by the Center for Intimacy
Justice [41] highlighted that a bias exists on major Meta
platforms, where organizations felt that their content and
advertisements related to women’s sexual and reproductive
health, including fertility and pelvic health, were being censored
and overmoderated. Social media algorithms, driven by artificial
intelligence, limited content visibility when posts included
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“sensitive” health-related terms or were deemed to violate vague
platform policies such as Meta’s “Personal Health and
Appearance” guidelines. This report aligned with our experience,
as our content was flagged as not aligning with community
standards owing to its “negative” nature and association with
health care. This flag necessitated a shift toward
resilience-focused and positively framed messaging only, which
may have constrained the full scope of participant narratives.

Limitations of the Campaign
Considering that platform selection was intentional, using only
Instagram and Pinterest (chosen for their visual nature and
perceived safety) may have excluded audiences who primarily
engage with platforms like TikTok, X (formerly Twitter), or
Facebook. Additionally, the metrics used to gauge success, such
as views, impressions, and likes, offer limited insight into true
impact. While some posts featuring animals gained viral traction,
it is unclear whether the viral nature was due to their relevance
to endometriosis or due to the important role that animals can
play in people’s lives, prompting questions about whether high
engagement with content truly reflected increased awareness
or understanding of endometriosis specifically.

In addition, because the campaign relied on Meta-owned
platforms, our content was influenced by algorithmic restrictions
that often suppressed posts containing sexual or reproductive
health terms. This may have unintentionally narrowed the range
of experiences we were able to highlight. While the campaign
focused on the voices of Asian women, our sample does not
capture the full diversity of people living with endometriosis,

including those with different cultural backgrounds, gender
identities, or varying levels of access to digital spaces. Finally,
even with trauma-informed strategies in place, sharing
health-related stories online carries the risk of re-exposure or
secondary trauma for some viewers, especially when content
reflects their own experiences.

Key Takeaways
The key takeaways are as follows:

• Trauma-informed principles can be adapted for digital
health communication and effectively applied in social
media campaigns.

• Posts that featured images with quotes, support networks
(including pets), and announcements consistently
maximized engagement, suggesting that these formats may
be prioritized to ensure engagement.

• Early budget reallocation toward viral creative assets
improved cost-efficiency.

• Paid advertisements created opportunities for ensuring wider
reach and may be helpful in providing opportunities for
content to be viewed by a larger audience.

• Inclusive online storytelling that prioritizes participant voice
and emotional safety resonates with audiences and supports
effective knowledge translation.

• Algorithmic biases targeted toward women’s sexual and
reproductive health may necessitate creativity to avoid
messages being flagged or framing messaging in “positive”
ways. This can ensure a wider reach but highlights gender
bias within social media platforms.
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Abstract

Background: Developing user-centered digital health hardware requires systematic design methods applicable across clinical
contexts. As diabetes mellitus continues to rise globally and contributes to morbidity, mortality, and costs, effective nutritional
management remains essential—yet adherence is often poor. Digital health interventions grounded in human-centered design
may enhance adherence by better aligning solutions with patients’ real needs.

Objective: This tutorial aims to provide replicable guidance on applying the design thinking approach to health care hardware
development, illustrated through the design, development, and preliminary usability evaluation of SMARTCLOTH (GA-16:
Lifestyles, Innovation, and Health), a smart tablecloth prototype intended to facilitate dietary management and support adherence
to nutritional recommendations among individuals with diabetes.

Methods: We demonstrate a systematic design thinking approach adaptable to other hardware contexts, using the Double
Diamond model. In mapping, we performed a structured preassessment to define project scope and feasible functionalities. To
characterize end user needs, we conducted 6 in-depth interviews with health care professionals and applied persona, empathy
map, and customer journey map tools. In exploring, 5 focus groups (patients and diabetes educators) identified barriers, facilitators,
and desired functionalities for dietary self-management. In building, we created low- and high-fidelity wireframes and interactive
web prototypes using Phaser 3 (HTML5/JS) to simulate a kitchen workspace for meal assembly. In testing, 7 patients with different
diabetes profiles participated in 3 iterative usability sessions. Using think-aloud, video analysis, and structured tasks, we documented
completion times, errors, and the level of required assistance, enabling refinements. Development progressed through 15 internal
versions and 3 user-tested prototypes with real-time adjustments when feasible.

Results: Interviews and focus groups yielded three user profiles guiding design: (1) adolescents with type 1 diabetes navigating
social and dietary challenges, (2) working-age adults with type 2 diabetes who were motivated but inconsistent, and (3) older
adults with type 2 diabetes showing low adherence due to entrenched habits. Iterative usability testing indicated that the system
was intuitive, with improvements in layout, labeling, and navigation. Quantitative metrics showed refinement, with simple tasks
being completed in under 1 minute in later iterations, while complex meal simulations took longer. Error rates and required
guidance decreased as prototypes evolved. Qualitative feedback highlighted clarity, motivational value, and educational potential,
while older participants requested larger text and simplified controls. Despite usability gains, motivational barriers persisted
among low-adherence older adults.

Conclusions: This tutorial demonstrates that systematic human-centered design can yield feasible and well-accepted digital
health hardware. SMARTCLOTH emerged as a promising tool for dietary management in diabetes, though effectiveness and
clinical outcomes were not evaluated. The methodology can be adapted by teams developing hardware for chronic disease
management.
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Introduction

Developing effective digital health hardware—such as wearable
devices, smart medical equipment, or assistive
technologies—presents unique methodological challenges that
distinguish it from software-based interventions. Hardware
development requires balancing user needs with physical
constraints, manufacturing feasibility, and cost considerations,
while ensuring usability across diverse populations.
Human-centered design (HCD) and design thinking (DT)
methodologies offer structured approaches to navigate these
challenges, yet practical, step-by-step guidance on applying
these methods to health care hardware development remains
limited in the literature. This tutorial addresses this gap by
providing detailed methodological guidance, illustrated through
a real-world development case.

Diabetes mellitus (DM) is a chronic disease in which glucose
metabolism is altered due to increased resistance to insulin
action or low insulin production [1]. The prevalence of this
pathology has increased significantly over the last few decades
and will continue to do so in the coming decades. Data show
that in 2024, an estimated 589 million adults were living with
DM, a figure that could reach 853 million by 2050. More than
90% of these cases are type 2 diabetes mellitus (T2DM), making
this disease a global public health challenge [2,3].

In addition to the significance of prevalence figures, it is worth
noting that DM places a high demand on health care personnel
due to the multiple comorbidities it can cause, including
nephropathies, vasculopathies, and neuropathies, among others
[4], with disease management playing a crucial role in this
context. Diabetes management is a dynamic and long-term
process that begins at diagnosis, when initial education and
treatment are introduced, and continues with daily
self-management tasks such as diet, medication adherence, and
glucose monitoring. Periodic follow-up is also essential to
prevent complications and adapt treatment as the disease
progresses. In this context, diabetes self-management education
and support should be provided at diagnosis, during critical
transitions, and on an ongoing basis throughout the care process
[5]. Diabetes self-management education and support contributes
to both daily management and the acquisition of self-care skills,
which are crucial for long-term adherence. Among lifestyle
behaviors, nutrition is particularly influential [6,7], yet
adherence to healthy dietary patterns remains inadequate in
many patients [8,9]. Our research group focuses on the stage of
learning and consolidating dietary self-management skills and
on supporting sustained adherence through innovative tools
adapted to patients’contexts that improve their clinical situation.

Among dietary strategies, carbohydrate counting stands out as
the cornerstone of nutritional management in type 1 diabetes
mellitus (T1DM), as it enables the adjustment of insulin doses
[10]. However, its complexity often hinders adherence. The

rapid growth of digital technologies has created new
opportunities in this field. Mobile health apps have been shown
to support lifestyle changes and chronic disease management
[11-13]. In diabetes, both generalist apps (eg, MyFitnessPal
[Mike Lee] and CalorieMama [Azumio Inc]) and T1DM-specific
apps (eg, CarbAndMove, SocialDiabetes [SocialDiabetes SL],
and Carb Manager [Wombat Apps LLC]) are widely available.
Nevertheless, they share essential limitations, including low
usability and adherence [14,15], limited involvement of health
care professionals in their development [16], technical problems,
and poor integration with glucose-monitoring devices [17,18].
This fragmentation often forces patients to use multiple apps
simultaneously, complicating management and increasing the
risk of abandonment.

Recent reviews also highlight that evidence of their effectiveness
remains inconsistent, and many tools fail to adequately meet
patients’ real needs [19,20]. Successful solutions must therefore
actively involve end users in the design process and incorporate
features such as educational content, monitoring tools, goal
setting, gamification, reminders, and social interaction options
[21-23]. Positioning these initiatives within health behavior
change frameworks [23-25] provides a comprehensive
foundation for understanding how capability, opportunity, and
motivation interact to enable sustained dietary change. In this
regard, technological tools should not only support day-to-day
management but also strengthen patients’ ability to learn,
consolidate, and adhere to effective self-care strategies over
time [26].

This complex clinical challenge—requiring sustained user
engagement, multidisciplinary collaboration, and
hardware-software integration—provides an ideal context for
demonstrating the systematic application of HCD methodology.
The following sections present a replicable approach that other
teams can adapt to their own hardware development challenges
in chronic disease management.

In this scenario, HCD emerges as an innovation method
particularly suited to the development of solutions in the highly
ambiguous field of health care. It focuses on creating high-value
solutions through a people-centered approach that leverages
diversity of thought, creativity, and ethnographic insights, which
are refined through iterative testing [27,28]. The iterative nature
of HCD reduces risks in terms of time and budget, mitigates
cognitive biases among researchers, empowers individuals and
teams, and enhances both creative confidence and solution
quality [29-33]. Despite these advantages, HCD remains
relatively new and is inconsistently applied in health care
innovation [34]. This fact is particularly relevant for addressing
health care disparities, including the digital divide, which can
be mitigated through collaborative solutions developed in
partnership with patients and stakeholders [35,36].

HCD also complements classical scientific approaches by
improving the translation of evidence into practice and

J Med Internet Res 2026 | vol. 28 | e75744 | p.649https://www.jmir.org/2026/1/e75744
(page number not for citation purposes)

Palomares et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/75744
http://www.w3.org/Style/XSL
http://www.renderx.com/


identifying opportunities for intervention in target populations
[33,37]. Although it is often used interchangeably with DT
[27,30,34,38], important distinctions exist between the two.
While both are iterative and user-centered, HCD applies more
rigorous methods aimed at usability and user satisfaction in
digital health products. In contrast, DT has a broader scope that
emphasizes innovation across diverse contexts [37-39]. In short,
HCD can be considered a comprehensive framework, while DT
operates as a flexible strategy for problem-solving within that
framework [40].

At the same time, designing any logical or physical system is
inherently complex, shaped by both enabling and constraining
factors. The classical system design cycle outlines 5 main stages,
namely objectives, research, requirements, design, and
evaluation, yet traditionally involves users only in the final
evaluation phase [41]. In practice, the process is iterative, with
later phases informing adjustments to earlier ones. However,
excluding users from early stages often results in products that
lack adequate user experience, making people feel
uncomfortable when using them with tools that were not
developed according to their real needs and requirements.

For this reason, some methodologies have evolved to involve
end users and stakeholders throughout the design cycle
[29-31,34,38,39]. HCD has proven particularly effective for
developing systems and interfaces tailored to users’needs while
aligning with institutional objectives [32,33,37,38]. Because
users are deeply engaged throughout the process, the resulting
interfaces provide a better fit and more satisfying usability
experience [27,28]. User input can be collected through both
direct methods (eg, questionnaires and interviews) and indirect
approaches (eg, observation of prototype interactions and session
recordings), complemented by quantitative measures, such as
task completion time or error frequency [33].

This tutorial demonstrates the practical application of these
principles throughout a complete hardware development cycle.

In this context, a novel initiative called SMARTCLOTH has
been developed. SMARTCLOTH is a 3-year project funded by
the Spanish 2021 Health Research Projects of the Strategic
Action in Health 2017‐2020 call. It aims to develop and
preliminarily test the usability of a “smart tablecloth” designed

to enhance dietary management and adherence in individuals
with diabetes, supporting both the portion diet system (standard
in type 1 diabetes) and the plate method (recommended in type
2 diabetes). This tutorial provides step-by-step guidance on
applying HCD methodology and iterative prototyping to health
care hardware development, illustrated through the
SMARTCLOTH project. The approach emphasizes usability
testing strategies that ensure accessibility for patients or
caregivers of any age and level of technological literacy,
principles that can be adapted to other digital health hardware
development contexts.

Methods

Overview
This tutorial provides step-by-step guidance on applying HCD
methodology and iterative prototyping to health care hardware
development, illustrated through the SMARTCLOTH project.
The approach emphasizes usability testing strategies that ensure
accessibility for patients or caregivers of any age and level of
technological literacy, principles that can be adapted to other
digital health hardware development contexts. For each phase,
we describe (1) the purpose and key objectives of the phase, (2)
specific tools and techniques used, (3) practical implementation
details, and (4) decision-making processes when challenges
arose.

We present the phases sequentially for clarity but acknowledge
that in practice, iteration between phases is common and often
necessary. Timelines and resource allocations are provided as
reference points but will vary based on project scope and
available resources.

The research team applied the DT method, following the Double
Diamond model proposed by the UK Design Council [42] and
adapted according to Gasca and Zaragozá [43,44]. This Double
Diamond structure (Multimedia Appendix 1) identifies 4 general
stages (mapping, exploring, building, and testing). In turn, the
first three are subdivided into another 6. In their proposal, these
authors offer specific tools, which are not mutually exclusive,
to complete each stage and substage. All the tools used in the
development of SMARTCLOTH are detailed in Table 1.
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Table . Stages, substages, and tools in the development of SMARTCLOTH.

ToolsDescriptionStage and substage

    —aIt is used to delimit the context of the work (what
is known, what is unknown, and what needs to
be known) and the scope and objectives of the
project.

Mapping

Map the internal context of the interdisciplinary
research team.

    Mapping the team • Strengths, Weaknesses, Opportunities, and
Threats (SWOT)

• In/Out

This tool helps know the profiles of patients who
would benefit from using SMARTCLOTH (ex-
ternal context).

    Mapping customers • In-depth interviews
• Person
• Empathy map
• Customer journey map

    —It focuses on using qualitative techniques to un-
derstand and delimit the problem. It also gathers
information on what is currently being done to
address it.

Exploring

It is essential to understand the problem and its
related factors in depth.

    Research • Focus group (patients)
• Focus group (experts)

The specification of the problem in the design
challenge, in addition to synthesizing the research
into a challenge, orients the team and focuses on
devising solutions on something concrete.

    Synthesis • Design challenge

    —It consists of embodying ideas in a prototype to
define and transmit an idea quickly.

Building

Through divergent thinking, the devise substage
allows a broad spectrum of possible solutions to
the design challenge to be explored before con-
verging on the most effective and feasible propos-
als.

    Devise • Brainstorming
• Cocreation sessions

It consists of materializing ideas. It is the process
of quickly defining and transmitting an idea and
materializing it into something physical that can
be tested.

    Prototyping • Wireframes and web prototyping
• 3D printing and physical prototyping

It is used to get feedback on each idea presented
to end users. This stage allows us to learn what
works and what doesn’t and to test functionalities
without the need for the final product.

Testing • User test on the web
• User test on a physical prototype
• Usability test

aNot applicable.

Phase 1: Mapping (January-February 2022)

Scope Definition and User Profiling
The key aspects of this phase include:

1. Purpose: Systematic problem assessment, team alignment,
and user characterization

2. Adaptable duration: 1‐3 months depending on project
scope

3. Key outputs: User profiles, project scope definition, and
initial requirements

4. Application to SMARTCLOTH: According to the Double
Diamond DT, the initial stage is the mapping, in which the
problem is assessed, and the available resources are
determined. This phase started in January 2022 and finished
by the end of February 2022.

Team
In the team mapping phase, conducted in February 2022, we
used the SWOT (Strengths, Weaknesses, Opportunities, and
Threats) and IN/OUT tools to identify and categorize the team
members’ strengths, weaknesses, opportunities, and threats and
clearly define the elements within or outside the project’s scope.
Both health care professionals and engineers participated in
these sessions.

User and Market
Subsequently, for patient mapping, 6 in-depth interviews were
conducted with health care professionals who regularly deal
with patients with diabetes (4 nurses and 2 nutritionists), selected
by nonrandom convenience sampling between February and
March 2022. We used user-centered tools to synthesize the
information collected, including “persona,” “empathy map” and
“customer journey map.” The persona tool allows us to create
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detailed profiles of fictitious users based on actual data. Each
“persona” represents a specific profile of patients who might
use SMARTLOTH, detailing their demographics, behaviors,
needs, and goals [45]. The “Empathy Map” was used to capture
and organize information about what users think, feel, say, and
do about diabetes dietary management. This tool helped us
understand users’ emotions and perspectives and identify their
main frustrations and desires [46]. Finally, the “Customer
Journey Map” was used to map the complete journey of people
with diabetes through the health care system, from the first
contact to the end of their interaction. It highlighted the
touchpoints, emotions, and potential barriers users face
throughout their experience [47]. By identifying opportunities
for improvement at each stage of the journey, we were able to
define the most effective and successful functionalities of
SMARTCLOTH, as well as the point in education of patients
with diabetes where it could be used. Ultimately, these tools
allowed us to develop detailed patient profiles, deeply
understand their needs, emotions, and experiences, and
comprehensively visualize their interaction with health services
over time, thus facilitating the identification of critical points
and opportunities for improvement that SMARTCLOTH could
represent.

Data Analysis for Mapping
A phenomenological approach was used to analyze the data
from the in-depth interviews with health care professionals
specialized in diabetes education. The interviews were
transcribed and meticulously reviewed. Subsequently, initial
coding of the transcripts was undertaken, identifying emerging
themes related to perceptions and experiences of dietary
management and technology use. The codes were grouped into
broad themes, such as experiences with technology, challenges
in diabetes education, and recommendations for technology
improvements, which are essential for identifying common
patterns and developing detailed user profiles.

User-centered design tools, such as “persona,” “empathy
mapping,” and “consumer journey mapping,” were developed
using the information extracted from the transcripts and themes.
Different user profiles were identified based on familiar patterns,
and their demographic, psychographic, and target characteristics
were detailed. The phenomenological approach was the most
appropriate for this analysis, as it allowed capturing the
subjective and emotional experiences of health care
professionals and their patients, providing a comprehensive and
richly detailed view that facilitated the identification of pain
points and opportunities for improvement in the use of diet
management hardware in patients with diabetes.

Phase 2: Exploring (April-June 2022)

Research, Feasibility, and Challenge Formulation
The main aspects of this phase are as follows:

1. Purpose: Deep investigation of user needs and technical
feasibility

2. Adaptable duration: 2‐4 months depending on complexity
3. Key outputs: Design challenge formulation, technical

framework selection, and detailed requirements

4. Application to SMARTCLOTH: The research stage was
carried out after establishing the initial set of objectives.
We noticed that at least 2 research areas, clinical and
technical, had to be considered.

Clinical Research
During the substage of the research, conducted between April
and June 2022, we completed 5 focus groups to gain an in-depth
understanding of the needs, experiences, barriers, and facilitators
of different patient profiles regarding adherence to the
recommended dietary pattern in diabetes. These included 3
focus groups with patients from the 3 profiles previously
identified in the mapping stage and 2 focus groups with nurses
responsible for diabetes education and management in both
primary and specialized care.

Technical Research
We studied different software and hardware design
methodologies. Hardware design requires determining the
components, integrating all of them, placing each element in
the device, building the device, interconnecting everything,
testing it, and checking the conformance with the objectives
and the experience of use of the product by different users. This
task is rather long and time-consuming. Therefore, most
companies do not build the final product until all the elements
have been tested and approved. The users do all the testing, and
in this sense, as the HCD requires large interactions with the
users, it is highly suitable for combining both.

For this reason, we decide to include a quick and easy
mechanism for creating a simulated device to ask users about
the product without building it physically. This tool would
reduce the costs of the overall design and development process,
and users would provide accurate usage information for the
designer. Therefore, the physical product will finally be built
with the most accepted design from the users.

We analyzed several options for prototyping, including (1)
creating a simulator from scratch using Python (Python Software
Foundation) or other similar programming language, (2) building
a mobile or tablet app, or (3) making a dynamic web page. The
first option is the most powerful, as the programmer can design
any behavior, but it requires much effort to develop the
simulator. Moreover, adapting the simulator for every platform
where it will be executed would be required. The second option
has been widely used because tablets and smartphones are
ubiquitous. Therefore, the app is developed once and used on
lots of devices. The last option was creating a dynamic response
web page. This third is the most versatile option, as any device
connected to the internet with a web browser is suitable.
Simulating the behavior of the SMARTCLOTH device could
be like playing a game. In fact, many games are developed for
HTML5-compliant web browsers, executing the code on the
device and not on the server. Regarding HTML5 development,
some of the most relevant game-creation frameworks are Phaser
3, Matter.js, Kiwi.js, Quintus, and CreateJS. All of them are
similar, with slightly different variations and compatibilities
with various web browsers and platforms. Phaser 3 is probably
the most versatile HTML5 game development framework, as

J Med Internet Res 2026 | vol. 28 | e75744 | p.652https://www.jmir.org/2026/1/e75744
(page number not for citation purposes)

Palomares et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


it has fast rendering and multitouch input capabilities on mobile
and desktop browsers.

Synthesis
We use the design challenge tool in the synthesis substage to
analyze and organize the information gathered. This tool is used
to frame the core design problem and helps define the scope
and objectives of the project, establishing a common starting
point for the team. Typically, the challenge is formulated as an
open-ended question that encourages creativity and the
exploration of multiple possible solutions [48,49]. While using
this tool, we focus on identifying and articulating the primary
needs and desires of the users, as well as the constraints and
opportunities of the project context. The formulation of the
design challenge was agreed upon in a collaborative and
interdisciplinary process between the health care professionals
and the engineering team, trying to synthesize all the data and
insights collected in the previous stages and substages.

Data Analysis for Mapping
Similarly, for the exploration phase, all focus group sessions
with different profiles, which were audio- and video-recorded,
were transcribed verbatim by a specialized company. Ricoeur’s
method of hermeneutic analysis[50] a 4-stage inductive
approach, was used with the support of NVivo (Lumivero)
software to analyze qualitative data. First, 2 researchers
reviewed the focus group data and transcripts multiple times to
gain a general understanding and compile a list of main ideas.
Then, the data were coded, and nodes with predefined categories
were identified, establishing 13 analytical subcategories. In the
third stage, new nodes were generated based on the affinity of
meanings, creating 4 codes and 18 subcodes to achieve greater
abstraction and discriminate the characteristics of the same idea.
In the fourth stage, a greater understanding of the initial
categories was achieved through the “hermeneutic arc,”
considering both the initial experience and the rereading of the
corpus of data. This analysis enabled us to identify which
elements or characteristics act as barriers or facilitators from
the perspectives of both patients and diabetes education nurses.

Phase 3: Building (Iterative Timeline)

From Low-Fidelity Wireframes to Interactive Web
Simulation
The relevant aspects of this phase include:

1. Purpose: Translation of requirements into tangible
prototypes

2. Adaptable approach: Can use various prototyping tools
based on resources

3. Key outputs: Low-fidelity wireframes, high-fidelity
prototypes, and interactive simulations

4. Application to SMARTCLOTH: The team built a functional
system for users to test at this stage.

Devise
The devise (ideation) substage was based on the implementation
of brainstorming techniques and cocreation sessions and focused
on the definition and integration in a single device of the
functionalities that SMARTCLOTH should present to respond

to the design challenge. During the brainstorming, the
interdisciplinary team proposed creative and varied solutions,
regardless of their initial feasibility, to maximize creativity and
divergent thinking. This process allowed for exploring multiple
approaches before selecting the most feasible ideas for further
development [51]. The cocreation sessions also involved the
interdisciplinary group to harness the diversity of thinking and
experience, enrich the design process, and ensure that solutions
were comprehensive and well-founded, facilitating a holistic
and user-centered approach [52]. Ultimately, both sessions were
characterized by interdisciplinarity, seeking solutions from the
perspective of health care workers and patients but accepting
the technological and time constraints for the completion of the
project.

Prototyping
Subsequently, the prototyping substage started with the creation
of low- and high-fidelity wireframes and then moved on to web
prototypes. The low-fidelity wireframes were initially used to
outline the basic structure and layout of the elements in our
interfaces without focusing on design details. These simple,
quick sketches allowed us to agilely explore different
configurations and functionalities.

Finally, we developed high-fidelity wireframes, incorporating
finer details, including typography, colors, and graphics,
providing a more realistic representation of the final product
[53,54]. Once the high-fidelity wireframes were approved, we
created interactive web prototypes, which allowed us to simulate
the end-user experience and evaluate the functionality and
fluidity of the interface in a realistic digital environment, screen
and button locations, icons, and general usability ideas. This
strategy ensured the design was visually appealing, intuitive,
and functional for users [22]. Phaser 3 framework enables
drawing 2D objects, adding event-handling hook functions, and
managing different functionalities using JavaScript. Several
assumptions and simplifications had to be made. For example,
we need to simulate the part of preparing the meal by humans.
In real life, this process would take place at the kitchen table,
by cutting portions of food or using a plate or bowl to serve
each item. However, these actions fall outside the scope of the
SMARTCLOTH physical device. The design will only deal
with the device and its internal functioning. However, to
simulate the behavior of the SMARTCLOTH virtual device,
the web was split into 2 areas. On the right part, we add an area
named “YOUR KITCHEN,” in which a dish and several
different foods could be dragged to place the dish above the
balance or add or remove pieces of food to the dish or from the
dish, or even directly above the weight. As a simplification, 2
buttons in the “YOUR KITCHEN” area were added to add 25
g of a given previously activated food or to remove 25 g from
the piece of food. The piece of food grows bigger or smaller
according to the number of 25 g clicks the user has pressed. If
the piece of food goes to 0 g, it disappears from “YOUR
KITCHEN.” We decided that the “YOUR KITCHEN” area
should be placed on the left part of the screen. On the right side
of the screen, the SMARTCLOTH device was simulated.

The SMARTCLOTH web prototype was designed and
developed using the Phaser 3 JavaScript framework. The initial
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prototype, shown in Figure 1, was created using simple forms
(circles and rectangles). Members of the project team tested this

prototype internally to check the conceptual functionality of the
elements.

Figure 1. SMARTCLOTH initial web prototype – not shown to users, internal testing only.

Phase 4: Testing (October-December 2022)

Iterative Usability Evaluation and Refinement
The main elements of this phase include:

1. Purpose: Iterative usability evaluation and refinement
2. Adaptable cycles: 2‐5 testing iterations recommended
3. Key outputs: Validated design, usability metrics, user

feedback, and refined prototype
4. Application to SMARTCLOTH: SMARTCLOTH web

prototypes designed in the previous phase were used for
the testing stage. Five testing sessions were conducted

between October and December 2022 (Multimedia
Appendix 2), involving 7 patients with diabetes representing
the 3 previously identified profiles. Each prototype was
tested by users and supervised by project team members.
During these sessions, participants performed a series of
specific tasks, detailed in Table 2, to evaluate the
functionality and usability of the prototype. Each test was
recorded with a video camera so that their behavior could
be checked in the future. The users provided some annotated
feedback, which was used to make all the changes for the
following prototype evolution.
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Table . Tasks applied in the SMARTCLOTH user tests.

DifficultyElements involvedTest

EasyWeigh one portion of grilled salmon (300 g) • Dish
• Sliced salmon

EasyWeigh a 150 g apple • Apple

ModerateWeigh a plate of 150 g of pasta, 50 g of tomato,
and 50 g of canned tuna.

• Dish
• Pasta (boiled)a

• Tomato, natural
• Canned tuna (raw)

ModeratePrepare a chickpea salad and a plate of 150 g of
pasta, 50 g of tomato, and 50 g of canned tuna.

• Chickpeas (boiled)
• Tomato, natural
• Canned tuna (raw)

HardSimulate two meals on the same day: • Glass
• Breakfast: 150 g whole milk + 100 g whole

wheat bread + 50 g butter
• Plate
• Whole milk

• Lunch: 200 grams of boiled zucchini + 50
grams of oil + 150 g of breast + 1 boiled
egg + 150 grams of banana

• Butter
• Wholemeal bread
• Dishb

• Courgette (boiled)
• Olive oil
• Breast
• Hard-boiled egg
• Banana

aSMARTCLOTH can differentiate between raw and boiled foods.
bWhen having 2 meals, 2 dishes are needed.

The think-aloud technique was used to collect qualitative data
on the user experience during the development of the tests. This
technique involves participants verbalizing their thoughts,
emotions, and actions as they interact with the prototype,
providing insight into their cognitive process and identifying
usability issues [55,56]. The choice of the think-aloud technique,
widely recognized in usability research, was based on its ability
to reveal critical aspects of user behavior that would not be
evident through other evaluation methods [57]. The data
collected was analyzed to identify common patterns, recurring
problems, and SMARTCLOTH usability, providing the basis
for subsequent design iterations and ensuring that the final
product was intuitive and functional for end users.

We designed a set of questions for the users after each test. Each
user was asked about how many kilocalories that meal had, how
many rations of carbohydrates that meal had, and some other
similar questions. We took note of the errors they committed
and the overall interaction with the simulator. Finally, we asked
them to express their feelings and suggestions about using that
simulator (Multimedia Appendix 3).

For each recorded test, we wrote down several direct data points
extracted from the videos, including number of attempts for
each test, total time to complete the test, best time try, average
time of the attempts, number of errors, number of explanations
and positive reinforcements, and stops in the attempts (direct
instructions and indirect indications). Some other indirect data
were extracted from the videos of the answers after the test,
including responses completed without help, with help, and

unanswered or incorrectly answered. In the following, we
describe every term extracted from the videos:

1. Attempt: Time interval in which the user works with the
prototype to accomplish the proposed task.

2. Explanation: Time interval in which the user receives a
more or less detailed explanation of the task, operation of
the device, or some other information related to the
experiment.

3. Error: Detection of malfunctioning of the prototype.
Depending on its severity, it can generate a restart of the
attempt.

4. Positive reinforcement: Affirmative expression confirming
to the user that he or she is proceeding correctly.

5. Direct help: Explicit indication of the next step to follow.
6. Indirect help: Implicit indication, usually in the form of a

question, to give the user clues on how to continue.

In each test, we showed the SMARTCLOTH web prototype on
a large (50 inches) screen connected to a computer with an
internet connection. We explained every button and element to
users, describing their use and behavior. After that, one by one,
each user was asked to manage different types of meals with
increasing complexity. Each user entered the room where the
test was carried out at a given time without interaction with the
rest of the users so that no bias could arise when exchanging
information among them.

Data Analysis for Testing
A qualitative approach based on content analysis was used to
analyze the data obtained through the think-aloud methodology

J Med Internet Res 2026 | vol. 28 | e75744 | p.655https://www.jmir.org/2026/1/e75744
(page number not for citation purposes)

Palomares et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and the annotations made during testing. The sessions were also
videotaped, transcribed, and coded. User comments and
behaviors were analyzed and grouped into categories related to
usability, understanding of the hardware, difficulties
encountered, and suggestions for improvement.

Positionality Statement
The research team comprised health care professionals (nurses
and nutritionists) and engineers (computer and electronic
engineering) affiliated with academic and biomedical research
institutions in Spain. Our backgrounds combine expertise in
diabetes education, nutrition therapy, digital health innovation,
and HCD methodologies. Several members have extensive
clinical experience supporting individuals with diabetes and are
committed to enhancing patient education and dietary adherence.
Others contribute technical expertise in prototyping, usability,
and interactive system design.

We acknowledge that our values—particularly a belief in the
potential of technology to enhance lifestyle management and
our commitment to patient-centered care—have influenced the
research process. These perspectives informed our emphasis on
usability, patient engagement, and contextual adaptation of
SMARTCLOTH. At the same time, we recognize that our
orientation toward health care innovation could predispose us
to highlight the positive aspects of digital interventions.

To address these influences, we used reflexive practices,
triangulated perspectives within an interdisciplinary team, and
integrated continuous feedback from patients and health care
professionals throughout the design and testing process. This
collaborative and iterative approach aimed to ensure that the
findings reflect not only our assumptions but also the lived
experiences and challenges of people with diabetes.

Ethical Considerations
The project complied with current Spanish regulations on
bioethical research, personal data protection, and bioethics,
following Law 3/Dec 5, 2018. In addition, the fundamental
principles of the Declaration of Helsinki (1964), the Council of
Europe Convention on Human Rights and Biomedicine (1997),
and the United Nations Educational, Scientific and Cultural
Organization (UNESCO) Universal Declaration on the Human
Genome and Human Rights (1997) were respected. The research
was approved by the Ethics and Research Committee of Cordoba
(Act n° 273, ref. 3754). Since video and audio recordings were
made of the participants, they were also asked to sign a consent
for transferring image rights. In the case of minors, these
consents were signed by their parents.

This study was conducted in accordance with ethical standards
on privacy and confidentiality. No identifying information of
participants is included in the manuscript or supplementary
materials, and all potentially identifiable data were omitted
unless scientifically essential. All participants signed informed
consent and were able to withdraw it at any time if they
considered it appropriate; in the case of minors, informed
consent forms were signed by their parents. Since video and
audio recordings were made of the participants, they were also
asked to sign a consent form for transferring image rights. No
compensation was provided to participants.

Results

Methodological Insights and Case Example Outcomes
This section presents the outcomes of applying the Double
Diamond methodology to SMARTCLOTH development,
organized to highlight both the specific results obtained in our
case example and the generalizable methodological insights
that emerged from the process. We emphasize decision points,
adaptations, and lessons learned that can inform other hardware
development projects.

Mapping

Team Mapping
The team considered that the main threats identified included
the recent pandemic (and its long-term consequences), the
difficulty in changing dietary habits, and the increasing number
of similar products on the market. Significant weaknesses
included limited time availability and lack of human resources,
the disparity of interests among the researchers, and the fact
that they were involved in several projects (multitasking).
However, the project had important strengths, such as skills in
web technologies, support from various institutions, and a strong
motivation for health education. Notable opportunities included
(1) direct access to patients and diabetes care professionals, (2)
a positive view of technology in the wake of the COVID-19
pandemic, (3) the availability of funding, and (4) the opportunity
to apply to different national calls for hiring professionals to
reinforce the team, all of which supported the feasibility and
potential success of the project.

In addition, it was crucial to determine which technological
challenges could be addressed by the team. Among the
functionalities of SMARTCLOTH that the team felt they were
capable of developing were food weighing, barcode reading,
design and physical printing of prototypes, design of buttons
for user interactions, estimation of calories and macronutrients
ingested at each meal with the ability to make longitudinal
records of intake, and a website where each user could submit
and consult this information, among others. However, it was
decided that other functionalities (shopping list, voice
recognition, and offering feedback on the diet quality) exceeded
the time and economic capabilities of the equipment. A graphical
summary of the results of these dynamics is available in
Multimedia Appendix 4.

User Profiles Mapping
In the in-depth interviews conducted to identify user profiles,
6 professionals (4 diabetes nurse educators and 2 nutritionists)
with varying experience in diabetes management but all over 3
years participated. The analysis of these interviews helped us
identify potential users of SMARTCLOTH, identifying 3
profiles.

The first profile (given the name Kevin) is an adolescent with
T1DM. Kevin manages his insulin well and understands his
condition, but he faces challenges related to social life and eating
out. He represents teenagers who think changing their diet is
complicated and do not want to be the “weirdo” among their
friends. They perceive their health as out of control and

J Med Internet Res 2026 | vol. 28 | e75744 | p.656https://www.jmir.org/2026/1/e75744
(page number not for citation purposes)

Palomares et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


sometimes feel frustrated because they cannot eat like everyone
else. These users seek to enjoy and have fun while eating but
face occasional family conflicts and struggle to adjust their
eating habits. In their journey as users, they face (together with
their family) initial doubts and fears, mistrust and loneliness,
but show interest and confidence in seeking new tools to manage
their condition.

The second profile, Julia, represents mature adults (between 50
and 65 years old) with T2DM. This profile corresponds to active
workers, which makes it difficult for them to maintain a regular
diet due to their schedules. They are motivated to improve their
dietary knowledge and are concerned about their health but find
it difficult to plan and prepare healthy meals. Overall, they
maintain acceptable control of their disease. However, they
perceive diet as a significant sacrifice and feel uncertainty and
decreasing motivation when faced with limited consultation
time and the confusion of scattered and, in many cases, contrary
information they can find on other media, such as the internet.
They often commit dietary transgressions linked to family
gatherings, parties, and work shifts. In their journey as users,
they experience an internal struggle to follow the diet and
improve their eating habits while seeking to maintain an active
social life and enjoy food with family and friends.

The third profile (Paco) corresponds to older people (aged more
than 65 years) with T2DM and low adherence to dietary
treatment. Generally speaking, they have a long history of the
disease and face insecurities and a lack of interest in following
the diet. In addition, they have no objection to adhering to
pharmacological treatment, although they say that insulin

injections frighten them a little. They prefer traditional food
and do not want to give up what they enjoy. This group of users
thinks it is difficult to change their eating habits at their age,
and they feel distrustful and uncertain about the effectiveness
of the diet. In the case of men, it is common for them to delegate
responsibility for their diet to their wives (which can lead to
family conflicts), and in general, they have not changed their
lifestyle and do not follow the recommended diet. In their
journey as users, this resistance to change stands out; they argue
with their partners about meals and feel overwhelmed by the
amount of information about diet despite understanding the
importance of taking care of themselves. SMARTCLOTH could
be a solution for this group, provided they are motivated.
However, the fact that they are not motivated and have poor
disease control makes it unlikely that they will ultimately be
users of this device. These profiles helped design
SMARTCLOTH to meet the specific needs of each user group,
providing solutions tailored to their particular contexts and
challenges.

Multimedia Appendix 5 (in Spanish) summarizes the tools used
to define these profiles (Persona, Empathy Map, and Consumer
Journey Map).

Exploring
Once these 3 profiles were identified, 5 focus groups were
conducted, 1 for each profile, and 2 other groups that included
primary and specialized care professionals responsible for
diabetes education. The characteristics of the participants are
detailed in Table 3 for the patients and Table 4 for the nurses.
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Table . Descriptive variables of the patients participating in the focus groups.

Diagnosis

DMa (year)

Socioeconom-
ic status

Educational
level

Employment
status

AreaMarital statusSexAge (years)Code

Patients with T2DMb

2018IDhPgHWfUeMRdFc71    T2DMP1

2007IE2jPRTiUMRF65    T2DMP2

2004IE1kPHWUMRF70    T2DMP3

2006IE1PRTUMRF77    T2DMP4

2009IE1PAJSlUMRF61    T2DMP5

—nIE1PRTUMRMm68    T2DMP6

2012IDPRTUMRM67    T2DMP7

2018IE1SecpAoUMRF53    T2DMP8

Patients with T1DMq and parents

2014IDSecSTtRsSNrF16    T1DMP1

2014IDSecSTUSNM17    T1DMP2

2019IA1uSecSTUSNM15    T1DMP3

2018ICvSecSTUSNM15    T1DMP4

—IDPARMRM55    PART1DMP1w

—IDPHWRMRF50    PART1DMP2

—IDSAUSDxF45    PART1DMP3

—IA1USyAUMRF48    PART1DMP4

—ICPHWRMRF46    PART1DMP5

—ICSecARMRM45    PART1DMP6

aDM: diabetes mellitus.
bT2DM: type 2 diabetes mellitus.
cF: female.
dMR: married.
eU: urban.
fHW: housewife.
gP: primary.
hID: 1313‐1602€/month (1€=US $1.16).
iRT: retired.
jIE2: less than 745€/month.
kIE1: 745‐1312€/month.
lAJS: active job search.
mM: male.
nNot available.
oA: active
pS: secondary.
qT1DM: type 1 diabetes mellitus.
rSN: single.
sR: rural.
tST: student.
u IA1: more than 3005€/month.
vIC: 1603‐2145€/month.
wFAMXX: A family member or primary caregiver of a patient with type 1 diabetes mellitus.
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xSD: separated or divorced.
yUS: university studies.
zPAR: parents.

Table . Descriptive variables of the diabetes nurse educators participating in the focus groups.

Years of experience in
diabetes education

Socioeconomic statusEducational levelSexAge (years)Code

16 (as a primary nurse,
although in health cen-
ters, they are not exclu-
sively dedicated to
this).

IBdUcFb42DNE1a

17 (as a primary nurse,
although in health cen-
ters, they are not exclu-
sively dedicated to
this). She was diag-
nosed with diabetes 30
years ago.

IBUF55DNE 2

32 (as a primary nurse,
although in health cen-
ters, they are not exclu-
sively dedicated to
this).

IBUF58DNE 3

6 years as a diabetes
nurse educator in the
endocrinology depart-
ment.

IBUF55DNE 4

6 years as a diabetes
nurse educator in the
endocrinology depart-
ment.

IBUF55DNE 5

4 years as a diabetes
nurse educator in the
endocrinology depart-
ment.

IBUF59DNE6

aDNE: diabetes nurse educators.
bF: female.
cU: university studies.
dIB: 2146‐2451€/month (1€=US $1.16).

Patients with T1DM and their caregivers (fathers, mothers, or
both) indicated that diabetes management is more difficult in
situations outside the daily routine, such as when eating out or
at social events. They also mentioned that a lack of knowledge
and confidence in portion measurement and carbohydrate
counting can be a significant barrier. Other factors highlighted
were the influence of the social environment and the need for
flexibility in dietary choices. However, motivations for
maintaining adherence included the desire for future well-being
and effective diabetes management to avoid long-term
complications. Possible functionalities we extracted for this
group included food scanning and carbohydrate counting,
personalized alerts and reminders, a healthy recipe database,
real-time monitoring and feedback on glucose levels, adjusting
dietary recommendations based on current readings,
compatibility with glucose sensors, and educational and
motivational functionalities.

Participants belonging to profile 2 (with T2DM and with
acceptable metabolic control) highlighted that diabetes
management is affected by factors, such as the social
environment, the availability of healthy food at home, and the
lack of structured support to follow a proper diet. Many
mentioned that they find it difficult to follow dietary
recommendations due to the temptation to consume unhealthy
foods readily available in their environment. In addition, some
patients expressed that the lack of clear and personalized
information about recommended diets complicates their
adherence. On the other hand, motivations for maintaining
adherence include avoiding major complications and
maintaining a good quality of life. Functionalities for this group
included personalized dietary recommendations with
personalized meal plans, food scanning and analysis, reminders
and alerts (for food intake, medication, and glucose level
monitoring), interactive nutrition education, connection to
monitoring devices, community and motivational support
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(creating a community support platform to share experiences
and advice, and receive support), and physical activity recording.

Finally, from the group of patients belonging to profile 3,
participants mentioned the difficulty of following a diet due to
the constant temptation to consume unhealthy foods available
at home, the lack of social and motivational support, and the
perception that measuring and weighing food is tedious and
difficult to maintain in the long term. Some patients expressed
that physical exercise was used to justify consuming
nonrecommended foods, believing that physical activity would
compensate for dietary excesses. Lack of consistency and
additional health problems were also important barriers. On the
other hand, the main motivation for following the diet was to
improve quality of life and avoid serious health complications.
However, there was little motivation to adhere to the
recommended dietary pattern. Continuous monitoring of glucose
levels, recording of physical activity, alerts and reminders,
nutritional and motivational education, food scanning, and
carbohydrate counting were also highlighted as functionalities
for managing their disease.

According to specialist care nurses for patients with diabetes,
patients with T1DM are often newcomers, those who are newly
diagnosed, or those with years of evolution who require ongoing
education on the management of their condition, including
insulin administration and carbohydrate counting. On the other
hand, patients with T2DM, especially those poorly controlled
(profile 3), tend to be more resistant to changing habits and face
additional complications that make adherence to dietary
guidelines complex and are the reason for referral from primary
care. According to these nurses, the main barrier for patients
with T1DM is the lack of adequate initial education, especially
at the time of diagnosis, when both patients and their families
feel overwhelmed. Adolescents with T1DM (profile 1)
sometimes have low adherence to dietary recommendations due
to rebelliousness and preference for unhealthy foods. In addition,
constant carbohydrate counting and weighing is tedious for
many, which can lead to errors in insulin management. However,
structured and ongoing diabetes education is a crucial facilitator,
as are family support and the use of technological tools, such
as mobile apps and continuous glucose monitoring devices,
which help to improve adherence. For patients with T2DM, the
most prominent barriers include ingrained eating habits and the
perception that following a diabetic diet is complicated and
tedious. Cultural and social factors also play an important role
in dietary adherence. Many patients prioritize medication over
diet, which hinders adequate glycemic control. On the other
hand, facilitators for these patients include ongoing education
and awareness of the importance of diet in diabetes management.
Social and family support can motivate patients to follow an
appropriate diet, and using personalized meal plan tools is also
beneficial.

As a result, the specialized care nurses believe that
SMARTCLOTH could include functionalities such as the
implementation of a food scanning and analysis system that
provides detailed nutritional information that would help patients
with carbohydrate counting, personalized meal plans, and
detailed menus to avoid the monotony and perceived
complication of following a diabetic diet, and automatic alerts
and reminders for taking medications, meals, and glucose
measurements. In addition, they comment that mobile apps that
help to calculate portions and adjust insulin intake according
to the meal would be a valuable tool, as well as interactive and
ongoing nutrition education, including modules on nutrition
and diabetes management, which can improve knowledge and
adherence.

Primary care nurses mainly care for patients with T2DM and,
to a lesser extent, patients with T1DM, with one of the
participating nurses having T1DM, which brought a unique
perspective to the session. According to the professionals,
patients with T1DM (profile 1) often arrive well educated and
controlled from diagnosis, especially if they debut in childhood,
but face barriers such as the perception of diet as tedious and
lack of adequate initial education. At the same time, facilitators
include good diabetes education and family support and
engagement. Patients with T2DM face barriers, such as
ingrained dietary habits, cultural influences, and a passive
attitude toward diabetes, with facilitators including continuing
education, social support, and the use of practical tools. For all
these reasons, they agree with the other nurses that
functionalities, such as food scanning, personalized meal plans,
automatic alerts and reminders, carbohydrate counting apps,
interactive nutrition education, and a community support
platform could improve dietary adherence.

Building
The qualitative assessment of patients’ perspectives revealed a
set of needs that were systematically translated into essential
functionalities, which necessarily had to be incorporated into
the SMARTCLOTH device. This process ensured that the design
responded directly to real user requirements, providing core
features, such as real-time conversion of food weights into
macronutrient portions, integrated calorie estimation, food group
identification, and barcode or QR code scanning (Table 5).
However, other needs could not be satisfied due to technical
constraints, challenges encountered during the prototyping
phase, or because they exceeded the project’s scope and
objectives. These unmet needs, also documented in Table 5,
included, for example, the provision of insulin dosing guidelines,
auditory feedback when pressing keys, and additional nutritional
recommendations, such as specific weight-loss or lactose-free
diets. All this information was subsequently transferred to a
SMARTCLOTH simulation website that supported the first
round of user testing.
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Table . Identified needs and functionalities developed to meet thema.

Functionality developed to respond to the needNeed identified

The screen provides real-time display of both weight in grams and the
corresponding macronutrient portions.

• Difficulty converting food weight in grams into macronutrient por-
tions.

• Lengthy calculations, leading to disengagement and discontinuation.
• Uncertainty regarding carbohydrate intake when estimating the insulin

dose to be administered (T1DM)

SMARTCLOTH integrates all required tools into a single device.• Need to rely on multiple devices (scales, calculators, plates, depending
on the food) to calculate each dish.

The screen provides real-time estimation of the caloric content of each
dish.

• Lack of information on caloric intake (particularly relevant for some
patients with T2DM and obesity)

SMARTCLOTH includes a panel of 20 food groups illustrated with images;
selecting a group displays a list of foods within it.

• Lack of knowledge and difficulty identifying foods, the group they
belong to, and their main macronutrient

SMARTCLOTH incorporates barcode and QR code scanning.• Difficulty estimating macronutrient portions in packaged foods.

SMARTCLOTH stores consumption data, accessible via a web platform.• Lack of overview of daily and weekly caloric and macronutrient in-
take.

aNeeds that have not been met: (1) guidelines for insulin dosing based on carbohydrate intake; (2) auditory feedback when pressing device keys; (3)
provision of healthy recipes or meal plans; (4) additional nutritional recommendations (eg, weight-loss and lactose-free diets); (5) touchscreen interface
(requested primarily by younger patients).

The SMARTCLOTH web prototype had 15 internal versions,
which provided 3 prototypes to be tested by the users. All the
versions were tested internally to check whether the system
behaved correctly. After those internal prototypes, users tested
each new version and modified it accordingly. Main
modifications came from the clinical part as new meals were
designed, and thus, the “YOUR KITCHEN” had to be altered
to add and remove food to create the meal.

Some other modifications were required because of the users’
feedback about the position or size of the elements (screen,
balance, or buttons). These modifications were the most
interesting from the design point of view, as they provided
firsthand feedback from the users’ usage experience.

Besides, the researchers performed express modification sprints
during testing sessions to change some behaviors or correct
minor errors that would not affect the rest of the users in the
testing. Some of these modifications were done in less than 10
minutes, from detecting the requirement to be modified or added
to uploading the new code to the web server. These
modifications could be done in real-time as the modified file
was on the web server. Therefore, each new prototype version
was available just after reloading the web page.

The following version, shown in Figure 2, represented a
significant change. All the simple forms were substituted by
images representing real buttons, screens, etc, so users could
feel the usage experience as real as possible.

Figure 2. SMARTCLOTH’s first web prototype shown to users.
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All the users in the test were surprised about the
SMARTCLOTH prototype. They all liked it very much and
were committed to helping in the test the best they could. We
noticed that the users did not “read” the screen. The screen’s
position in the lower-left corner of the SMARTCLOTH
prototype was not the best choice. All the users expected it in
the upper left corner. They did not recognize most foods in the
buttons representing food groups. The quality or size of those
buttons did not allow the users to understand the foods included
in every food group well. Some of them suggested adding
examples on the screen showing the foods included in each
group. Some of them did not like the position of the buttons for
adding a new dish or removing a dish from the meal. They
preferred all the control buttons related to the meals to be in the

same area. The older users asked us to add text to the control
buttons. Therefore, we added “TARA” (in Spanish) to the tare
button.

The second version of the SMARTCLOTH web prototype,
shown in Figure 3, changed the composition. As suggested in
the previous test, the screen and the group of food buttons were
swapped. Besides, we added new buttons related to cooked or
raw foods. The clinical team requested this for the project. We
decided to move the add dish and remove dish buttons below
the weight, beside the Tare and Save buttons, as indicated in
the previous test. Those two new buttons (cooked and raw) were
placed on top of the weight. We added text inside the buttons
describing the functionality of each of them, as mentioned in
the previous test.

Figure 3. The second evolution of the SMARTCLOTH web prototype shown to users.

In the second evolution test, we noticed that the Tare button
was useless in how users interacted with the prototype. The
system did the tare when a new group of food buttons was
pressed. Therefore, we removed the Tare button and the
necessity of pressing 2 buttons.

Besides, users asked us to remove them from the final prototype,
as neither barcode nor Bluetooth functionalities were included.
In the same way, as the power consumption was not simulated
in the web prototype, the battery icon was removed in the
SMARTCLOTH final prototype. All these changes led us to
the final SMARTCLOTH web prototype, shown in Figure 4.
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Figure 4. Final testing of SMARTCLOTH HTML5-compliant web prototype.

Testing
Three sessions were carried out. Every session was recorded
and analyzed afterwards.

Tests 1 and 2

The SMARTCLOTH first web prototype, shown in Figure 2,
was used in tests 1 and 2. The first test was a meal of 150 g of
apple, and the second was 300 g of salmon. The analysis of the
recorded video provided the results shown in Multimedia
Appendix 6. Each user was anonymized by the acronym profile
(P1/P2/P3) and user (1-5). For instance, P1.3 represents user 3
of profile 1 (T1DM).

Tests 3 and 4

The second version of the SMARTCLOTH web prototype,
shown in Figure 3, was used in tests 3 and 4. Test 3 consisted
of 150 g of apple, 250 g of yogurt, and 100 g of nuts. Test 4
consisted of 150 g of pasta, 50 g of tomato sauce, and 50 g of
tuna. The analysis of the recorded video provided the results
shown in Multimedia Appendix 7.

Test 5

The final version of the SMARTCLOTH web prototype, shown
in Figure 4, was used in test 5, a complete meal composed of 3
dishes. The analysis of the recorded video provided the results
shown in Multimedia Appendix 8.

Figure 5 shows the average time of the last try and the average
time of the tries for each test, according to user profiles.
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Figure 5. Average completion times for user tests. Bars represent the average time of the tries for each test and user type, while the lines represent the
average time of the last try for each test and user type. T1DM: type 1 diabetes mellitus; T2DM: type 2 diabetes mellitus.

Discussion

Principal Findings
This tutorial has demonstrated the systematic application of
HCD and DT methodology to develop digital health hardware,
using SMARTCLOTH as an illustrative case example.

This DT methodology is widely used to create technological
solutions for chronic health problems. For example, the study
by Petersen and Hempler et al [58] used it to develop a mobile
app that helps patients with diabetes manage their disease more
effectively. The researchers found that the app significantly
improved glycemic control and adherence to treatment. Another
study used this methodology to design a telemedicine platform
for patients with hypertension, resulting in a marked
improvement in blood pressure monitoring and patient
satisfaction [59]. Like our work, both studies showed optimal
results, highlighting the effectiveness of DT in developing
technological solutions for managing chronic diseases, where
treatment adherence has been shown to be a key element.

Reflections on the HCD Process

Mapping

Team Mapping

Concerning the research team’s preassessment, despite the
threats and weaknesses identified, this technique offered an
interesting approach for researchers to maximize their strengths
and take advantage of the opportunities available. The recent
pandemic presented significant challenges, coupled with the
difficulty in changing dietary habits and competition with similar
products on the market. In this sense, an honest and strategic
assessment of the project’s human, temporal, and economic

capacities beforehand allowed the development of all stages of
the DT methodology to be adjusted. Despite this, a dearth of
studies uses or reports the results of these preassessment
strategies. However, the orientation and focus that originated
in the team underlines the need for robust methods to identify
the potential of interdisciplinary groups and concretize the work
in technological projects to improve adherence to lifestyles in
chronic diseases. Recent studies have highlighted similar
challenges and proposed similar solutions to overcome identified
weaknesses in health-related technology projects [60-62].

User Profiles Mapping

Using end-user-centered design tools, such as “persona,”
“empathy mapping,” and “customer journey mapping” has been
particularly interesting. Traditionally used in business and the
private sector to improve the benefits of business propositions,
these tools are applied novelly in the health sector. However,
this approach has been evidenced to help increase usability and
adherence to use by patients with chronic conditions. For
example, a recent study used the persona tool to design a
medication-tracking app for patients with cardiovascular disease,
significantly improving treatment adherence [63]. Another study
implemented the “customer journey map” in developing a
telerehabilitation program for patients with chronic obstructive
pulmonary disease, finding that the tool helped identify friction
points and improve the user experience, thereby increasing
patient engagement and satisfaction [64]. Similarly, using the
“empathy map” in developing a support platform for patients
with diabetes allowed developers to better understand users’
emotional and functional needs, leading to a more intuitive and
effective design [65]. Like the studies discussed above, our
work has also found these tools very useful in understanding
and segmenting our users, having identified three profiles (1)
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First profile comprised one of adolescents and their caregivers
with T1DM, who manage their insulin well but face social and
dietary challenges; (2) a second profile, of mature adults with
T2DM who, while having difficulty maintaining a diet, try to
engage with treatment; and (3) a third profile, corresponding to
older people with T2DM and with low adherence to treatment
and severe difficulties in modifying lifestyles.

Comparing these profiles with those reported in the literature,
we found important similarities and differences. For example,
a study on medication adherence in patients with diabetes
identified that levels of family support play a crucial role in
adherence to treatment. Patients who perceive greater
instrumental support from family members, such as help with
diet and medical appointments, tend to show better adherence
to treatment regimens [66,67]. This finding aligns with our
second profile, where family support is a key facilitator. Another
study highlighted that barriers, such as lack of knowledge about
diabetes and unsupportive family behaviors, such as negative
interference with medication adherence, are significantly
associated with poorer glycemic control outcomes [68]. This
finding is particularly relevant for our third profile of older
people with T2DM, who often have difficulty following dietary
recommendations due to ingrained dietary habits and lack of
structured support [69].

In addition, implementing continuous quality improvement
programs in diabetes management has been shown to improve
treatment adherence, promote self-care, and increase patients’
knowledge about their disease [66,70]. This strategy could
benefit all the profiles identified in our study, providing a
constant support structure and ongoing education.

Ultimately, these tools have allowed us to identify each group’s
specific needs and barriers, facilitating the design of the
functionalities that SMARTCLOTH should present as the most
effective and personalized solutions to improve adherence and
dietary management of diabetes. These were the key issues
addressed in the next stage.

Exploring
A determining factor in the design of a technological solution
is its adaptation to the needs of the end users. In this sense,
during the exploring stage, factors that facilitate or hinder
adherence to a diet that helps glycemic control in patients with
diabetes were detected. At this point, we emphasized those
identified barriers or facilitators relevant to the design of the
proposed technological solution.

Among the 3 profiles identified, the environment (social events,
eating outside the home, family pressure, constant exposure to
unhealthy foods...) appears as a common element that gets in
the way of following an adequate diet, something described in
studies carried out in other countries [71,72]. This situation
makes glycemic control difficult, either by eating high-calorie
meals, high consumption of proteins and/or fats that alter
glucose absorption, or difficulty counting carbohydrates ingested
[73,74].

Of the elements mentioned in the previous paragraph, the high
availability and exposure to high-calorie foods, unhealthy fats,
and free sugars, especially ultraprocessed foods, are particularly

important today. Studies show that consumption of these foods
is very high [75], so it must be assumed that SMARTCLOTH
users will incorporate them into their diet. In this context, a
barcode scanner was envisaged to monitor the intake of these
products accurately and to increase control and awareness of
what is involved in eating them [76].

On the other hand, the difficulty in counting carbohydrates is
not only limited to social life but also at specific times (the first
months after diagnosis of the disease, adolescence, after years
with the disease...), there is insecurity and/or relaxation due to
lack of training, in the first case, or fatigue due to the tediousness
of the process required to do so, in the second [77,78]. The
counting of this macronutrient, especially in patients with
T1DM, is fundamental in glycemic control, as it defines the
insulin dose [79]. Therefore, the mainstay of SMARTCLOTH
is the calculation of grams and servings of the 3 immediate
principles and the monitoring of intakes throughout the day.
Farooqi et al [80] found that this type of functionality is highly
relevant in diabetes management and in increasing adherence
to the necessary therapeutic approaches, as also found by other
authors [81-83].

Furthermore, the ability to structure an adequate diet is an
important limitation for most of the population. During the focus
groups, patients with T2DM openly expressed this problem
[71,84]. This difficulty is a major problem, as the correct dietary
therapeutic approach (quality food, reduction of free sugars,
moderate carbohydrate diet, and reduction of caloric intake) is
essential to improve metabolic control [85]. In this context,
SMARTCLOTH presents itself as an ideal tool for dietary
management. In addition to the aforementioned functions, the
digital tablecloth has to allow the monitoring of caloric intake
at each meal and accumulated caloric intake over a day, which
will allow moderation of energy intake and loss of body fat,
which has emerged as the main goal set by health care workers
for patients with T2DM [86]. However, SMARTCLOTH should
be accompanied by dietary recommendations made by qualified
personnel tailored to the individual patient’s needs.

A lack of culinary knowledge also limits the ability to structure
and follow an appropriate diet [87,88]. This shortage means
that most meals are not organoleptically comparable to those
offered by the food industry and require more preparation time
[89,90]. Therefore, taking advantage of the barcode reader, the
researchers decided to design a book and a database of
standardized healthy recipes that would (1) improve the quality
of meals, thanks to a better choice of foods; (2) reduce the time
spent in the kitchen, through simple recipes; (3) increase the
palatability of meals, through the introduction of very tasty
recipes; and (4) reduce the difficulty of controlling meals,
because the simple reading of the barcode associated with the
recipe will allow the portion to be weighed directly without the
need to consider the ingredients separately.

Monitoring blood glucose and its coupling with dietary intake
is of particular concern to health care staff caring for this group
of patients [91-93]. In this case, SMARTCLOTH will upload
all intakes recorded on the device to a database. This information
will be uploaded to a website, allowing the patient to enter their
blood glucose and graphically observe the correlation between
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blood glucose and intake. This functionality can help to establish
a pattern or detect errors in the patient’s self-care and help to
intervene more precisely.

Finally, it should be noted that although SMARTCLOTH is
designed and developed according to the needs expressed by
patients, motivation will play a key role in its use, as, like any
intervention, it will require commitment from users [94-96]. As
evidenced throughout this research, it is unlikely that those who
do not want to change their habits (profile 3) are likely to do
so.

Undoubtedly, SMARTCLOTH will not address all the barriers
that were identified, especially some related to the environment.
This is because the final prototype will not be of a size that
allows it to be used outside the home. However, a solution may
be offered by future iterations of SMARTCLOTH, which may
be more portable so that it can be used outside the home.

Building
Initially, the prototype was planned to be developed physically.
However, adopting the web-based implementation strategy has
greatly benefited the project. Web technologies have made it
possible to speed up prototyping and make changes at no
economic cost.

Three significant evolutions of the prototype (with multiple
small internal modifications) have occurred. Agile
methodologies guided these evolutions, and mini prototypes
were rapidly developed. The development team tested these
internally, and if they passed the quality standards, they were
integrated into the prototype to be tested by the users.

Two factors limited the set of changes applied to the prototypes.
The main limiting factor was the time until the next user testing
session. The next factor that recommended limiting the set of
changes in each prototype was the need to evaluate the impact
on the users while maintaining the functionality, as including
many changes could make detailed evaluation too tricky.

Due to this prototyping process’s exploratory and discovery
nature, it cannot be separated from the testing stage. The
experience gained from this project has revealed that the
methodology for developing the best prototype cannot be
separated into watertight stages. Being user-centered, the process
of specification, development, testing, and respecification must
be continuous and cannot be disaggregated. Users’ own
evaluations generate proposals for modifications, which, in turn,
require agility in development, with a very rapid process of
specifying new requirements. In many cases, this entire process
was reduced to 10 minutes. This extreme speed did not allow
for a standard process of requirements gathering, analysis,
design, and reimplementation. This section followed a software
development paradigm [41] that did not precisely conform to
the spiral or rapid prototyping paradigm, although it took many
elements from both approaches.

Because of this rapidity, many of the usual thorough
error-checking processes cannot be applied. This means that
the developed prototypes should not be used for unsupervised
external deployments but only for controlled testing. In other
words, prototypes should be discarded and only be used to

extract fundamental information for constructing the final
system.

In short, all these evolutions have made it possible to
substantially change the functioning and the layout of the
different visual and information input elements.

Testing
At this point, it is necessary to differentiate between testing and
user evaluation. Testing aims to verify the code. Therefore, tests
ensure that the code does not contain errors and that the
execution provides consistent results. User evaluation seeks
validation of the product, that is, the degree of user acceptance
of the system. This user evaluation does not seek the correctness
of the results, as this is a later phase. Once the product has been
developed per the requirements gathered from the users, it can
be used by the research team to achieve the project’s objectives.

Focusing on the internal tests, we must distinguish between
those carried out before and during the user evaluations. The
developments carried out before the evaluations had a short
time frame, less than a month, but with the capacity to carry
out a sufficient set of tests on the code. These tests detected
lexical and syntactic coding faults and even validated results
with output verification and acceptable ranges. The testing
procedure followed the usual software engineering standards
[97]. The code developed before the user evaluations had minor
coding errors in specific performances that were difficult to
trace. It can be considered good quality code with respect to the
specifications previously established for each prototype
evolution. However, due to time constraints, code testing was
not performed for code modifications made during the
evaluations. In this respect, it is essential that the developer
involved have extensive experience in programming, in the
JavaScript programming language, in Phaser 3, and in the
development of web-based systems. The quality of this code
varied considerably, although, in general, the code developed
could pass the minimum quality requirements.

With regard to user evaluations, focusing on the product
development aspect and the acquisition and adjustment of user
requirements associated with the system, the procedure had to
be more systematic. Follow-up documents were produced and
filled in with the subjective evaluation of the user tests. In
addition, video recordings were made to allow for a more
analytical review of the user tests. In the documents and the
video, we did not ask the same questions in all cases, so the
users’ answers may have been somewhat biased in some cases.
However, we think this bias did not affect the sense of the
suggested modifications, since the indications were mostly
oriented to help users with the assignment of the different foods
to the food group buttons. Only when users got stuck in the
procedure for too long was full guidance provided until the
process was completed. The evaluation of the reasons for the
impossibility of completing the process was analyzed. In some
cases, the size of the buttons and the lack of knowledge about
the assignment of foods to food groups were problematic.

In general, user tests allowed the prototypes to evolve into the
final design, which saved the project a lot of time and money.
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Although SMARTCLOTH is conceived as a hardware device
rather than a mobile app, its integrated intelligent
functionalities—such as real-time conversion of food weights
into macronutrient portions, barcode or QR scanning, and
automated calorie estimation—are expected to reinforce both
glycemic control and dietary adherence. From a clinical
perspective, improved precision in dietary monitoring is
anticipated to contribute to reductions in HbA1c, as demonstrated
in studies evaluating technology-based wearable interventions
compared with standard care [98]. Beyond glycemic outcomes,
SMARTCLOTH could also increase adherence by simplifying
complex dietary tasks, reducing the cognitive burden of
carbohydrate counting, and making the process more
understandable. Usability and clarity of device interfaces have
been shown to influence treatment adherence in diabetes care,
with user-friendly designs being associated with better long-term
engagement [99]. This characteristic is particularly relevant
during the early stages after diagnosis, when patients often
report errors and insecurity in carbohydrate counting, and an
assistive hardware device may function as both an educational
and behavioral reinforcement tool. Nevertheless, the translation
of these functionalities into measurable clinical outcomes will
depend on sustained device engagement, data completeness,
and seamless integration into daily routines.

Methodological Reflections: Limitations and Strengths
of the HCD Approach
These reflections on the limitations and strengths of our HCD
application provide important considerations for other teams
adapting this methodology to their own hardware development
projects.

This project presents several strengths that enhance the validity
and applicability of its findings. First, the use of an HCD
methodology ensured that the prototype was developed based
on the real needs and experiences of patients and health care
professionals, thereby increasing usability and acceptance.
Second, the iterative prototyping and testing process enabled
continuous refinements, contributing to a functional and
user-friendly system. Third, the inclusion of diverse patient
profiles (adolescents with T1DM, working-age adults with
T2DM, and older adults with low adherence) provided a
comprehensive understanding of different user needs and
improved the generalizability of the results.

Nevertheless, several limitations should be acknowledged. The
user testing involved a relatively small sample, which may
restrict representativeness. Evaluations were conducted in
controlled settings rather than during everyday use, limiting
inferences about long-term adoption. Finally, the current
prototype is oriented toward home use, which may limit its
applicability in outdoor contexts where dietary management
can be especially challenging.

Although the HCD approach enabled us to gather a wide range
of ideas and proposals from patients and professionals, not all
of them proved feasible—whether due to technological or
economic constraints of the project—or guaranteed a significant
clinical impact. This fact is an inherent limitation of
participatory processes in complex areas, such as diabetes

management, particularly when patients express needs that are
difficult to address without a highly active role on their part (eg,
motivation). Nevertheless, the iterative nature of the design
process and the triangulation with health care professionals
allowed us to refine these contributions, prioritizing those that
were more feasible and had greater potential applicability. In
this way, HCD was useful not only for capturing perceptions
and needs but also for guiding a process of selection and
refinement oriented toward realistic technological solutions
aligned with the precise needs of users.

Limitations and Adaptability Considerations
The methodology presented reflects our experience with a
specific clinical context (diabetes dietary management) and
available resources (an academic research team with engineering
and clinical expertise). Teams adopting this approach should
consider the following:

1. Resource allocation: Our timeline (8 months from mapping
to testing) may need adjustment based on team size and
funding.

2. Technical expertise: We chose web-based prototyping
(Phaser 3) for accessibility; teams with different capabilities
might select alternative frameworks.

3. User recruitment: Access to patient engagement boards or
clinical partnerships will influence the feasibility of iterative
testing.

4. Cultural and linguistic adaptation: Our Spanish-speaking
population required specific interface considerations that
will differ in other contexts.

The methodology is broadly applicable to other chronic disease
management contexts and health care hardware development
scenarios. By sharing our experiences, decision-making
processes, and lessons learned, we aim to support other
multidisciplinary teams in developing user-centered digital
health solutions. Future work should explore adaptations of this
approach for resource-constrained settings, integration with
established clinical workflows, and methods for scaling from
prototype to clinical implementation and evaluation.

Conclusions
This tutorial has provided step-by-step methodological guidance
for applying HCD and the Double Diamond model to health
care hardware development. Through the SMARTCLOTH case
example, we have demonstrated how systematic user
engagement, iterative prototyping, and structured usability
testing can inform the development of digital health solutions
tailored to patient needs. Key methodological contributions of
this tutorial include (1) a replicable framework for user needs
assessment combining multiple HCD tools (persona, empathy
mapping, and customer journey mapping) that can be adapted
to different chronic disease contexts; (2) strategies for
synthesizing multidisciplinary input from clinical and technical
team members through structured cocreation sessions; (3)
cost-effective prototyping approaches using web-based
frameworks (Phaser3/HTML5) that enable rapid iteration before
committing to physical manufacturing; (4) structured usability
testing protocols combining quantitative metrics (task
completion time and error rates) with qualitative feedback
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(think-aloud technique) across diverse user populations; and
(5) practical guidance on adapting design requirements for users
with varying technological literacy levels, including specific
accommodations for older adults and users with limited digital
experience.

In our specific application to diabetes dietary management, the
resulting SMARTCLOTH prototype demonstrated strong
usability and user acceptance across 3 distinct user profiles. The
iterative development process, guided by continuous patient
and professional input, yielded a tool perceived as intuitive and
potentially valuable for dietary self-management support.

The methodology presented in this tutorial is broadly applicable
to other chronic disease management contexts and health care
hardware development scenarios where user-centered solutions

are needed. By sharing our experiences, decision-making
processes, and lessons learned—including both successes and
limitations—we aim to support other multidisciplinary teams
in developing effective digital health hardware.

Future applications of this methodology could explore
adaptations for different resource settings, integration with
existing clinical workflows and electronic health record systems,
methods for scaling from prototype to clinical implementation,
and approaches for conducting effectiveness evaluations that
measure both usability and clinical outcomes. For
SMARTCLOTH specifically, next steps include larger-scale
usability testing, evaluation of clinical effectiveness on dietary
adherence and glycemic control, and development of portable
versions suitable for use beyond the home environment.
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Different user tests and patients using SMARTCLOTH.
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Multimedia Appendix 3
Grid of actions for user test 2 task using SMARTCLOTH.
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Abstract

Background: Multimorbidity, the coexistence of 2 or more chronic conditions, is associated with poor well-being. Health
coaching apps offer cost-effective and accessible support. However, there is a lack of evidence of the impact of health coaching
apps on individuals with multimorbidity.

Objective: This study aimed to assess the impact and acceptability of a health coaching app (the Holly Health [HH] app) on
the subjective well-being (SWB) of adults with multimorbidity.

Methods: This study used an explanatory-sequential mixed methods design, with quantitative secondary data analysis in the
first phase and qualitative interviews in the second phase. In the quantitative phase (n=565), pre- and post-SWB (Office for
National Statistics' 4 personal well-being questions [ONS4]) scores from existing app users with multimorbidity were analyzed
using Bayesian growth curve modeling to assess the impact of HH. In the qualitative phase (n=22), data were collected via
semistructured interviews and analyzed using reflexive thematic analysis. Mechanisms of action that supported SWB were
categorized using the Multi-Level Leisure Mechanisms Framework.

Results: There was a significant increase in life satisfaction (Coef.=0.71, 95% highest density interval [HDI] 0.52‐0.89),
worthwhileness (Coef.=0.62, 95% HDI 0.43‐0.81), and happiness (Coef.=0.74, 95% HDI 0.54‐0.92) and a decrease in anxiety
(Coef.=−0.50, 95% HDI −0.74 to −0.25) before and after using the HH app. Overall, 8 acceptable app features activated 5
mechanisms of action, including behavioral, psychological, and social mechanisms. Three additional factors influenced the
acceptability of the health coaching app: type of chronic condition, availability of time, and the use of other support tools.

Conclusions: The study demonstrates that health coaching apps could be effective and acceptable support tools for individuals
with multimorbidity. This study contributes to understanding why health coaching apps support SWB and could be used to inform
the development of future digital health interventions in multimorbidity.

(J Med Internet Res 2026;28:e78738)   doi:10.2196/78738

KEYWORDS

multimorbidity; health coaching app; digital health intervention; subjective well-being; mixed methods; mechanisms of action

Introduction

By 2035, it is projected that two-thirds of adults in England
aged 65 years and older will have multiple chronic conditions,
with a 50% increase in people developing 4 or more chronic
conditions [1]. Multimorbidity is the coexistence of 2 or more
long-term physical or mental health conditions [2]. It has been
associated with key disease clusters including hypertension,
diabetes, asthma, cancer, depression, and anxiety [3].
Multimorbidity is more prevalent among older adults, females,
and those living in lower-income areas [4,5]. It is also influenced

by socioeconomic (eg, education), behavioral (eg, smoking),
psychosocial (eg, loneliness), and biological factors [6].

Due to the complex nature of multimorbidity, consequences
range in severity and scope. Associated outcomes include
premature mortality [7], disability [8], elevated frailty risk [9],
and hospitalization [10]. Multimorbidity also contributes to
economic burden, including increased health care use and costs
[11]. The complex health care needs associated with
multimorbidity management cannot be met sufficiently by
current health care systems with a single disease focus [12].
There is a general lack of holistic support options, especially
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an inattention to well-being in primary care consultations [13].
Emphasis on patient-centered approaches, where individuals
can establish and work toward their own health and well-being
goals, is essential to the effective management of multimorbidity
[14]. Patient-centered care is a key component of the National
Institute for Health and Care Excellence (NICE) guidance on
multimorbidity [15].

Subjective well-being (SWB) is defined as an individual’s
thinking and feeling toward life as desirable [16]. It encompasses
3 dimensions: evaluative, eudaemonic, and affective [17,18].
Evaluative well-being refers to the overall assessment of
satisfaction with life, eudaemonic well-being links to accounts
of the meaning of life, and affective well-being reflects feelings
and moods experienced every day [19]. Previous research has
consistently shown the association between multimorbidity and
poor well-being [6]. This is concerning, given SWB could play
an important role in health maintenance and management. For
example, increased SWB has been found to predict greater
engagement in health-promoting behaviors [20], which has
significant implications for multimorbidity management [21].

In the last few decades, there has been an increasing recognition
of engagement in leisure activities, such as physical activity, as
a protective factor against multimorbidity [22]. The Multi-Level
Leisure Mechanisms Framework [23] suggests that engaging
in leisure activities elicits various health benefits via
psychological (eg, improved well-being), biological (eg,
increased physical fitness), social (eg, increased social support),
and behavioral (eg, increased motivation) mechanisms. This is
supported by empirical research showing that regular exercise
(behavioral mechanism) and strong social networks (social
mechanism) are associated with a lower risk of multimorbidity
[24], while increased social support (social mechanism) and
lifestyle changes (behavioral mechanism) are associated with
slower illness progression [25] and improved life expectancy
[26].

Digital solutions can be used to promote these positive
behavioral changes, such as increased engagement in physical
activities, which can then subsequently enhance subjective and
physical well-being, with health coaching apps offering
cost-effective and accessible support options [27]. Health
coaching apps are a form of digital health intervention (DHI),
which are tools that use information and communication
technologies for the improvement of health management,
monitoring, prevention, treatment, and lifestyle [28]. Various
studies have demonstrated the feasibility, acceptability, and
effectiveness of the use of health coaching apps to support the
self-management of common chronic conditions such as
depression [29], diabetes [30], and hypertension [31]. However,
there is a paucity of evidence exploring the mechanisms of their
impacts. Moreover, evidence of their impacts on individuals
with multimorbidity remains preliminary and limited,
particularly with interventions that explicitly target SWB as a
primary outcome [32]. To our knowledge, there are currently
no studies specifically focusing on the impact of digital
interventions on the SWB of people with multimorbidity.
Therefore, this study focused on well-being, given its established
association with multimorbidity and as it remains underexplored

compared to more commonly studied outcomes (eg, quality of
life).

This study aimed to assess the impact of a health coaching app
on the SWB of people with multimorbidity. More specifically,
it addressed the following research questions: (1) Does using a
health coaching app have a positive impact on the SWB of
people with multimorbidity? (2) If a positive impact is observed,
which app features contribute to improved SWB for people
experiencing multimorbidity and how do they support SWB?
(3) Which factors influence the perceived acceptability of the
app?

Methods

Holly Health App
This study is partnered with Holly Health (HH), a health
coaching app supported by iOS, Android, and web [33]. Key
features include daily chatbot support, nudges and reminders,
mood, stress, and energy tracking, habit tracking, health reviews,
tailored educational content, and short-term challenges (see
Multimedia Appendix 1 for app images). These challenges
typically involve 1-week goals (eg, mindfulness or physical
activity challenges) that are ranked from easy to hard. The app
targets well-being, sleep, exercise, and eating to promote healthy
aging and support chronic condition management. Engagement
with the app is user-directed, allowing individuals to interact
with different features according to their needs and preferences
rather than through a prescribed pathway. HH is supported by
the UK National Health Service (NHS) Innovation Accelerator,
which aims to support high-impact innovations that address
NHS priorities [34]. Currently, the app is partnered with more
than 200 general practitioner (GP) practices in the United
Kingdom. Users typically access the app through GP practices,
where they are invited via an SMS text message to download
and use the app free of charge. HH is grounded in cognitive
behavioral therapy (CBT) [35], acceptance and commitment
therapy [36], mindfulness, and the small habits approach, based
on frameworks such as the Capability-Opportunity-Motivation
Behavior (COM-B) model [37]. While HH incorporates features
to support chronic condition management, it was not specifically
developed for people with multimorbidity.

Study Design
This study used an explanatory sequential mixed methods design
[38], comprising a quantitative phase followed by the qualitative
phase (see Figure 1). First, the quantitative phase involved
secondary data analysis of repeated survey data (n=565). This
was followed by the qualitative phase, where semistructured
interviews were conducted with 22 app users. The two phases
were conducted and reported sequentially, with integration
occurring during the interpretation of findings to explain and
expand on the quantitative results. This study defines
multimorbidity as 2 or more chronic conditions. Guidance for
secondary data analysis (STROSA: Standardized Reporting of
Secondary Data Analyses [39]) and qualitative research
(COREQ: Consolidated Criteria for Reporting Qualitative
Research [40]) were followed.
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Figure 1. Study design flowchart.

Ethical Considerations
The University College London (UCL) Research Ethics
Committee approved this study (26737/001). All participants
provided informed consent prior to participation, and all
procedures were conducted in accordance with the ethical
standards and institutional regulations. Secondary quantitative
data were fully anonymized by HH before being transferred to
the researchers for analysis. Data were stored on a secure
research environment provided by UCL, accessible only to the
research team. The interview recordings and transcripts from
the qualitative phase were transferred to a secure research
environment, ready for checking and deidentification. HH
provided £5 (US $6.75) Amazon vouchers to those who
completed an interview.

Participants

Quantitative Phase
Secondary data were obtained from health surveys of app users
conducted by HH between March 2023 and March 2024. The
surveys were originally collected outside the app but were later

integrated within the app platform. Eligibility criteria for this
study required participants to (1) report 2 or more chronic
conditions during the onboarding health survey, (2) be aged 18
years or more, and (3) complete the baseline and follow-up (≥8
weeks) SWB questionnaires (n=565). Completion of the baseline
questionnaire was compulsory; however, demographic
information questions (eg, age, gender, and ethnicity) and the
follow-up questionnaire were optional. Before applying the
eligibility criteria, 882 app users had completed the baseline
and follow-up questionnaire. Of this, 565 app users were eligible
(64.1% of the available data). The sample size meets the
minimum sample size to yield an alpha of .05, a statistical power
of 0.8, and a small effect size (d=0.2) [41] in SWB outcomes.
The assumption of a small effect size was based on previous
literature that investigated the influence of a DHI on the
well-being of individuals with a single chronic condition [42].
Demographics such as age, gender, and ethnicity were captured
through the app, which were only available for 55.2% (312/565)
of participants. Missingness occurred because the SWB survey
was not initially integrated into the app; therefore, it cannot be
linked to demographic information.
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Qualitative Phase
A criterion-based purposive sampling technique was used to
identify eligible app users with multimorbidity who had used
the app for at least 2 weeks. Recruitment was conducted via an
email campaign distributed by the HH team to eligible app users,
and participants self-selected to take part by scheduling an
interview through a Calendly link. The first email was sent to
2190 app users. A total of 30 app users replied, and interviews
were booked; however, 9 did not go ahead due to participants’
scheduling conflicts and technical difficulties. The email was
then sent to 40 new app users who met the criteria, resulting in
1 more interview and 22 interviews in total. Information power
was referenced during the planning and data collection phases
to evaluate the sufficiency of the sample size [43]. This process
was iterative, with no predefined number of interviews. Given
the broad aim of the study and the use of cross-case analysis
alongside the application of an established theory and a specific
sample, a moderate sample size was deemed appropriate.

Materials and Procedure

Quantitative Phase
The primary outcome was measured by the Office for National
Statistics’ 4 personal well-being questions (ONS4) [44]. The 4
questions cover life satisfaction (evaluative), worthwhileness
(eudemonic), happiness (affective), and anxiety (affective), each
measured on an 11-point Likert scale (0‐10) (see Multimedia
Appendix 2 for questions and scoring). The ONS4 data were
collected at baseline and the 8-week follow-up with no time
limit for completion. The median number of days between
baseline and follow-up completion was 84.5 (IQR 59-160) (~12
weeks). Other relevant data included age (18‐34, 35‐54,
55‐64, and 65+ years), gender (male or female), ethnicity
(White and other), number of daily habits completed (eg, 10
minutes of mindfulness=1 habit), number of medical conditions,
and whether the app user felt they had developed automatic
habits without relying on the app (yes or no). Chronic conditions
were recorded through self-report using a predefined checklist.
If a condition was not represented, app users had the option to
select “something else.” The checklist was developed based on
publicly available NHS data on condition prevalence and the
most commonly diagnosed chronic conditions identified among
the first 20,000 HH users. They were not able to provide any
additional free-text responses.

Qualitative Phase
Potential participants were sent an information sheet and a
Calendly link to an interview booking page by HH via email.
Participants could book 45-minute time slots for the interview.
To book the time slot, participants were required to read the
information sheet and check all the consent boxes, providing
consent to take part in the study. The interviews were recorded
and transcribed via Microsoft Teams. Due to confidentiality,
we cannot confirm whether the interview participants were also
part of the survey dataset. All interviews were conducted by the
lead researcher (IS). The interviews were semistructured,
following a topic guide (see Multimedia Appendix 3) discussing
participants’ multimorbidity and positive and negative
experiences of using HH, with the flexibility of follow-up

questions and prompts. The topic guide was developed by the
lead researcher (IS), with supervision from 2 coauthors (FB and
AB). It was informed by the study aims and the conceptual
underpinnings of HH. The topic guide was piloted, with one
question subsequently divided into two to improve clarity. This
interview was included in the analysis. Demographic
information, including self-reported chronic conditions, was
collected during the interviews. The mean duration of interviews
was 24.68 minutes (range 12.31-52.34 minutes). A distress
protocol was in place due to potentially sensitive topics being
disclosed, informed by the Qualitative Research Distress
Protocol tool [45].

A reflective log was used by the lead researcher (IS) to guide
self-reflection and transparency during the research process
[46]. IS is a White female researcher (MSc) with experience in
conducting research with people with long-term conditions and
semistructured interviewing. Independence from HH was
clarified to participants before the interview to ensure
transparency and reduce potential bias. IS’s values of respect,
transparency, and evidence-based practice fostered rapport and
shaped expectations of the app. IS’s positionality, shared with
many participants who were predominantly White and female,
required reflexive attention to how shared identity could
influence assumptions. Reflexive journaling and supervision
supported critical reflection on how personal characteristics,
interviewing style, and emotional responses influenced both
data collection and analysis.

Analyses

Quantitative Phase
Descriptive analyses were conducted to summarize
characteristics, including frequencies, percentages, means, and
SDs. To examine changes in SWB before and after the
intervention, quantitative data were analyzed using Bayesian
growth curve modeling. It allowed us to examine person-specific
and average changes between 2 time points, with random
intercept and slope. For the main analysis, we fitted an
unconditional linear growth model to the full sample (n=565)
separately for each of the ONS4 SWB measures, using
noninformative priors, 2000 iterations, 6 chains, a burn-in of
1000, and a thinning of 5. Please see Multimedia Appendix 4
for technical details. A paired samples t test was conducted as
sensitivity analysis, using both the full sample and a conditional
sample restricted to complete demographic data (n=312) to
assess the potential influence of missing data. Sensitivity
analyses were also conducted to examine if changes in SWB
differed by individual characteristics including age, gender,
ethnicity, number of medical conditions, automatic habits, and
number of habit completions. This was done by fitting separate
conditional growth models for each demographic covariate
using data from a reduced sample with valid data for that
specific covariate (n=292 to 312). The Bayesian growth curve
models were fitted in R 4.3.2 (R Foundation for Statistical
Computing) and using Markov Chain Monte Carlo algorithms,
implemented in JAGS. Model convergence was assessed using
the Gelman-Rubin statistic and visual inspection of the posterior
distributions. Paired sample t tests were conducted in IBM SPSS
Statistics 28.0 for Microsoft Windows.
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Qualitative Phase
Transcripts were analyzed using NVivo 12 (Lumivero).
Reflexive thematic analysis was used, a theoretically flexible
methodology used to understand experiences and behaviors
[47,48]. The analysis adopted an essentialist, experiential,
inductive approach to capture and reflect participants’ direct
experiences and perspectives [49]. Once the themes were fully
developed inductively, they were mapped onto the Multi-Level
Leisure Mechanisms Framework [23] top-level categories and
were interpreted in the context of participants’ reported
experiences with HH. This framework was selected as it offers
a clear structure for understanding (eg, psychological, social,
and behavioral mechanisms of change), which aligns with the
study’s aim of identifying which app features may support SWB
and the factors linked to acceptability. The framework did not
shape the coding or theme development process; rather, it was
used post hoc to organize the themes within established
mechanisms. This supported subsequent interpretation of
findings, enabling connections to be drawn between themes and
app features.

The lead researcher (IS) coded the transcripts twice, followed
by discussion with two coauthors (FB and AB), who each read
2 transcripts. The reflective log was referred to throughout the

analysis, with potential preconceptions about the familiarity of
using technology considered.

Synthesis of Findings
This study followed an explanatory sequential mixed methods
design, in which synthesis of findings occurs during the
interpretive stage. In the quantitative phase, the analysis
identified both the direction and significance of change in SWB.
The qualitative phase was undertaken to provide explanatory
depth and contextualization, focusing on potential mechanisms
and specific app features that may be associated with the
observed findings. The interpretation of the quantitative findings
through consideration of the qualitative evidence is presented
in the Discussion section.

Results

Quantitative Results

Sample Characteristics
Among app users with valid demographic information (n=312),
35.9% (n=112) were aged 65+ years, forming the largest age
category (see Table 1). Over three-quarters (n=245, 78.5%)
were female, and 94% (n=280) were White.

Table . Quantitative characteristics.

ValuesVariables

Sex (n=312), n (%)

245 (78.5)    Female

67 (21.5)    Male

Age in years (n=312), n (%)

14 (4.5)    18‐34

84 (26.9)    35‐54

102 (32.7)    55‐64

112 (35.9)    65+

Ethnicity (n=298), n (%)

280 (94)    White

18 (6)    Other (Asian, Black, Mixed, or Other)

Automatic habitsa (n=292), n (%)

219 (75)    Yes

73 (25)    No

4.64 (3.36)Number of medical conditions (n=312), mean (SD)

161.86 (229.51)Habit completionsb (n=312), mean (SD)

aHave you started to do any of your habits automatically? That is, without relying on the app to remind you?
bNumber of habits recorded as completed.

The mean number of chronic conditions recorded was 4.64 (SD
3.36; Table 1). As shown in Table 2, the most common
conditions were anxiety (126/312, 40.4%), hypertension

(122/312, 39.1%), depression (108/312, 34.6%), and arthritis
(96/312, 30.8%).
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Table . Chronic condition frequency (n=312).

Values, n (%)aChronic condition

Mental health

126 (40.4)    Anxiety

108 (34.6)    Depression

Cardiometabolic

122 (39.1)    Hypertension

85 (27.2)    High cholesterol

43 (13.8)    Type 2 diabetes

38 (12.2)    Prediabetes

25 (8.0)    Heart disease

Musculoskeletal or pain

96 (30.8)    Arthritis

83 (26.6)    Joint mobility issues

41 (13.1)    Chronic pain

16 (7.1)    Fibromyalgia

20 (6.4)    Osteoporosis

13 (4.2)    Severe mobility impairments

Respiratory

58 (18.6)    Asthma

18 (5.8)    Chronic obstructive pulmonary disease

Gastrointestinal

28 (17.2)    Irritable bowel syndrome

19 (7.2)    Irritable bowel syndrome or inflammatory bowel disease

Other

104 (33.3)    Something else

52 (19.6)    Insomnia

14 (9.2)    Fatty liver

15 (4.8)    Stroke

12 (3.8)    Long COVID

9 (2.9)    Kidney disease

aValid percentages calculated based on the number of app users who responded to each condition item. App users could report multiple chronic conditions.

Bayesian Growth Curve Model
The results from the unconditional Bayesian growth curve
models are shown in Figure 2. On average, life satisfaction
increased by 0.71 (95% highest density interval [HDI] 0.52-0.89)

after using the app for 8 or more weeks, worthwhileness
increased by 0.62 (95% HDI 0.43-0.81), and happiness increased
by 0.74 (95% HDI 0.54-0.92). Alongside this, anxiety decreased
by 0.50 (95% HDI −0.74 to −0.25).
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Figure 2. Bayesian growth curve model mean trajectories.

Sensitivity Analyses
As shown in Table 3, paired samples t tests revealed a significant
difference in life satisfaction (t564=−7.65, P<.001),

worthwhileness (t564=−6.58, P<.001), happiness (t564=−7.46,
P<.001), and anxiety scores (t564=3.87, P<.001). This finding
aligns with the Bayesian growth curve model, again suggesting
a significant improvement in all ONS4 domains.
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Table . Paired samples t test results (n=565).

Cohen dcP valuet testbMean (SD)ONS4a domains

–0.32<.001–7.65Life satisfactiond

5.34 (2.60)    Prescore

6.06 (2.42)    Postscore

–0.28<.001–6.58Worthwhilenessd

5.88 (2.55)    Prescore

6.50 (2.46)    Postscore

–0.31<.001–7.46Happinessd

5.54 (2.64)    Prescore

6.28 (2.53)    Postscore

0.16<.0013.87Anxietye

4.70 (2.89)    Prescore

4.20 (2.93)    Postscore

aONS4: Office for National Statistics’ 4 personal well-being questions.
bTwo-tailed t test (df=564).
cCohen d (1988) effect sizes: small (d=0.2), medium (d=0.5), and large (d=0.8).
dLife satisfaction, worthwhileness, and happiness thresholds: low (0-4), medium (5-6), high (7-8), and very high (9-10).
eAnxiety threshold: very low (0-1), low (2-3), medium (4-5), and high (6-10).

In the conditional Bayesian growth curve models (n=292 to
312), group effects were tested (see Multimedia Appendix 5).
We found some evidence that age, automatic habits, and number
of habit completions were associated with SWB outcomes at
baseline. However, there was little evidence that these variables
were related to the rate of change for any of the SWB measures.

Qualitative Results

Sample Characteristics
Participants in the qualitative sample (n=22) were aged 29‐73
years (mean age 55.6 years). Most were female (n=18, 81.8%)
and White (n=19, 86.4%). The most common chronic conditions
reported were high blood pressure (n=7), anxiety (n=6), and
type 2 diabetes (n=6) (see Table 4). Participants described
varying levels of engagement with HH, from ongoing active
use to reduced or discontinued use.
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Table . Qualitative sample characteristics (n=22).

ValuesCharacteristics

Sex, n (%)

18 (81.8)    Female

4 (18.2)    Male

Age (years), n (%)

1 (4.6)    18‐34

6 (27.3)    35‐54

10 (45.5)    55‐64

5 (22.7)    65+

Ethnicity, n (%)

19 (86.4)    White

3 (13.6)    Other (Asian, Black, or prefer not to say)

Chronic conditions, n

7    High blood pressure

6    Anxiety

6    Type 2 diabetes

4    Depression

4    High cholesterol

3    Fibromyalgia

2    Asthma

3    Chronic fatigue syndrome

2    Diverticulitis

2    Irritable bowel syndrome

2    Osteoarthritis

2    Prediabetes

2    Sciatica

2    Stroke

39    Othera

aAtrial fibrillation, attention-deficit/hyperactivity disorder, borderline osteoporosis, bowel cancer, bowel problems, chronic pain, cochlear hydrops,
complex posttraumatic stress disorder, congenital heart disease, coronary heart disease, diabetic neuropathy, Graves’ disease, gout, hard of hearing,
heart disease, heart valve problems, hepatitis, hypermobility spectrum disorder, hypermobility syndrome, hypertension, inflammatory bowel disease,
long COVID, low iron, mobility problems, multiple myeloma, musculoskeletal problems, perimenopausal disorder, peripheral neuropathy, rheumatoid
arthritis, sleep apnea, tinnitus, thrombocytopenia, and unstable bladder.

Mechanisms of Action

Summary

Participants described 8 app features that activated 5
mechanisms of action leading to perceived improvements in
SWB. App features included (1) those promoting action, such
as “checking off daily goals,” “setting small goals,” “reminders
and nudges,” and “tracking and progress reports”; (2) features
fostering reflective practice, including “mindfulness and
affirmations” and “positive reinforcement”; and (3) interactive
features such as “AI interface” (AI: artificial intelligence) and

“constant support availability.” Behavioral mechanisms included
“maintenance of healthy behaviors” and “increased sense of
achievement.” The psychological mechanism was “improved
self-compassion,” and the social mechanisms included
“increased feelings of social support” and “reduced feelings of
loneliness.” The acceptability of the app was impacted by “type
of chronic condition,” “availability of time,” and “the use of
other support tools.” These relationships are presented in Figure
3. Participant quotes are used to illustrate the relationship
between the app features and the activated mechanisms of
action.
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Figure 3. Thematic associations diagram. This figure illustrates the relationship between app features and the mechanisms of action identified in the
study. The figure reflects both overarching categories from the Multi-Level Leisure Mechanisms Framework and participants' reported experiences.
Dark pink denotes overarching mechanisms, while light pink indicates specific submechanisms. Similarly, dark blue denotes specific features within
these groups. The black dotted arrows indicate the key associations between app features and mechanisms. Factors influencing app acceptability are
shown in green, surrounding both features and mechanisms. AI: artificial intelligence.

Behavioral Mechanisms

Maintenance of Healthy Behaviors

To maximize the benefits of engaging in healthy habits,
including improved SWB, participants needed to reach a point
of maintaining them. This process was supported by the app
features “reminders and nudges” and “checking off daily goals.”
Participants felt that they had achieved maintenance when they
no longer relied on the app to fulfill their daily goals:

The meditation, I just go and do that myself. Now I
don’t even [use the app] because I’m in the habit of
doing it. [Participant 13]

The app worked in the background to support participants to
stay “on track” while maintaining their habits. Some participants
reached a point where they felt confident enough to start
introducing new habits due to the strong maintenance process:

I guess I really should be changing them, the ones
that are now coming naturally to me. [Participant 11]

Participants acknowledged the challenge of maintenance,
whether that be due to forgetfulness, needing further nudges,
or the nature of the habit itself. The success of the maintenance
process varied, with some habits proving more difficult to
maintain than others:
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I try and respond to it daily. I don’t always remember,
but I try to. I would say that I’ve been less successful
with the exercise things that I’ve set. [Participant 11]

Increased Sense of Achievement

Often, participants attributed their progress to an increased sense
of achievement, facilitated by the features “positive
reinforcement,” “tracking and progress reports,” and “setting
small goals.” This “sense of accomplishment” served as a
powerful motivator, encouraging them to continue progressing
with their goals:

I do like the little confetti you get when you’ve done
your habit. You know, I know it’s just psychological,
but I quite like the confetti. Yeah, there is a certain
satisfaction. [Participant 3]

Moreover, highlighting progress milestones provided further
gratification, promoting positive reflection and motivation:

It’s more encouraging. And I also like when it comes
up with a kind of big explosion, that’s 100 hours now
that you’ve done in the brain studio. [Participant 12]

Psychological Mechanisms: Increased Self-Compassion
Participants emphasized the importance of self-compassion in
fostering a more benevolent outlook. This mechanism was linked
to the features of “positive reinforcement” and “mindfulness
and affirmations.” Many participants described feeling
discouraged about incomplete goals and restrictions on what
they could achieve due to multimorbidity. This led some
participants to “talk poorly” to themselves, using HH to help
challenge these negative beliefs and “rationalize.” This was
especially effective in prompting participants to acknowledge
their progress and establish realistic expectations:

Since I’ve had Holly Health, I’ve been able to put a
lot of things into perspective. Because it’s saying it’s
okay to have down days, it’s okay not to feel your
best. But it’s also inspiring because it gives you the
thought that you can do it another day when you feel
better. [Participant 6]

By adopting this mindset, HH helped participants cultivate
greater self-compassion by not framing experience in absolute
terms:

I think the problem is with my tick charts or where
I’ve got a notebook and I’m checking a box or
something, I can get down on myself if I’ve bitten off
more than I can chew. I’m a bit of a perfectionist I
think - avoiding that black and white, you either did
it or you didn’t, you were great, or you were rubbish
kind of thing. [Participant 4]

Social Mechanisms

Increased Feelings of Social Support
Participants described the human-like qualities of HH, which
contributed to improving their SWB. This was directly attributed
to the “AI interface” feature. Such support was particularly
valuable when considering multimorbidity, as interactions with
health care professionals are often related to a deterioration in

health. The chatbot enabled participants to seek out and
experience more preventative and proactive holistic support:

It almost feels like somebody’s looking out for you,
but not in a purely medical context. Because you end
most of what you do with the healthcare professional
is usually when something goes wrong. So, it’s not
when something’s gone wrong, it’s actually slightly
helping things not to go wrong. [Participant 3]

The impact of the support was especially strong when it was
tailored; the “more holistic touch” of HH made the support feel
“personal.” This introduced feelings of having friend-like,
reliable support:

It helps with depression because it can talk to you
through times of no stimulation and depressive
thoughts. It’s like a friend. [Participant 6]

Reduced Feelings of Loneliness
Living with multimorbidity often led participants to experience
feelings of loneliness, with peers sometimes struggling to
understand the associated challenges. Feeling listened to and
acknowledged was crucial to participants, with some
encountering dismissive interactions elsewhere. The “constant
support availability” and “AI interface” of HH helped
participants to feel less lonely:

I have chats with them maybe once a week. It does
help knowing that somebody is at the other side, even
though it’s just a computer, and that somebody’s
listening. [Participant 16]

Participants expressed that enduring support options were crucial
for their well-being, particularly when they found it challenging
to actively seek support:

I do feel Holly (Health) is what’s carried me through
that really tough spell. Where I genuinely didn’t really
have any support from anyone, and it is much because
I couldn’t ask for it. [Participant 10]

Factors Influencing Acceptability of the App
Three factors that affected the acceptability of the app were
identified: “type of chronic condition,” “availability of time,”
and “using other support tools alongside HH.”

Type of Chronic Condition
Many participants viewed HH as a “holistic” support option,
capable of addressing a wide range of chronic conditions
simultaneously:

It’s quite universal though, I think there’s so much in
there that there’ll be something that would work for
anybody’s condition. [Participant 11]

However, others noted HH seemed more beneficial for certain
conditions, with more advice and support available for general
chronic conditions:

It seems to be designed for quite common conditions,
anxiety, depression. I think there are more specific
problems I had around rumination […] I don’t think
it was specifically good for that, I think it’s good for
general wellbeing. [Participant 5]
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Furthermore, participants with chronic fatigue syndrome (CFS)
noted that the app provided limited information and advice on
managing their condition, feeling it “needs something extra.”
Some felt their conditions were too complex or unique to be
fully addressed by HH:

I don’t really feel that I fit into an easy category.
Particularly people with fibromyalgia. Your
experience is very individual. [Participant 21]

Availability of Time
Having time to fully engage in the app and complete the goals
was a key factor in how suitable the app was for improving
SWB. Many participants valued having the designated time to
focus on their well-being goals daily:

There’s notifications to give you that reminder,
because let’s be honest, well life gets in the way of
everything, but sometimes you have to take that
five-minutes for yourself. [Participant 17]

Another participant described that “it’s time for me,” with the
app allowing participants to adapt goals to fit within schedules.
This was especially apparent in participants who were retired
or semiretired, having more time to engage with the app and
explore the activities:

But that’s one of the things about being semiretired
and having more time is trying these different things.
[Participant 9]

The Use of Other Support Tools
Many participants used a combination of support to ensure
comprehensive care for their mental and physical health, with
HH being one component of a broader support regimen:

Another tool in your general armoury of things.
You’re trying to look after yourself as best you can.
[Participant 15]

Some participants mentioned using multiple apps together,
selecting the most suitable based on their current needs:

I have quite a few different apps on my phone. I
suppose I’m always seeking which one feels right in
the moment but also will give me longer-term support.
[Participant 8]

Others combined HH with more intensive forms of support,
such as health coaching, adapting techniques from both
face-to-face and digital formats to enhance their support plan
and maximize the benefits:

I’m having counselling and stuff anyway, so obviously
some techniques from there which I already knew
anyway, but it opened my eyes to wider things.
[Participant 20]

HH was especially valuable when other support tools were not
readily available, serving as an interim solution, particularly
when waiting for support:

I was on the wait list again for CBT, so I thought some
of the same techniques might be accessible in the app
while I’m waiting. [Participant 5]

However, some participants found using multiple support tools
simultaneously challenging. This limited the extent of the
progress made, with some participants perceiving the required
commitment as excessive, especially when using multiple health
apps together:

It just felt (it was) difficult to keep doing it because
it’s a big commitment to do any one of those apps for
a long period. [Participant 5]

Discussion

Principal Results
This study aimed to examine the impact of a health coaching
app on the SWB of individuals with multimorbidity and
understand how and why the app supported SWB. Our
quantitative analyses revealed that using the app for 8 weeks or
longer was associated with increased SWB, including life
satisfaction, worthwhileness, happiness, and a reduction in
anxiety. There was little evidence that these changes differed
by individual characteristics.

Through qualitative analyses, 8 app features were identified as
acceptable, categorized by features promoting action, reflective
practice, and interaction. These features facilitated a positive
impact on SWB through activating behavioral, psychological,
and social mechanisms of action. Wider contexts that impact
the app acceptability were also identified, including chronic
condition type, having time to engage, and the availability of
other support tools alongside HH. These findings suggest that
a health coaching app can serve as an acceptable support tool
within these contexts.

Comparison With Prior Work
These findings provide evidence for the SWB benefits of a
health coaching app for individuals with multimorbidity after
8 weeks or longer. This aligns with previous research
demonstrating the effectiveness of digital solutions in enhancing
well-being and self-management of single chronic conditions
[42,50] alongside previous internal reports from HH, indicating
that app usage boosts confidence in managing multimorbidity
[51]. Additionally, this is consistent with prior evidence
indicating that behavioral interventions can produce measurable
well-being improvements within as little as 4 weeks in a range
of populations, including people with chronic conditions [52].
Although the estimated changes in SWB scores were modest
(<1 point on the Likert scales), such differences are often
regarded as meaningful at the population level. For example,
the UK HM Treasury Green Book Wellbeing Guidance [53]
equates a 1-point increase in life satisfaction with a monetary
value of approximately £13,000 (US $17,556.65) per person
per year. Furthermore, the observed effect sizes in this study
align with those reported in comparable digital behavior change
and well-being interventions [54]. While research on digital
support tools for multimorbidity is sparse, these findings extend
insights from single-condition literature [55], suggesting that
this health coaching app may similarly promote
self-management and SWB among people with multimorbidity.

The mapping of perceived mechanisms of action to the
Multi-Level Leisure Mechanisms Framework [23] enabled the
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connection between app use and improved SWB to be explored
in-depth. These mechanisms often intersect, with behavioral,
psychological, and social mechanisms reinforcing one another
to support SWB outcomes. Identified behavioral mechanisms
of action included maintenance of healthy behaviors and
increased sense of achievement. These mechanisms were
observed to be supported by reminders and nudges, checking
off daily goals, setting small goals, and tracking progress reports.
The process involved in checking off daily goals was highlighted
as particularly impactful in promoting action, reflected in app
users reaching, maintaining, and setting new goals. Positive
reinforcement also played a key role in the sense of achievement,
encouraging app users to accomplish new goals. This finding
is consistent with previous research that suggests goal setting,
action planning, and reinforcement are crucial for sustained user
engagement and promoting behavior change [56]. Although
evidence of the effectiveness of reminders and nudges has
previously been inconsistent, the context-specific design of
reminders (eg, those tailored to specific habits) was found to
be effective in this study. This finding aligns with previous
research showing that context-specific reminders are crucial in
enabling habit formation [57,58].

Positive reinforcement was also reported to be linked to the
psychological mechanism of improved self-compassion. Goal
setting similarly facilitated improved self-compassion; app users
were able to establish realistic expectations and recognize their
progress. This mechanism of action was additionally facilitated
by the mindfulness and affirmations content within the DHI,
fostering reflective practice. Social mechanisms of action were
identified as increased feelings of social support, observed to
be activated by the AI interface feature, and reduced feelings
of loneliness, reported to be activated by the constant support
availability within the DHI. The AI interface was highly valued
by app users, and the live chat supported app users through a
dependable, personalized approach. These findings are
consistent with previous research, with several features
identified as valuable in DHIs, including relaxation,
personalization, and live support [59]. Distinctly, previous
research has recognized increased social support as a key
mechanism of improved self-management in multimorbidity
interventions [60]. This emphasizes the value of providing
features that facilitate this mechanism of action, especially in
multimorbidity interventions.

The effect of the DHI can also be strengthened by using
evidence-based approaches, such as CBT [35] and the COM-B
model [37]. Incorporating these approaches has been found to
improve the effectiveness, engagement, perceived quality, and
credibility of apps [61-63]. Findings in this study suggest that
using app-based support alongside other support tools (eg, health
coaching) enhances effectiveness and acceptability. This aligns
with previous literature [64], emphasizing the importance of
complementary principles to ensure consistency of support.

Novel findings from the qualitative interviews suggest that the
complexity of multimorbidity plays a crucial role in the impact
and acceptability of the health coaching app as a support tool.
While the health coaching app demonstrated a positive impact
on SWB, indicating its potential to enhance SWB in people
with multimorbidity to some extent, qualitative findings

identified that chronic condition type influenced the acceptability
of the health coaching app, with lack of information and
education on specific conditions consistently a key barrier to
support [65]. CFS and fatigue-based symptoms were particularly
less accommodated by the app content, which primarily targeted
more general conditions such as anxiety. Previous research has
emphasized the significance of fear-avoidance beliefs and
determining personal thresholds in the efficacy of supporting
CFS [66,67]. Therefore, acknowledging these factors is crucial
to the acceptability of app-based support for individuals with a
CFS comorbidity. Conversely, conditions such as depression
and anxiety, which have the highest health care service use in
individuals with multimorbidity [24], appear to benefit from
the health coaching app as an effective support tool for
improving SWB.

The value of DHIs in older adults has been recognized in
previous literature, particularly given the high prevalence of
long-term conditions in this demographic group [68]. However,
there have been concerns that the digital exclusivity of these
interventions may lead to higher attrition rates, along with
decreased engagement and effectiveness [68]. Notably, our
quantitative findings did not identify age as a barrier to SWB
improvement, indicating the potential effectiveness of the health
coaching app across age groups, including older adults. In fact,
our qualitative findings identified that retirement appeared to
facilitate greater app engagement, providing individuals with
more time to achieve daily goals. This observation aligns with
previous research that associates retirement with increased
leisure activities, including personal growth and physical
exercise [69].

Strengths and Limitations
The main strength of this study lies in its explanatory sequential
mixed methods design, which allowed for a comprehensive
understanding of the insights gained from the quantitative phase
through qualitative work. This allowed an in-depth exploration
of a complex, under-researched area. However, several
limitations must be acknowledged. First, the sample in both
phases predominantly consisted of White females aged 55 years
and older. While this partly reflects the prevalence of
multimorbidity in older adults and females [4,5], the lack of
diversity in the sample raises concerns about the generalizability
of the results to the wider population [70]. Second,
confidentiality measures prevented verifying if the same
participants were involved in both data collection phases,
potentially introducing participant variability and affecting the
consistency of results. Third, as participation in the qualitative
phase was based on self-selection, the sample may have
predominantly consisted of motivated or engaged app users.
This self-selection could introduce volunteer bias and limit the
generalizability of the findings. However, participants did report
varying levels of engagement with the app and spoke about
various challenges of use. Similarly, in the quantitative phase,
completion of the follow-up questionnaire was optional, which
may have resulted in overrepresentation of engaged app users.
Additionally, the absence of a control group makes it
challenging to establish a causal effect as there is no comparison
group against the observed effects, ultimately reducing internal
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validity. Due to these limitations, caution is advised when
interpreting the study findings.

Conclusions
Our study provides empirical evidence that a health coaching
app can be an effective and acceptable support tool to improve
the SWB of individuals with multimorbidity. These effects were
driven by specific app features promoting action, reflective
practice, and interaction. These features led to improved SWB

through the activation of reported behavioral, psychological,
and social mechanisms. However, the magnitude of these effects
could be affected by contextual factors, including users’ time
availability for engagement, specific chronic condition profiles,
and concurrent use of other support tools. By elucidating the
mechanisms and contextual nuances underlying app efficacy,
this study provides critical insights to inform the refinement of
existing interventions and the design of future DHIs tailored to
the complex needs of individuals with multimorbidity.
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Abstract

Background: The use of tools, such as smartphone apps, to increase the level of physical activity (PA) decreases over time.
Adaptive intervention trials have been recommended to test technology-based interventions owing to the possibility of adapting
interventions based on individual responses.

Objective: This study aimed to investigate the effects of using a smartphone app combined with behavior change techniques
on the PA level in adults and older adults (assessed using the step count). Moreover, the study investigated the time spent in
sedentary behavior and time spent in moderate-to-vigorous PA (MVPA).

Methods: In this single-blinded, sequential multiple assignment randomized trial, participants were randomized into 3 groups
during a 24-week intervention (group 1: app with tailored messages; group 2: app with tailored messages plus gamification I;
and control group: educational information). In the sixth week, participants from groups 1 and 2 were classified as responders
and nonresponders according to their average daily step count. Nonresponders were rerandomized among the other groups, adding
a second type of gamification (group 3: app with tailored messages plus gamification II). After another 6 weeks, participants
were reassessed and advised to keep monitoring their step count with the app, but without interference from the researchers.
Face-to-face assessments were conducted. The behavior change techniques included app features (goal setting, auto-monitoring,
ranking, and virtual badges) and researcher-provided resources (tailored messages and in-person sessions of PA). The intervention
effects were analyzed using linear mixed models.

Results: The study included 53 participants (control group: n=17, group 1: n=17, group 2: n=19; mean age 44.0, SD 12.7 years).
Groups 1 and 2 had 63% (10/16) and 47% (7/15) responders, respectively (P=.38). Regarding the PA level, participants from
group 1 showed increases in the average daily step count at all assessments (final vs initial: B=797.2 steps/day, 95% CI
475.3-1119.1; P<.001; follow-up vs initial: B=2097.6 steps/day, 95% CI 1577.2-2618.1; P<.001). All participants showed a
reduction in the time spent in sedentary behavior at the final assessment compared with the initial assessment (B=−70.8 min/week,
95% CI −88.8 to −52.9; P<.001), without differences among groups. The time spent in MVPA varied across time among all
participants. Regardless of the initial group and allocation in the second randomization, responders from groups 1 and 2 showed
a constant increase in the average daily step count (week 6 vs week 1: B=1548.0 steps/day, 95% CI 1407.4-1688.6; P<.001; week
12 vs week 1: B=1720.3 steps/day, 95% CI 1568.8-1871.7; P<.001; week 12 vs week 6: B=172.3, 95% CI 20.8-323.8; P=.03).

Conclusions: The adaptive intervention protocol using a smartphone app with behavior change techniques increased participants’
PA levels. Stepping up behavior change techniques and progressively offering new stimuli may contribute to a change in behavior
regarding PA.

Trial Registration: Brazilian Registry of Clinical Trials RBR-8xtc9c UTN: U1111-1218-1092;
https://ensaiosclinicos.gov.br/rg/RBR-8xtc9c/

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-019-3879-1
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Introduction

Despite the well-known benefits of physical activity (PA) in
the prevention and treatment of several health conditions [1,2],
a significant proportion of the global population does not meet
its minimal recommended level [3]. The World Health
Organization aims to reduce physical inactivity by 15% by 2030
[3]. Recent studies emphasize the complex interaction of
individual [1,4,5], social [1,4,5], environmental [1,4,5], and
political [4,5] factors influencing the practice of PA, suggesting
that interventions should consider them [4,5]. Specifically,
regarding individual and social factors, popular technologies,
such as mobile devices and apps, have been used to increase
the engagement of insufficiently active individuals.

Using smartphones as part of intervention programs can
facilitate the auto-monitoring of PA, contributing to the behavior
change process [6,7]. Duncan et al [6] compared
auto-monitoring interventions for PA and eating habits using a
website and printed material. They showed that both delivery
methods improved the behavior, with no differences between
groups. Evidence with moderate effects suggests that app-based
interventions and pedometers may be effective [8]. Still, the
association between app use and behavior change techniques
may be more effective than app-based interventions alone [7].

Among the most commonly used behavior change techniques
to promote PA are tailored messages, health education,
gamification (the use of game elements in contexts other than
games), and social support [7]. Regarding apps for PA and
health, few are based on behavior change techniques. Among
at least 25 behavior change techniques, only 1-8 techniques are
offered by apps [9-12].

Despite the promising use of technologies, such as websites and
smartphone apps, to deliver interventions targeted to increase
the level of PA, studies show that the use of such devices
decreases over time [6,7]. Interestingly, behavior change usually
presents with the same pattern: individuals begin the program
more engaged and active but do not maintain the new behavior
for a long time [13]. That said, adaptive intervention trials, such
as the sequential multiple assignment randomized trial
(SMART), have been recommended to test technology-based
interventions instead of classical clinical trials [14,15] due to
the possibility of adapting interventions over time based on
individuals’ responses. It would be reasonable to extrapolate
this rationale to interventions targeted to promote PA. Clinical
trials with a SMART design have been shown to be feasible
[16,17], but so far, this design has been barely used for PA
interventions [17].

Our primary aim was to investigate the effects of using a
smartphone app combined with behavior change techniques on
the level of PA among adults and older adults, assessed by the
average number of daily steps. Our secondary aim was to
investigate the effects of the intervention on time spent in

sedentary behavior and time spent in moderate-to-vigorous PA
(MVPA), assessed by a triaxial accelerometer.

We hypothesized that the smartphone app combined with
behavior change techniques offered in a SMART adaptive
intervention design would be an effective tool to increase the
level of PA among adults and older adults.

Methods

Study Design
This study had a single-blinded SMART design, in which the
assessor was blinded regarding group allocations, with a 1:1
allocation ratio. The protocol was registered at the Brazilian
Register of Clinical Trials (RBR-8xtc9c), and the study has
been presented according to the CONSORT (Consolidated
Standards of Reporting Trials) 2025 [18] and
CONSORT-EHEALTH (V.1.6.1) [19] recommendations
(Checklist 1). We enrolled participants continuously from
November 2018 to February 2020. The study protocol was
previously published in detail [20].

The primary outcome of the study was the average number of
daily steps, and the secondary outcomes were the time spent in
sedentary behavior and the time spent in MVPA, which were
all assessed by a triaxial accelerometer.

Ethical Considerations
The project was approved by the Local Ethics Committee of
the Federal University of São Paulo (CAAE
89112418.8.0000.5505), and all volunteers signed an informed
consent form in person before participation. The informed
consent form contained detailed information about the
assessments and the group allocation, including a detailed
description of the control and intervention groups. Participants
did not receive any compensation before, during, or after the
study. Only the principal researchers had access to participants’
personal information. No identifiable information and/or images
were or will be published.

Participants and Setting
We recruited participants through social media posts,
distribution of printed material in different neighborhoods, and
recommendations from other participants. The content of the
recruitment material included the question “Do you want to
increase your level of physical activity? We invite volunteers
aged from 20 years, users of smartphones, that desire to move
more. During 6 months, we will follow you to promote physical
activity. Contact us!” or “Do you consider yourself a not very
active person? Do you want to increase your level of physical
activity? The EPIMOV Laboratory is looking for volunteers
aged 20 years and older, able to walk without assistance from
another person, and free of cardiac or pulmonary diseases.
Contact us!” Those interested in participating were required to
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call or text a number to schedule the assessment. Participants
did not receive any type of incentive to cooperate in the study.

The inclusion criteria were as follows: (1) age 20 years or older;
(2) absence of diagnosed cardiopulmonary, locomotor, or other
conditions that could preclude the safe unsupervised
performance of PA; and (3) having a smartphone and being
familiar with its use, which was assessed by researcher
observation and judgment during the enrollment phase.

The exclusion criteria were as follows: (1) basal level of PA of
≥10,000 average steps per day; (2) self-reported recent
respiratory infection; (3) abnormalities on the cardiorespiratory
fitness test that preclude the safe performance of unsupervised
PA; and (4) refusal to participate by signing the informed
consent. Although Tudor-Lock et al [21] suggested that
interventions to increase the level of PA should mainly target
individuals who perform less than 5000 steps per day, we
decided not to restrict the sample to sedentary individuals and
set the limit of 10,000 steps per day, which indicates a
considerable amount of PA. This criterion was assessed using
a triaxial accelerometer, worn by participants for 7 consecutive
days. The procedure is described in detail in the Description of
the Assessment Procedure section.

The assessments and in-person meetings for decision-making
regarding the protocol took place at the Epidemiology and
Human Movement (EPIMOV) Laboratory at the Federal
University of São Paulo in Santos, Brazil. The target population
was the residents in the metropolitan area of Santos, São Paulo,
Brazil. The city of Santos is mainly flat and offers a gardened
beachfront with an extension of approximately 7 km [22]. Cycle
lanes and public equipment widely cover the city to practice
PA. It is common to watch people exercising in different spaces
of the city. Moreover, it is ranked 5th in Brazil in terms of
quality of life [22].

Randomization Procedures
The randomization sequence (initial randomization and
rerandomization) was generated in blocks of 6 participants,
using a website [23], and was sealed in opaque envelopes
numbered in the opening sequence. The envelopes were prepared
by a third person who was not involved in any other study phase.

The first envelope was opened at the time of enrollment after
participants watched the animated video about the benefits of
practicing PA. The second envelope, containing the new group
allocation, was kept sealed until the sixth week of the
intervention. We opened the second envelope only among
nonresponder participants in their presence. After the onset of
the COVID-19 pandemic and the suspension of in-person
activities at the university, a research team member opened the
envelopes and informed the nonresponder participants about
the new group intervention, using the same text messaging app.

Description of Interventions
The adaptive intervention protocol was designed to present
different stimuli in a stepwise manner, which could contribute
to optimizing the cost-effectiveness of interventions delivered
in health services. Based on the ecological model proposed by
Bauman et al [4] and Sallis et al [5], the intervention was
initially focused on individual (demographic and psychological)
and social (social support) factors. By the end of the SMART
protocol, it would be possible to analyze if there is an ideal
sequence of stimuli to deliver, and thus, strategies in public
health could be planned in a more cost-effective sequence,
starting with those less demanding in financial and human
resources and progressing to those more demanding in financial
and human resources.

The intervention lasted a total of 24 weeks and was delivered
in 2 phases. Initially, we randomized participants into 3 groups
(group 1: app plus tailored messages; group 2: app plus tailored
messages plus gamification; and control group: advice) (Figure
1). The first intervention phase lasted 12 weeks, during which
the average number of participants’ daily steps was registered
weekly in groups 1 and 2. By the sixth week of the intervention,
we assessed participants’ performance in terms of daily steps
and classified them into responders and nonresponders. We then
rerandomized nonresponders, adding a third group (group 3:
app plus tailored messages plus gamification II) (Figure 1).
After completing 12 weeks, we advised participants to continue
using the app and monitor daily steps for over 12 weeks. From
that moment on, they did not receive any direct intervention
from the researchers. We invited participants from all groups
for reassessments at weeks 12 and 24.
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Figure 1. Flowchart of the study protocol. R: randomization.

Initially, all participants watched an animated video about the
benefits of practicing PA and received a printed booklet with
the same content as the video. Moreover, we sent them a link
so that they could watch the video again as often as they wanted.
After this procedure, we opened the first randomization envelope
containing the initial group assignment and explained the
detailed intervention according to the group allocation.

A detailed description of the intervention has been published
elsewhere [20]. Briefly, the approaches used in each group were
as follows:

• Group 1: Participants used the app to self-monitor their
daily steps. We sent tailored messages weekly using a text
messaging app, according to their performance in the last
week, and motivated them to increase their step count
during the following week.

• Group 2: In addition to the self-monitoring and tailored
messages, we instructed participants on how to access the
gamification features the app offers, such as ranking, virtual
challenges, virtual badges, and social media interaction.

• Control group: We advised participants to increase their
PA levels, based on the information provided by the
animated video and printed booklet. We did not inform
them about using apps. Moreover, since these participants
would not be rerandomized, we did not invite them to the
intermediate assessment at week 6.

• Group 3: We included the second gamification phase at the
intermediate assessment (week 6). Gamification II offered
the same features as gamification I plus opportunities for
socialization among participants and the research team. We
planned in-person meetings every 2 weeks to practice PA
in groups and created a group in a text messaging app to
facilitate interaction.

Before beginning the study, researchers from the EPIMOV team
used smartphone apps to track PA. After a period of use and
comparing the features, easiness, and difficulties of the apps,
they decided that Pacer (Pacer Health Inc) was the most suitable
to use in the trial. It registers the step count and offers behavior
change techniques (self-monitoring, goal setting, progress bars,
competition, ranking, virtual badges, and social interaction). In
addition, we tested the feasibility of the SMART design using
Pacer [17].

We used the free version of the Pacer app in this study,
providing the behavior change techniques according to group
allocation. The participants downloaded the app on their phones
with the aid of researchers. In addition to in-person instructions
on using the app, we provided a printed booklet with the same
instructions. In addition, at any time, participants could contact
researchers to ask for help regarding the use of the app. There
were no changes to the protocol after the trial commenced,
including no changes in the version of the app.
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The content of the weekly tailored text messages was developed
by one of the researchers supervised by a sports psychologist,
according to the stage of behavior change, and is available
elsewhere [17]. We created a sequence of messages for
precontemplation and contemplation, and another sequence for
participants in preparation, action, and maintenance. For each
sequence, we had messages for occasions when participants
achieved or overcame their goals and messages for occasions
when they did not reach their goals. Other than the tailored
messages, participants did not receive reminders or prompts to
use the app.

The opportunities for socialization offered to participants
reallocated to group 3 occurred biweekly as in-person meetings.
During these meetings, we practiced PA in groups (participants
and researchers), which was planned and conducted by an
experienced professional in physical education. All meetings
took place on Saturdays at the beachfront, and at the end of the
PA sessions, researchers remained available to interact with
participants. The sessions lasted, on average, 1 hour and 30
minutes (exercise and postexercise interaction) and included a
warm-up period (around 5 minutes) and planned walking or
running exercises targeted (each session) at step count, activity
duration, or pace. In addition, participants had the option to join
a group in the text messaging app so that they could interact
with each other and plan the PA meetings.

Goal Setting and Intermediate Assessment
We set individualized goals for each participant. We instructed
them to maintain their routines during the first week of app use.
Then, we registered the average number of daily steps collected
by the app, and this step count was considered as the
participants’goal. The goal-setting process adopted in this study
has been published in another study [20]. Finally, we sent a text
message informing participants that their goal was to overcome
the initial step count from that day on.

We used the average number of daily steps collected by the app
to determine responders and nonresponders at the intermediate
assessment. We registered the weekly performance of
participants and plotted it in individualized sheets. Then, we
used linear regression lines along the performance data during
the first 6 weeks of the intervention. Finally, responders were
those participants with a positive slope on the regression line,
while nonresponders were those with a zero or negative slope
on the regression line. We set this assessment to consider the
individualized performance of participants over time, attempting
to set feasible goals for our sample. If we faced errors when
extracting the step count from the app interface, such as a lack
of performance updates or operational errors, participants
remained in the same group for initial allocation.

After the intermediate assessment, we invited participants for
an in-person meeting at the laboratory. In this meeting, we
explained their performance during the first 6 weeks of the
intervention, and nonresponders were rerandomized (we opened
the second sealed envelope that remained stored since the first
randomization). Moreover, we provided information about the
different components of the intervention (Figure 1). After the
onset of the COVID-19 pandemic and the restrictive measures,
we conducted the intermediate assessment remotely (one of the

researchers opened the second envelope and communicated
with participants via text messages).

Study Measurements
We assessed participants at the beginning of the protocol (initial
assessment) and reassessed them at weeks 12 (final assessment)
and 24 (follow-up assessment). All of the assessors were blinded
regarding the group allocation. The assessment protocol included
demographic and socioeconomic information, general health
condition, stages of behavior change for PA, level of PA, and
anthropometric measures.

The assessors completed the protocol on 2 different days, 7 days
apart. On the first day, participants collected their demographic
and socioeconomic information, stages of behavior change for
PA, and general health status. At the end of day 1, they received
an accelerometer to wear during the subsequent 7 days when
they returned to complete the assessments. On day 2, participants
returned the accelerometer, and we assessed their level of PA
and anthropometric measures.

By week 12 (the end of the intervention protocol), we reassessed
participants and advised them to keep using the app to track
their daily steps, but from this moment on, they did not receive
tailored messages or any other direct intervention from the
researchers. Finally, at week 24, we invited participants to return
for the follow-up assessment, irrespective of whether they had
presented for the 12-week evaluation.

At each assessment point, we presented the results of the
previous evaluation to participants. At week 12, they received
the results from the initial assessment, and at week 24, they
received the results from the final evaluation. After the study
ended at week 24, the results were provided according to their
wish and availability. There were no consequences for
participants who did not withdraw their results. The results were
stored at a safe location and were available to participants at
any time.

Description of the Assessment Procedure
The tests and interviews were standardized and conducted by
trained personnel. Moreover, the equipment was periodically
checked and calibrated according to the manufacturer’s
instructions. We invited all participants to the follow-up
assessment regardless of whether they had presented for the
final evaluation.

We collected the following demographic and socioeconomic
information: age (years), sex, marital status, education, and
occupational status. We used the Critério Brasil questionnaire
to assess socioeconomic status [24]. This questionnaire contains
15 questions, divided into 3 categories: household items,
educational level of the family’s chief, and access to services.
According to the total score, participants were classified into 6
socioeconomic strata, from A to D, where A represents the
highest socioeconomic status and D represents the lowest
socioeconomic status.

For assessing general health conditions, we registered
participants’ self-reported personal and family health precedents
and medication use. Moreover, we registered the following
self-reported cardiovascular risk factors: age 45 years or older
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for men and 55 years or older for women, family history of
cardiovascular diseases, diagnosis of arterial blood hypertension,
diagnosis of hyperglycemia or diabetes, diagnosis of
hypercholesterolemia or dyslipidemia, and smoking status. We
complemented the assessment of cardiovascular risk factors
with the evaluation of obesity and physical inactivity.

For evaluating the stages of behavior change for PA, we used
the Brazilian version of the transtheoretical model [25], which
considers that individuals may, according to the circumstances,
transit nonlinearly among different behavior change stages [25].
According to the status of the current practice of PA, the
willingness to change the behavior, and the fact that PA is
essential to health, participants were classified into one of the
following stages: precontemplation, contemplation, preparation,
and maintenance [25].

For assessing the level of PA, participants received a triaxial
accelerometer (Actigraph) at the end of the first day of
assessments, which was required to be used for 7 consecutive
days and worn over the hip according to the self-reported
dominant side of the body. Data were considered valid when
available for at least 4 days, including 1 weekend day, and for
at least 10 hours per day [26]. When a participant presented
with invalid data for the first time, we returned the accelerometer
and asked them to use it for more than 7 days. We extracted
accelerometer data using the manufacturer’s software and
registered the following information: average number of steps
per day, time spent in sedentary behavior (0 to 99 step
counts/min) [27], and time spent in MVPA (≥1952 step
counts/min) [27].

With regard to anthropometric measures, we registered the
height (m) and body mass (kg) of participants using a digital
scale with a stadiometer (Toledo). We positioned participants
standing barefoot over the equipment and asked them to keep
looking forward during the measurement. For height
measurement, participants kept their arms crossed over the trunk
while sustaining maximal inspiration, and for body mass
measurement, they kept their arms along the body.

Sample Size Calculation
Considering a fixed k probability, at least m participants would
be allocated to subgroups B and E, as demonstrated in Figure
1. Moreover, based on a nonresponse rate q of 35%‐65% in
SMART studies, we estimated that 3 participants per group
would be sufficient to ensure familiarity with the protocol, allow
identification, and deal with potential difficulties that could
occur during the intervention period. Thus, for a probability k
of 90% and a nonresponse rate q of 50% by the end of the sixth
week of the protocol, the study should include at least 42

participants [28]. Due to the lack of a similar study to use data
for estimating the sample size, after 42 participants completed
the protocol, we planned to perform a new sample size
calculation and continue the study until the sample size target
was achieved. However, this approach was not possible because
the protocol had to be interrupted after the onset of the
COVID-19 pandemic. Therefore, we completed the study after
including 53 participants.

Data Analysis
Participants’ characteristics are presented using descriptive
statistics, such as mean and SD for continuous variables, and
absolute number and proportion for categorical variables. We
compared the characteristics of participants among groups using
1-way ANOVA for continuous variables and the chi-square test
for categorical variables.

We checked for participant performance in groups 1 and 2,
using graphs with linear regression lines. For each group and
participant, we plotted 3 graphs using the average number of
daily steps: 1 with data from the 12 weeks of the intervention,
1 with data from the first 6 weeks (between the first and
intermediate assessments), and 1 with data from the last 6 weeks
(between the intermediate and final assessments).

To analyze the effects of the intervention on primary and
secondary outcomes, we used repeated measures linear mixed
models, considering the initial group allocation and time as
fixed effects and the individual as a random effect. Moreover,
we grouped participants from groups 1 and 2 according to their
response to the intervention (responders and nonresponders)
and compared their performance using repeated measures linear
mixed models, considering response to the intervention and
time as fixed effects and the individual as a random effect.

We managed missing data using intention-to-treat analysis by
multivariate data imputation, adjusted by sex and age. The
graphs for weekly performance were generated using Microsoft
Excel (Microsoft Corporation), and data analysis was conducted
using Stata version 14 (StataCorp LLC).

Results

Of 62 potential individuals who volunteered to participate, 53
met the inclusion criteria and were included in the protocol.
Some participants were lost to follow-up, especially at the
24th-week assessment, mainly due to the COVID-19 pandemic.
For the same reason, we had to interrupt the protocol and could
not achieve a larger sample size. As shown in Figure 2,
according to the intention-to-treat analysis, we included all
participants in the data analysis.
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Figure 2. Flowchart of participants in the study.
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As we suddenly had to interrupt the inclusion of new
participants, there were differences in the number of participants
between group 2 and the other groups. Furthermore, our plan
to conduct a second trial phase, using intermediate data to
estimate sample size, could not be executed.

Protocol deviations were continuously checked, such as
accessing app features that were not advised. Only 1 participant
from group 1 explored the app and joined its gamification
features, such as ranking and challenges of walking distance.
There were no harmful events or unintended effects during the
study. According to the taxonomy proposed by Michie et al
[29], the behavior change techniques in our study included
rewards (virtual badges provided by the app), incentives (tailored
messages), graded tasks (overcoming the goal), feedback and
monitoring (self-monitoring using the app and tailored

messages), goals and planning (individual goal setting), social
support (practical and general; provided by the app via teaming
up with other participants, and for group 3, provided via
in-person meetings and text messaging), comparison of behavior
(social comparison provided by the ranking in the app), and
instructions on how to perform a behavior (provided by the
educational material).

In general, participants were middle-aged adults (mean age 44.0,
SD 12.7 years), were mainly female (30/53, 57%), and were

overweight or obese (mean BMI 29.8, SD 6.5 kg/m2). Regarding
the stage of behavior change for PA, almost half of the sample
(24/53, 45%) was in the preparation stage. As shown in Table
1, there were no differences in participant characteristics, except
for sex (P=.03) and the stage of behavior change (P=.047).
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Table . Characteristics of participants at baseline.

P valueaGroup 2 (n=19)Group 1 (n=17)Control group (n=17)All participants (n=53)Variable

.1539.6 (12.5)47.7 (11.2)45.2 (13.4)44.0 (12.7)Age (years), mean
(SD)

.0315 (79)6 (35)b9 (53)30 (57)Sex (female), n (%)

.2176.5 (19.3)85.1 (14.7)89.1 (28.8)83.3 (21.9)Body mass (kg), mean
(SD)

.491.65 (0.07)1.68 (0.09)1.67 (0.08)1.66 (0.08)Stature (m), mean (SD)

.2628.0 (5.8)30.2 (4.7)31.5 (8.5)29.8 (6.5)BMI (kg/m2), mean
(SD)

.15Race, n (%)

14 (74)7 (41)12 (71)33 (62)    White

2 (11)4 (24)0 (0)6 (11)Black

2 (11)6 (35)4 (24)12 (23)Brown

1 (5)0 (0)1 (6)2 (4)Do not know/not report-
ed

.32Education, n (%)

1 (5)1 (6)0 (0)2 (4)Middle school, incom-
plete

0 (0)1 (6)1 (6)2 (4)Middle school, com-
plete

8 (42)7 (41)13 (77)28 (53)High school, complete

6 (32)4 (24)3 (18)13 (25)Higher education,
complete

4 (21)4 (24)0 (0)8 (15)Postgraduation, com-
plete

.6214 (74)14 (82)11 (65)39 (74)Employed (yes), n (%)

.20Socioeconomic classificationc, n (%)

5 (26)0 (0)2 (12)7 (13)    A

2 (11)4 (24)1 (6)7 (13)B1

7 (37)6 (35)5 (29)18 (34)B2

1 (5)2 (12)6 (35)9 (17)C1

3 (16)4 (24)3 (18)10 (19)C2

1 (5)1 (6)0 (0)2 (4)D

.047Stage of behavior change, n (%)

1 (5)0 (0)0 (0)1 (2)Contemplation

9 (47)d9 (53)6 (35)24 (45)Preparation

8 (42)d1 (6)b4 (24)13 (25)Action

1 (5)d7 (41)b7 (41)15 (28)Maintenance

aP values refer to comparisons among groups.
bSignificant difference between group 1 and group 2.
cFor socioeconomic classification, A represents the highest socioeconomic status and D represents the lowest socioeconomic status.
dSignificant difference between the control group and group 2.

All groups were similar when considering the outcome
measures. The nonresponse rate was 53% (28/53), without

differences in the proportion of respondents at week 6 (P=.38)
(Table 2).
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Table . Baseline assessment and comparison among groups.

P valueaGroup 2 (n=19)Group 1 (n=17)Control group (n=17)All participants (N=53)Variable

.446170 (1942)5651 (1810)6616 (2069)6134 (1932)Average daily step
count, mean (SD)

.1733 (13)27 (18)39 (14)33 (16)Average time spent in
moderate-to-vigorous
physical activity
(min/day), mean (SD)

.96664 (150)678 (154)669 (77)671 (130)Average time spent in
sedentary behavior
(min/day), mean (SD)

.387d (47)10c (63)——bRespondent at week 6
(yes), n (%)

.003Group allocation after rerandomization, n (%)

5 (26)14 (82)0 (0)—    Group 1

10 (53)3 (18)0 (0)—    Group 2

4 (21)0 (0)0 (0)—    Group 3

aP values refer to comparisons among groups.
bNot applicable.
cOut of a total of 16.
dOut of a total of 15.

Table 3 presents the outcome measures in each group at each
assessment (initial, final, and follow-up). We managed missing

data using multivariate multiple imputation adjusted for sex and
age.

Table . Effects of the intervention within and between groups.

Group 2aGroup 1aControl groupaVariable

Average daily step count, mean (SD)

6180 (1887)c5643 (1740)b,c6606 (1989)b    Initial (baseline)

7524 (2256)d7617 (1873)d7063 (2215)    Final (week 12)

6350 (2413)8480 (2387)6271 (1574)    Follow-up (week 24)

Average time spent in moderate-to-vigorous physical activity (min/day), mean (SD)

33 (13)27 (18)b,e39 (14)c    Initial (baseline)

36 (14)35 (21)d36 (20)d    Final (week 12)

33 (17)44 (15)41 (19)    Follow-up (week 24)

Average time spent in sedentary behavior (min/day), mean (SD)

663 (144)c678 (148)c670 (74)c    Initial (baseline)

613 (102)d644 (137)d569 (129)d    Final (week 12)

663 (132)677 (117)694 (137)    Follow-up (week 24)

aMissing data were treated using multivariate multiple imputation adjusted by sex and age.
bSignificant difference within groups (initial vs follow-up assessment).
cSignificant difference within groups (initial vs final assessment).
dSignificant difference within groups (final vs follow-up assessment).
eSignificant difference between groups (control group vs group 1).

For the primary outcome (the average count of daily steps), we
observed differences in the factor time and at the individual
level (Table 4). While participants from the control group
showed a reduction in the step count over time (follow-up vs
initial assessment: β=−575.8; P<.05) and participants from

group 2 showed an increase in the step count between the initial
and final assessments (β=897.4; P<.001), participants from
group 1 showed an increase in the step count for all assessments
(final vs initial assessment: β=650.2; P<.001; follow-up vs
initial assessment: β=1521.9; P<.001).
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Table . Average daily step count considering group, time, and group and time.

P valueCoefficient, value (95% CI)Variablea

Group (Refb: control group)

.17−895.2 (−2179.3 to 388.8)    Group 1

.16−903.2 (−2158.7 to 352.2)    Group 2

Time (Ref: Ic)

.22−147.0 (−380.2 to 86.1)    Fid

.02−575.8 (−1045.3 to −106.2)    Foe

Group 1 and time (Ref: control group and I)

<.001797.2 (475.3 to 1119.1)    Fi

<.0012097.6 (1577.2 to 2618.1)    Fo

Group 2 and time (Ref: control group and I)

<.0011044.4 (747.0 to 1341.8)    Fi

<.001982.8 (332.9 to 1632.6)    Fo

Contrasts, control group

.22−147.0 (−380.2 to 86.1)    Fi and I

.02−575.8 (−1045.3 to −106.2)    Fo and I

.09−428.7 (−920.3 to 63.1)    Fo and Fi

Contrasts, group 1

<.001650.2 (428.2 to 872.1)    Fi and I

<.0011521.9 (1297.4 to 1746.4)    Fo and I

<.001871.7 (640.4 to 1103.0)    Fo and Fi

Contrasts, group 2

<.001897.4 (712.8 to 1082.0)    Fi and I

.08407.0 (−42.2 to 856.2)    Fo and I

.04−490.3 (−949.3 to −31.4)    Fo and Fi

aContrasts within groups over time (linear mixed model analysis). Fixed effects: initial group allocation and time of assessment; random effect: participant.
bRef: reference.
cI: initial assessment.
dFi: final assessment.
eFo: follow-up assessment.

Results from the analysis of the time spent in sedentary behavior
are presented in Table 5. We observed differences in the factor
time in all groups (final vs initial assessment: β=−70.8; P<.001)

and at the individual level (P<.001), without differences among
groups.
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Table . Time spent in sedentary behavior considering group, time, and group and time.

P valueCoefficient, value (95% CI)Variablea

Group (Refb: control group)

.86−6.9 (−81.9 to 68.1)    Group 1

.59−20.3 (−93.8 to 53.3)    Group 2

Time (Ref: Ic)

<.001−70.8 (−88.8 to −52.9)    Fid

.2919.7 (−16.4 to 55.9)    Foe

Group 1 and time (Ref: control group and I)

.0426.0 (1.2 to 50.7)    Fi

.24−23.8 (−63.9 to 16.2)    Fo

Group 2 and time (Ref: control group and I)

<.00141.9 (19.0 to 64.8)    Fi

.69−10.3 (−60.3 to 39.7)    Fo

Contrasts, control group and time

<.001−70.8 (−88.8 to −52.9)    Fi and I

.2919.7 (−16.4 to 55.9)    Fo and I

<.00190.5 (−88.8 to −52.9)    Fo and Fi

Contrasts, group 1 and time

<.001−44.9 (−61.9 to −27.8)    Fi and I

.64−4.1 (−21.4 to 13.2)    Fo and I

    Fo and Fi

Contrasts, group 2 and time

<.001−29.0 (−43.2 to −14.7)    Fi and I

.599.4 (−25.2 to 43.9)    Fo and I

.0338.3 (3.04 to 73.6)    Fo and Fi

aContrasts within groups over time (linear mixed model analysis). Fixed effects: initial group allocation and time of assessment; random effect: participant.
bRef: reference.
cI: initial assessment.
dFi: final assessment.
eFo: follow-up assessment.

We also observed differences at the individual level for the time
spent in MVPA (Table 6). For the factors group and time,
participants from the control group showed a reduction in the
time spent in MVPA from the initial assessment to the final
assessment (β=−7.9; P<.001) and then showed an increase in

the time by the follow-up assessment (β=9.0; P<.001). On the
other hand, participants from group 1 showed an increase in the
time spent in MVPA at the follow-up assessment (β=7.8;
P<.001).
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Table . Time spent in moderate-to-vigorous physical activity considering group, time, and group and time.

P valueCoefficient, value (95% CI)Variablea

Group (Refb: control group)

.007−13.0 (−22.4 to −3.5)    Group 1

.24−5.5 (−14.8 to 3.8)    Group 2

Time (Ref: Ic)

<.001−7.9 (−9.9 to −5.9)    Fid

.591.1 (−2.9 to 5.2)    Foe

Group 1 and time (Ref: control group and I)

<.0019.2 (6.4 to 11.9)    Fi

.0017.9 (3.4 to 12.4)    Fo

Group 2 and time (Ref: control group and I)

<.0018.8 (6.2 to 11.4)    Fi

.37−2.6 (−8.2 to 3.0)    Fo

Contrasts, control group and time

<.001−7.9 (−9.9 to −5.9)    Fi and I

.591.1 (−2.9 to 5.2)    Fo and I

<.0019.0 (4.8 to 13.3)    Fo and Fi

Contrasts, group 1 and time

.201.2 (−0.7 to 3.2)    Fi and I

<.0019.1 (7.1 to 11.0)    Fo and I

<.0017.8 (5.8 to 9.8)    Fo and Fi

Contrasts, group 2 and time

.270.9 (−0.7 to 2.5)    Fi and I

.46−1.5 (−5.4 to 2.4)    Fo and I

.25−2.4 (−6.3 to 1.6)    Fo and Fi

aContrasts within groups over time (linear mixed model analysis). Fixed effects: initial group allocation and time of assessment; random effect: participant.
bRef: reference.
cI: initial assessment.
dFi: final assessment.
eFo: follow-up assessment.

Figures 3 and 4 present the performance of participants from
groups 1 and 2 during the 12 weeks of the protocol and from

weeks 1 to 6 and weeks 7 to 12 (before and after
rerandomization, respectively).
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Figure 3. Weekly performance of participants from group 1. (A) Performance from week 1 to week 12; (B) performance from week 1 to week 6 (before
rerandomization); (C) performance from week 7 to week 12 (after rerandomization).

Figure 4. Weekly performance of participants from group 2. (A) Performance from week 1 to week 12; (B) performance from week 1 to week 6 (before
rerandomization); (C) performance from week 7 to week 12 (after rerandomization).

In Table 7, we present the analysis of the average daily step
count of responders and nonresponders, regardless of group
allocation. Using the Pacer app, we collected these data in weeks
1, 6, and 12. We observed differences at the individual level,

and although all participants showed reductions in the average
daily step count over time (week 6 vs week 1: β=−496.7;
P<.001; week 12 vs week 1: β=−579.3; P<.001), among

J Med Internet Res 2026 | vol. 28 | e73388 | p.705https://www.jmir.org/2026/1/e73388
(page number not for citation purposes)

Simoes et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


responders, the step count constantly increased (week 6 vs week 1: β=2044.7; P<.001; week 12 vs week 1: β=2299.6; P<.001).

Table . Pacer app’s average daily step count from responders and nonresponders, regardless of group allocation, according to the response to the
intervention and time.

P valueCoefficient, value (95% CI)Variablea

Response to the intervention (Refb: no)

.06−1588.8 (−3252.4 to 74.9)    Yes

Time (Ref: week 1)

<.001−496.7 (−651.6 to −341.8)    Week 6

<.001−579.3 (−743.6 to −414.9)    Week 12

Response and time (Ref: no and week 1)

<.0012044.7 (1835.5 to 2253.9)    Yes and week 6

<.0012299.6 (2076.1 to 2523.0)    Yes and week 12

Contrasts, nonresponders and time

<.001−496.7 (−651.6 to −341.8)    Week 6 and week 1

<.001−579.3 (−743.6 to −414.9)    Week 12 and week 1

.33−82.6 (−246.9 to 81.7)    Week 12 and week 6

Contrasts, responders and time

<.0011548.0 (1407.4 to 1688.6)    Week 6 and week 1

<.0011720.3 (1568.8 to 1871.7)    Week 12 and week 1

.03172.3 (20.8 to 323.8)    Week 12 and week 6

aContrasts between response and time (linear mixed model analysis). Fixed effects: response to the intervention and time of assessment; random effect:
participant.
bRef: reference.

Discussion

This study aimed to investigate the effects of using a smartphone
app combined with behavior change techniques on the level of
PA among adults and older adults. Due to the sudden
interruption of the protocol after the onset of the COVID-19
pandemic, we completed the study with a small sample size.
Overall, all participants presented with improvements in
outcomes over time. Specifically for PA, all participants from
group 1 showed a consistent increase in the average daily step
count. According to the benchmarks for assessing the
effectiveness of interventions to promote PA proposed by
Wright et al [30], considering the digital intervention setting,
participants from the control group presented a performance
below the 25th percentile for step count, while participants from
groups 1 and 2 performed greater than the 75th percentile and
between the 50th and 75th percentiles, respectively.

Only participants from group 1 continued to increase the step
count even after the end of the intervention. Despite the
nonstatistical difference in the proportion of respondents and
nonrespondents between groups, which may have occurred due
to the small sample size and consequently low statistical power,
it is possible that the stepwise offering of intervention
components (initiation with less complex strategies and gradual
increases according to participants’ responses) may be more
effective in supporting behavior change than offering more
complicated strategies. Furthermore, gamification may be more

effective for specific individual profiles and may not be as
attractive to others. We support this hypothesis because
participants from group 1 had positive regression lines over the
12 weeks of the intervention.

Interestingly, the time spent in sedentary behavior and the time
spent in MVPA did not present the same trajectory as step count.
The increase in the average daily step count was not
accompanied by a reduction in the time spent in sedentary
behavior or an increase in the time spent in MVPA, which can
be explained by the outcome we measured. Participants may
have altered their time for physical activities that we did not
assess. Although the step count and the time spent in sedentary
behavior are related [21], a systematic review and meta-analysis
also found increases in step count not accompanied by
reductions in sedentary behavior [31].

Our results are similar to those of Vandelanotte et al [32], who
did not observe differences in the level of PA among 3 groups
(1 control and 2 intervention groups). Despite differences in the
study design and intervention protocol between the studies, both
similarly associated the use of technology with behavior change
techniques. The clinical trial conducted by Plotnikoff et al [33]
found benefits in PA and general health among participants
with type 2 diabetes, presenting a considerably higher effect
size (Cohen d=0.67 for step count). Their protocol associated
using a smartphone app with in-person meetings for group
therapy and outdoor physical exercises [33]. It may be possible
that, beyond the regular in-person meetings, a population
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diagnosed with chronic conditions, such as diabetes, may be
more motivated to become more active.

Likewise, other clinical trials aiming to increase the level of PA
found better results in populations with clinical conditions than
studies involving a healthy population [31]. In a systematic
review and meta-analysis, Ringeval et al [31] showed that almost
60% of clinical trials that used an electronic device to monitor
the level of PA included individuals at risk or already presenting
with a clinical condition, and only 1 study included healthy
individuals as the target population.

The nonresponse rate observed in our study (28/53, 53%) was
lower than the expected rate (65%). This information may
contribute to estimating the nonresponse rate in the planning of
future clinical trials aiming to increase the level of PA in
adaptive intervention designs, as well as the planning of adaptive
intervention protocols with more decision points for
rerandomization and changing the stimuli to favor behavior
change in the practice of PA.

Respondents in week 6, independently of the initial or
intermediate randomized allocation, constantly increased their
average daily step count, while nonrespondents showed negative
performance. Since our protocol did not include more decision
points, it is impossible to know if these participants would
benefit from more rerandomizations. These findings led us to
reflect on the response at the intermediate assessment, which
could be a prognostic indicator of the practice of PA. In this
sense, Shang et al [34] pointed out the importance of deepening
the investigation of fluctuating behavior in PA.

It is important for future studies to investigate if nonrespondents
at the first phase of the intervention would benefit from new
stimuli. In addition, a study with a larger sample size could
investigate if nonrespondents present characteristics that could
help health professionals and services to identify the population
at higher risk for physical inactivity and thus design more
personal approaches [34]. When planning interventions to
increase PA, planning beyond the activity itself is necessary.
As mentioned earlier, psychosocial, economic, and
environmental factors are involved in this challenge [4].
Furthermore, there is a need to consider the dynamic
characteristics of behavior change, which may include relapse
periods and difficulties in maintaining the new behavior [34,35].

The loss to follow-up in our study, except for the control group,
was consistent with the expectation for an interventional study
to increase PA, which varies from 20% to 35% [32,33]. We
faced difficulties following participants from the control group
even before the onset of the COVID-19 pandemic. Our
hypotheses for these losses are as follows: (1) it is possible that
researchers and participants from groups 1 and 2 developed a
bond due to the weekly text message interaction, which may
have contributed to keeping the appointments for reassessments,
and (2) it is possible that some of the participants may have
volunteered for our study with the expectation of using an app
for PA, which was not met for participants from the control
group. For future studies, as a strategy to increase adherence
among control participants, it may be helpful to offer an app
without associating other behavior change techniques or even
contact them periodically to develop a bond.

Many individuals have difficulty establishing effective strategies
to change their behavior regarding PA. As pointed out by
Warburton and Bredin [36], there is enough knowledge about
the effects and benefits of the practice of PA, and the current
challenge lies in translating knowledge into strategies to increase
PA at a populational level. In our study, we tried to encompass
different determinants of PA [4,5] at the individual level (eg,
text messages and self-monitoring could support motivation)
and the interpersonal level (eg, social support from the research
team, in-person activities in group 3, and establishment of
cultural norms among participants); provide a social or cultural
environment through app features, such as ranking and
groups/teams; and build an information environment through
counseling and education.

After analyzing the performance of participants in this study,
we suggest that intervention protocols aiming to increase the
level of PA in research, clinical, and collective contexts should
consider the adaptive intervention design as a viable and
potentially effective alternative, as well as the association with
environmental and institutional interventions [1]. The
recommendations of the World Health Organization Global
Action Plan [3] and ecological models [4,5] reinforce the
complexity of this behavior change.

Finally, it is essential to highlight that recommendations about
the ideal quantity of PA are being constantly revised.
Considering the current recommendation of the World Health
Organization for the adult population that PA of any amount
and intensity is better than no PA [37] and the findings from
Warburton and Bredin [36] that there are benefits of
transitioning from a lower to a higher level of PA independently
of the amount, we believe that our protocol was effective, as all
participants presented some increase in the average daily step
count.

As strengths of our study, we highlight the adaptive intervention
design, which is still not explored in PA, and its association
with behavior change techniques and complex technology.
Moreover, despite the small sample size, we found relevant
information that may contribute to advancing knowledge for
PA promotion.

Our study had some limitations. Although we completed the
first phase of the study, the second phase was not possible due
to the onset of the COVID-19 pandemic. Data analysis was
limited due to the small sample size and losses to follow-up,
especially after the onset of the pandemic, which led to the
sudden interruption of the protocol. Although we managed this
limitation using adequate statistical treatment of the data, the
analysis may be underpowered. Another limitation regarding
the data analysis was the intention-to-treat approach adopted in
our study, which could underestimate the impact of other factors
influencing participation in the study and adherence to the
protocol [38]. Finally, the characteristics of the sample, such
as a higher level of education and having access to technologies,
may limit the generalization of the results.

As observed in other PA studies, most participants completed
at least high school [32,39,40]. Epidemiological studies have
indicated that a higher education level and income are associated
with higher practice of leisure-time PA [4]. One of the
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challenges in designing programs for PA is engaging individuals
who are less likely to participate in leisure-time PA due to the
perception of limited time, a limited understanding of the effects
of the practice of PA, or fatigue resulting from physically
demanding work [40]. The socioeconomic characteristics of
our sample may have contributed to our results.

In conclusion, our adaptive intervention protocol using a
smartphone app combined with behavior change techniques led
to increases in the level of PA over time, especially among

participants from group 1. Participants from group 1 showed
increases in PA levels at all assessments, while those from group
2 showed increases only at the final assessment when compared
with the initial assessment. Moreover, there was a time effect
for the increase in the time spent in MVPA. It is possible that
offering stepwise new stimuli and behavior change techniques
may contribute positively to the process of behavior change
regarding PA. We acknowledge that the small sample size may
limit the interpretation of the results.
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Abstract

Background: Lung cancer screening with low-dose computed tomography (LDCT) among heavy smokers can decrease lung
cancer mortality. Smoking cessation intervention is recommended within the screening program; however, the methods for
smoking cessation in the LDCT screening context are not well established. We have previously shown that a novel smartphone
app can increase the chance for smoking cessation along with lung cancer screening. The effects of lung cancer screening, smoking
cessation, and the use of smartphone apps on health-related quality of life (HRQoL) are widely unknown.

Objective: This study aims to investigate the effect of lung cancer screening, smoking cessation, and the use of smoking cessation
app on HRQoL, an exploratory end point of the low-dose computed tomography screening for lung cancer combined to different
smoking cessation methods in Finland (LDCT-SC-FI) study.

Methods: This study was conducted as a part of the LDCT-SC-FI (NCT05630950), which was a randomized controlled trial
investigating different smoking cessation methods in participants undergoing lung cancer screening with LDCT. The main
inclusion criteria included an age of 50‐74 years, a marked smoking history (smoked ≥15 cigarettes per day for ≥25 years or
smoked ≥10 cigarettes per day for ≥30 years), an active smoking status, and access to a smartphone. The recruitment was carried
out by newspaper and internet advertisements and informing relevant health care units at hospital districts. The study participants
(n=200), all at Oulu University Hospital, were randomized in 1:1 fashion to a yearly LDCT with standard smoking cessation
(written material) or a stand-alone smartphone app–based cessation. HRQoL, an exploratory study end point, was assessed at
baseline and at 1 year with Quality of Life Questionnaire Core 30 (QLQ-C30) and EQ-5D.

Results: In total, 199 and 186 individuals had both questionnaires completed at baseline and at 1 year, respectively. We did not
detect a change in HRQoL between the time points using QLQ-C30 global health status score or EQ-5D index score. Smoking
cessation at 1-year time did not affect QLQ-C30 global health status or EQ-5D. We observed improved quality of life scores by
EQ-5D at 1 year (control: mean 0.720, SD 0.197 vs app: mean 0.799, SD 0.197; improved in 17/93, 18% of controls vs 29/93,
31% in app arm), while there was no difference in means at baseline. Smartphone app arm reported reduced pain (EQ-5D effect
size [ES] 0.049, 95% CI 0.006‐0.12; P=.01; adjusted ES 0.026; P=.007; QLQ-C30 ES 0.076, 95% CI 0.02‐0.16; P<.001;
adjusted ES 0.05; P=.02) and increased mobility (EQ-5D ES 0.031, 95% CI 0.01‐0.09; P=.02; adjusted ES 0.037; P=.008) at
1 year. The number of completed questionnaires in the app was associated with improved HRQoL by EQ-5D (ES 0.073, 95% CI
0.00‐0.180; P=.04; adjusted ES 0.071; P=.04).

Conclusions: This is the first study to test a smoking cessation smartphone app in the context of lung cancer screening. The
use of the developed app correlated with improved HRQoL, mainly by decreased pain and fatigue. To conclude, the studied app
provides a feasible and effective cessation intervention that is readily implementable in population-based lung cancer screening
programs, with enhanced health benefits beyond smoking cessation.

Trial Registration: ClinicalTrial.gov NCT05630950; https://clinicaltrials.gov/study/NCT05630950
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Introduction

The premier cause of cancer mortality in the Western world is
lung cancer, of which smoking is the single most important risk
factor [1]. Lung cancer is typically diagnosed at an advanced
stage, preventing curative intent treatments. Using low-dose
computed tomography (LDCT) for lung cancer screening in
individuals with substantial smoking history can decrease lung
cancer mortality [2,3]. Concordantly, smoking cessation
interventions are recommended in lung cancer screening
programs and may come with enhanced efficiency, regardless
of screening results [4-7]. Approximately 7%‐23% of
participants in LDCT programs achieve smoking cessation [8].
Still, optimal smoking cessation methods in the context of lung
cancer screening are not well established.

Possible health-related quality of life (HRQoL) effects and
losses are important to evaluate in cancer screening trials [9].
There is moderate evidence that, compared with no screening,
persons receiving LDCT screening do not have worse general
HRQoL or distress over 2 years of follow-up, and anxiety may
even be lowered. However, consequences might differ based
on screening results, at least in the short term [10-12]. Observed
negative psychological effects diminished over time, and there
were no known negative long-term effects on HRQoL [13,14].

Opportunities for using digital tools to access smoking cessation
treatment are evolving rapidly due to the expansion in the
proportion of the global population with access to a mobile
phone. Data imply that apps that provide personalized and
adaptive as well as interactive support may be more effective
in promoting engagement [15-17]. Smartphone apps have
reached abstinence odds ratios (ORs) of 1.25‐1.51 (95% CI
0.99‐1.56, 1.24‐1.84) in meta-analyses [18]. Their efficacy
can be enhanced with pharmacotherapy and physical participant
recruitment [19]. We have recently shown that a novel
smartphone app can increase smoking cessation with an OR of
~3 at 3 and 6 months when applied within LDCT screening for
lung cancer [20].

Several studies have indicated that smoking is related to lower
HRQoL and mental well-being [21-23]. However, studies on
the impact of smoking cessation interventions on HRQoL have
provided mixed results, some concluding that it may improve,
yet others showing negative or no changes [24-26]. Smoking
cessation may have a positive effect on physical and general
health but no significant effects on mental aspects [24].
Nevertheless, it might take years of abstinence for smokers’
HRQoL to be equal to nonsmokers’ [24,27].

Low-dose computed tomography screening for lung cancer
combined with different smoking cessation methods in Finland
(LDCT-SC-FI) is a randomized controlled trial investigating
smoking cessation with a smartphone app compared to written
cessation materials in individuals participating in LDCT
screening for lung cancer. The core concepts behind the

developed app include cognitive behavioral (enhancing
self-awareness, problem-solving skills, goal setting, and coping
with cravings) and social cognitive theories and acceptance and
commitment therapy as well as mindfulness. Therefore, the
effects of smartphone apps could extend beyond smoking
cessation.

This study aims to investigate changes in HRQoL, an
exploratory end point of the LDCT-SCI-FI trial. We investigated
the changes in HRQoL using 3 different patient-reported
outcome measures (PROMs). Since the LDCT-SC-FI study
focused on 2 main themes (feasibility of LDCT screening and
smoking cessation with a smartphone app), the results were
analyzed to ascertain what effects participation in screening,
smoking cessation, and use of the interventional app might have
on HRQoL outcomes.

Methods

Study Design
This study was conducted as a part of the LDCT-SC-FI
(NCT05630950), which is a randomized controlled trial
investigating different smoking cessation methods in participants
undergoing lung cancer screening with LDCT. The study
participants were randomized in a 1:1 fashion to a yearly LDCT
with standard smoking cessation (written material) or the same
LDCT screening approach with a smartphone app–based
smoking cessation (experimental). The study was powered
(80%) with 156 participants to detect a 15% difference with α
of .1 (75% vs 90%) in the number of active smokers at 3 and 6
months after inclusion using an online calculator. With the
expected dropout rate, the sample size was adjusted to 200.

Ethical Considerations
The study was approved by the ethics committee of Northern
Ostrobothnia Hospital District (EETTKM 21/2022) and was
prospectively registered at ClinicalTrials.gov (NCT05630950).
All the participants signed an informed consent before any study
procedures. The study participants were not compensated for
their participation. Of note, LDCT lung cancer screening is not
among the publicly funded cancer screenings in Finland. The
study was conducted in accordance with the Declaration of
Helsinki [28] and Good Clinical Practice guidelines [29].
Participant data were deidentified prior to analysis. Unique
study codes were assigned to each participant, while identifying
information was removed. All results are reported in aggregate
form to protect participant confidentiality. Consent for
publication has been granted by identifiable individuals.

Participants
Eligibility followed closely to the Nederlands-Leuvens
Longkanker Screenings Onderzoek (NELSON) lung cancer
screening trial criteria [2]. The main inclusion criteria included
an age of 50‐74 years, a marked smoking history (smoked ≥15
cigarettes per day for ≥25 years or smoked ≥10 cigarettes per
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day for ≥30 years), an active smoking status (smoking during
the last 2 weeks including regular [daily smoking] and
occasional [nondaily smoking] habits), and access to a
smartphone (iPhone or Android). The main exclusion criteria,
as in the NELSON trial, included a moderate or bad self-reported
health; current or past melanoma, lung, renal, or breast cancer;
and a chest computed tomography (CT) examination within 1
year.

Recruitment and Randomization
All the participants were recruited at the Oulu University
Hospital (from November 18, 2022, to April 14, 2023; the final
study visit occurred on March 20, 2024). The recruitment was
carried out by newspaper and internet advertisements and
informing relevant health care units at the hospital district. A
physical screening visit was performed at the site where
participating individuals signed the informed consent. Eligibility
was verified by a study nurse according to a checklist. Study
participants did not receive any compensation for participation,
and all the study procedures were free of charge. Eligible
participants were randomized by study nurses with block method
(sequentially numbered containers with a block size of 10, study
arm written on a paper in an opaque, sealed envelope) in 1:1
fashion with stratification according to pack years (<30 or ≥30
pack years) and age (<65 or ≥65 years) to smartphone-based
smoking cessation and control (written smoking cessation
material) arms. The stratification factors were selected based
on the assumption that bias could be generated by (1) adoption
of smartphone use in older people and (2) higher pack years to
be associated with a lesser likelihood of smoking cessation. The
random allocation sequence (randomization envelopes and
numbered blocks) was generated by the investigators (JK and
SI) to ensure concealment. Because of an inability to blind the
study participants from the intervention, as well as self-reported
smoking cessation being the primary end point of the study, the
study personnel were not blinded.

Outcomes
Data collected at baseline included standard demographics and
detailed smoking history. Self-reported smoking cessation status
was verified by phone at 3 and 6 months, and as a part of
physical visit at 1 year. Another physical visit and LDCT
screening investigation took place at 1 year. Quality of life
(QoL) questionnaires were collected after randomization at
baseline and at 1 year.

The primary outcomes of the study were self-reported smoking
cessation at 3 and 6 months (±1 month), which has been recently
reported, and study details are available in this publication [20].
Furthermore, secondary outcomes of the study included
efficiency of different smoking cessation methods in the
reduction of smoking, sensitivity and positive predictive value
of CT screening, and costs related to CT screening, which are
reported in previous publications. HRQoL assessed with
different PROMs was an exploratory end point of the study and
was not specified in detail in the protocol. Since the study
focused on 2 main themes (smoking cessation with a smartphone
app and feasibility of LDCT lung cancer screening), we planned
to investigate HRQoL in the context of smoking cessation, study
arm, and temporally. All the analysis was carried out according

to specific instructions by the HRQoL questionnaire. ED-5D
index scores and QLQ-C30 global health status (GHS) have
standardized population-based cutoffs (5% for EQ-5D and 10%
for the QLQ-C30), which were used in the main analysis of
HRQoL. If any of the main analyses showed statistically
significant differences temporally, or by study arm, or smoking
status at 1 year, detailed analysis of specific subscales or scores
would be carried out.

Procedures
The developed smoking cessation app called Suunta supports
smokers in the cessation process and aids them to retain a
smoking-free lifestyle (Multimedia Appendix 1). The theoretical
and functional concept was created by the study team members,
and the technical execution was done under subcontract by a
company specialized in mobile app development (Techinspire).
The stand-alone app is Android- and iPhone-compatible with
cloud-based database back-up. The Suunta app was downloaded
on participants’ smartphones on the randomization visit, which
was assisted by the study nurse. The Suunta smartphone app
was offered for the individuals in the control arm after 6 months
of follow-up.

The written materials used for smoking cessation are based on
the Finnish Current Care Guideline for Prevention and
Treatment of Smoking and Nicotine Addiction. A printed
version of the patient guide was handed out to all the study
participants. At the 6-month smoking status call, participants
in the control arm were offered the possibility to start using the
smoking cessation app. No other counseling for smoking
cessation was provided to the participants during the study visits
regardless of the study arm.

The LDCT-SC-FI study protocol for LDCT (Multimedia
Appendix 2) follows the NELSON study protocol [2]. In brief,
all the study participants undergo LDCT screening within 6
weeks from the randomization, and the next LDCT is scheduled
for 1 year.

HRQoL Measurements
Study participants were assessed for HRQoL with European
Organisation for Research and Treatment of Cancer (EORTC)
Quality of Life Questionnaire Core 30 (QLQ-C30)+Quality of
Life Questionnaire Lung Cancer 13 (QLQ-LC13) and EuroQol
EQ-5D-3L at baseline and at 1 year. The participants completed
the questionnaires at a physical visit using paper format. HRQoL
and changes therein were collected as the QLQ-C30 GHS and
EQ-5D index scores at baseline and 1 year in all participants as
well as according to smoking status at 1 year and study arms.
HRQoL-related secondary outcomes included the means and
changes in the QLQ-C30 functional scales as well as in the
specific symptom scores of QLQ-C30, QLQ-LC13, and EQ-5D.
These were carried out only if the overall score was found to
be significant at a 1-year time point.

The EORTC QLQ-C30 (version 3.0) and QLQ-LC13
questionnaires were scored according to official EORTC scoring
manuals. In brief, all the scales and single-item measures
undergo linear transformation to range from 0 to 100, so that a
high score for the functional and GHS scale represents a high
level of functioning or QoL, while the score for the symptom
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scales and single items represents a high level of
symptomatology or problems. A 10-point change in scores is
considered meaningful, so a 10% cutoff was selected for analysis
[30].

With EQ-5D-3L questionnaires, single scores were reported by
3-grade answers representing no to severe problems. For the
EQ-5D index score, all the scores were transformed to a single
raw score between 0 and 1 according to the official scoring
manual. Raw scores were transformed to a country-specific
index score (Finland) using a Microsoft Excel-based calculator.
A 5% change in EQ-5D index score is considered significant
in Finland, and this was selected as a primary measure [31,32].

The use of the app and its association with HRQoL changes
observed in the QLQ-C30 GHS and EQ-5D index scores were
studied in the experimental arm. The smartphone app included
weekly symptom questionnaires, and the frequency of app use
was investigated by analyzing the number of completed
symptom questionnaires by 24 weeks.

Statistical Analysis
Data analysis was carried out using SPSS (version 29.0.1; IBM
Corp). All the statistical analyses were carried out blinded to
the group allocation. Reliability of HRQoL data was evaluated
with Cronbach α, with values of <0.6 considered poor or
unacceptable. Paired 2-tailed t test was used to compare means
of 2 related groups (change over time) and estimate P value and
effect size (ES) with 95% CIs. For categorized variables,
Pearson chi-square test was used to estimate P values, and 1-way

ANOVA for ES with 95% CIs. For continuous variables, 1-way
ANOVA was applied to estimate the means, P values, and ES
with 95% CIs. One-way ANOVA was also applied in the
analysis of variables with more than 2 categories to estimate P
values and ES with 95% CIs. Adjusted analysis for P values
and ES was carried out using analysis of covariance corrected
for relevant baseline factors. Since the statistical software used
does not provide CIs for adjusted analysis of covariance, these
are not provided. Ordinal regression analysis with the
proportional odds model was used to estimate ORs, 95% CIs,
and P values. The generated model was evaluated with model
fitting, goodness-of-fit, and test-of-parallel-lines test. P values
of <.05 were considered statistically significant. For the ES,

partial η2 (small: 0.01; medium: 0.06; large: 0.14) or Cohen d
(small: 0.2; medium: 0.5; large: 0.8) were used to estimate the
magnitude of the effect. Missing data were not replaced.

Results

Demographics
The recruitment was initiated on November 18, 2022, the last
participant was included on April 14, 2023, and the final study
visit occurred on March 20, 2024. The median age was 60 (IQR
56-66) years, and 51% (102/201) of them were female. In
smoking-related demographics, the median number of pack
years was 31 (IQR 24-40), and the number of smoked cigarettes
per day was 15. The detailed demographics are presented in
Table S1 in Multimedia Appendix 3 and the study flowchart in
Figure 1.
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Figure 1. Study flowchart of the LDCT-SC-FI, which was a randomized controlled trial investigating different smoking cessation methods in participants
undergoing lung cancer screening with low-dose computed tomography. LDCT-SC-FI: low-dose computed tomography screening for lung cancer
combined with different smoking cessation methods in Finland.
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Temporal Changes in HRQoL During Screening
All the study participants (n=200) underwent LDCT screening
at baseline and 183 of the eligible 196 (93%) at 1 year. At
baseline, all the study participants (n=200) had 3 QoL (EQ-5D
and QLQ-CO30+LC13) questionnaires filled, and all (n=186)
came to the 1-year study visit (Figure 1). There were 14 dropouts
for the 1-year visit (experimental: n=8; control: n=6), 4 by
protocol-defined exclusion and 10 by self-willed withdrawal.
The overall HRQoL scores and their changes between baseline
and 1 year were analyzed. Data reliability was considered good
or acceptable for overall HRQoL scores (Table S2 in Multimedia

Appendix 3). Among all study participants, there was no
statistically significant difference between the means of either
score at baseline or at 1 year. However, there was a slight
decrease in GHS over time. Most participants experienced no
changes in either of their scores (GHS: 120/186, 65%, EQ-5D
index score: 90/186, 48%). The subgroup of participants
experiencing either improved or decreased HRQOL scores was
quite balanced (Table 1). Furthermore, the association of EQ-5D
index score change (5%) and GHS change (10%) was evaluated,
and they showed a good correlation (Table S3 in Multimedia
Appendix 3).

Table . Study participants were assessed for HRQoLa with European Organisation for Research and Treatment of Cancer QLQ-C30b and EuroQol

EQ-5D-3L at baseline and at 1 year at a physical visitc.

P valueeEffect sized (95% CI)At 1 yearBaseline

.230.09 (−0.6 to 0.23)71.64 (19.71)73.21 (15.83)QLQ-C30 GHSf, mean (SD)

——186 (100)—gQLQ-C30 GHS (10%
change), n (%)

33 (18)    Improved

120 (65)    No change

33 (18)    Decrease

.800.02 (−0.13 to 0.16)0.760 (0.201)0.763 (0.195)EQ-5D index score, mean
(SD)

——186 (100)—EQ-5D index score (5%
change), n (%)

46 (25)    Improved

90 (48)    No change

50 (27)    Decrease

aHRQoL: health-related quality of life.
bQLQ-C30: Quality of Life Questionnaire Core 30.
cHRQoL and changes therein were collected as the QLQ-C30 GHS and EQ-5D index scores. A 10-point change in scores of QLQ-C30 is considered
meaningful; thus, a 10% cutoff was selected, while a 5% change in EQ-5D index score is considered significant in Finland.
dCohen d.
ePaired samples t test.
fGHS: global health status.
gNot applicable.

HRQoL According to Smoking Status
Since smoking cessation was the primary end point of the study,
we wanted to analyze whether smoking cessation would have
an impact on HRQoL outcomes. Smoking status was available
for all study participants (n=186) coming to the study visit at 1
year (Figure 1). We assessed the association of smoking

cessation to GHS and EQ-5D scores. Smoking cessation status
showed no statistically significant difference in either of the
HRQoL measures at baseline or at 1 year. Furthermore, we
detected no difference according to smoking status in
participants whose scores improved, decreased, or remained the
same (Table 2).
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Table . Changes in quality of life based on QLQ-C30a and EQ-5D between baseline and at 1 year according to smoking status (at 1 year) irrespective
of study arm.

P valuecEffect size (95% CI)bNonsmokerSmoker

QLQ-C30 GHSd, mean (SD)

.700.001 (0.00-0.003)74.14 (16.72)72.78 (15.97)    Baseline

.750.001 (0.00-0.03)72.70 (21.24)71.44 (19.48)    1 year

.970.00 (0.00-0.003)−1.437 (22.28)−1.592 (17.09)    Mean change from base-
line

.570.006 (0.00-0.05)29 (100)157 (100)QLQ-C30 GHS (10%
change), n (%)

7 (24)26 (17)    Improved

18 (62.1)102 (65)    No change

4 (14)29 (19)    Declined

EQ-5D index score, mean (SD)

.860.00 (0.00-0.02)0.767 (0.204)0.759 (0.196)    Baseline

.960.00 (0.00-0.005)0.758 (0.202)0.760 (0.201)    1 year

.850.00 (0.00-0.02)−0.009 (0.17)−0.002 (0.17)    Mean change from base-
line

.800.002 (0.00-0.04)29 (100)157 (100)EQ-5D index score (5%
change), n (%)

6 (21)40 (26)    Improved

14 (48)76 (48)    No change

9 (31)41 (26)    Declined

aQLQ-C30: Quality of Life Questionnaire Core 30.
bPartial eta-square.
cANOVA or Pearson chi-square test.
dGHS: global health status.

HRQoL According to Randomization Arm
Next, we assessed HRQoL outcomes according to study arm.
There was no difference either in the GHS or EQ-5D index
score at baseline. At 1 year, we observed a difference between
the study arms in the means of both the GHS (68.46 vs 74.82;

partial η2=0.026, 95% CI 0.00‐0.09; P=.03) and the EQ-5D

index scores (0.720 vs 0.799; partial η2=0.039, 95% CI
0.003‐0.11; P=.007), with individuals randomized to the app
arm showing higher scores. However, the statistical significance

was lost for the GHS after adjusting for baseline scores. Using
the 3-class classification of scores (improved, unchanged, or
declined), there was a statistically significant difference between
the study arms in the portion of participants whose scores
improved and declined by EQ-5D (17/186, 18% vs 29/186,

31%; 31/186, 33% vs 19/186, 20%; partial η2=0.032, 95% CI
0.001‐0.10; P=.049). A similar trend was observed with GHS
(improved: 11/186, 12% vs 22/186, 24%), but this did not reach
statistical significance (Table 3).
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Table . Changes in overall quality of life based on QLQ-C30a and EQ-5D questionnaires between randomization armsb.

Adjusted effect

sizeg

(95% CI)

Adjusted P valuegEffect sizef (95%
CI)

P valueeAppdControlc

QLQ-C30 GHSh, mean (SD)

——i0.015 (0.00-0.06).0974.17 (16.31)70.29 (15.85)    Baseline

0.01.180.026 (0.00-0.09).0374.82 (19.23)68.46 (19.77)    1 year

——0.002 (0.00-0.03).56−0.807 (19.39)−2.330 (16.41)    Mean change
from baseline

——93 (100)93 (100)QLQ-C30 GHS
(10% change), n
(%)

0.016 (0.00-0.07).1122 (24)11 (12)    Improved

——56 (60)64 (69)    No change

——15 (16)18 (19)    Declined

EQ-5D index score, mean (SD)

——0.000 (0.00-0.02).820.759 (0.206)0.752 (0.197)    Baseline

0.047.0030.039 (0.003-0.11).0070.799 (0.197)0.720 (0.197)    1 year

——0.032 (0.001-0.10).010.027 (0.17)−0.033 (0.16)    Mean change
from baseline

——93 (100)93 (100)EQ-5D index score
(5% change), n (%)

0.032 (0.001-0.10).04929 (31)17 (18)    Improved

——45 (48)45 (48)    No change

——19 (20)31 (33)    Declined

aQLQ-C30: Quality of Life Questionnaire Core 30.
bComparison is carried out based on means at individual time points, changes from baseline, means adjusted to baseline values, and by using clinically
significant threshold changes (QLQ-C30 10% change; EQ-5D 5% change).
cControl: smoking cessation with written material.
dApp: smartphone app–based smoking cessation.
eANOVA or Pearson chi-square test.
fPartial eta-square.
gAnalysis of covariance test adjusted for baseline QLQ-C30 GHS or EQ-5D index score.
hGHS: global health status.
iNot applicable.

We also carried out an ordinal regression analysis of EQ-5D
index change (5%) with baseline factors and smoking status at
1 year. The model performance was poor with high P values
for model fit, while goodness of fit and test of parallel lines
showed both P values over >.5. Of the analyzed factors, only
randomization arm (OR −0.668, 95% CI −1.227 to −0.109;
P=.02) significantly predicted EQ-5D change (Table 4).

Since Suunta app was also offered to the control arm after 6
months, we wanted to assess whether this would affect the
observed results. The app use was assessed at the 1-year study
visit, and 14 participants (15% of the controls) reported having

used the app. Removing these individuals from the analysis did
not markedly alter the results compared to the intent-to-treat
analysis. In brief, EQ-5D mean index scores and QLQ-C30
GHS means were similar at baseline, while there was a
statistically significant difference at 1 year. Furthermore,
according to 3-class classification of EQ-5D or QLQ-C30, very
similar results favoring the app were observed while this was

only statistically significant with QLQ-C30 (partial η2=0.027,

95% CI 0.00‐0.09; P=.09; partial η2=0.023, 95% CI
0.00‐0.08; P=.04, respectively; Table S4 in Multimedia
Appendix 3).
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Table . Ordinal regression analysis for clinically significant EQ-5D index change (5%) at 1 year.

P valuebORa (95% CI)

.200.034 (−0.018 to 0.087)Age

Sex

.10−0.001 (−0.633 to 0.630)    Female

—c0    Male

Relationship status

.83−0.082 (−0.713 to 0.548)    Single

—0    In a relationship

ICTd skills

.10−0.962 (−2.099 to 0.174)    Novice

.67−0.124 (−0.700 to 0.452)    Average

—0    Experienced

.920.004 (−0.072 to 0.080)How many cigarettes per day

.88−0.003 (−0.041 to 0.035)Pack years

.89−0.23 (−0.337 to 0.291)Fagerström test

Smoking status at 1 year

.35−0.363 (−1.130 to 0.405)    Nonsmokers

—0    Smoker

Randomization arm

.02−0.668 (−1.227 to −0.109)    Control

—0    App

aOR: odds ratio.
bOrdinal regression analysis with proportional odds model; model fitting: P=.36; goodness-of-fit: P=.38; test of parallel lines: P=.06.
cNot applicable.
dICT: information and communication technology.

Data reliability of QLQ-C30-, LC13-, and EQ-5D–defined
functioning or symptom subscales was considered good to
questionable, and only a few symptoms (hemoptysis, sore
mouth, and alopecia) produced poor or unacceptable scores
(Table S2 in Multimedia Appendix 3). In the analysis for the
QLQ-C30 functional scales, we observed no difference at
baseline. At 1 year, there were statistically significant
differences between study arms in role (mean 81.70, SD 25.20

vs mean 89.13, SD 19.83; partial η2=0.026, 95% CI 0.00‐0.09;
P=.03) and social (mean 86.02, SD 19.24 vs mean 93.55, SD

15.74; partial η2=0.04, 95% CI 0.01‐0.11; P=.004) functioning
scales, with higher means detected in the app arm. After
adjusting for baseline scores, only social functioning scales

retained the statistical significance (partial η2=0.025; P=.03).
Furthermore, improvements in means over time occurred only
in the app arm (Table 5).
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Table . QLQ-C30a functional scales of quality of life according to randomization armb.

Adjusted effect

sizef
Adjusted P valuegEffect sizef (95%

CI)
P valueeAppd, mean (SD)Controlc, mean

(SD)

——hPhysical functioning

0.004 (0.00 to 0.04).3882.60 (16.52)80.49 (16.90)    Baseline

0.004 (0.00 to 0.04).3881.54 (17.86)79.20 (18.06)    1 year

0.00 (0.00 to 0.00).98−2.148 (13.40)−2.097 (12.78)    Mean change

Role functioning

——0.006 (−0.00 to
0.04)

.2889.11 (18.62)86.03 (21.65)    Baseline

0.014.110.026 (0.00 to 0.09).0389.13 (19.83)81.70 (25.20)    1 year

——0.007 (0.00 to 0.05).28−1.268 (17.69)−4.348 (20.36)    Mean change

——Emotional functioning

0.004 (0.00 to 0.04).3885.81 (14.84)83.93 (15.29)    Baseline

0.02 (0.00 to 0.08).0687.72 (14.04)82.97 (19.27)    1 year

0.003 (0.00 to 0.04).450.807 (12.17)−0.815 (16.53)    Mean change

——Cognitive functioning

0.001 (0.00 to 0.03).6388.78 (15.11)87.71 (16.08)    Baseline

0.017 (0.00 to 0.07).0890.50 (16.00)85.90 (19.07)    1 year

0.004 (0.00 to 0.04).420.000 (13.23)−1.648 (14.50)    Mean change

Social functioning

——0.018 (0.00 to 0.07).0694.72 (12.00)90.57 (18.16)    Baseline

0.025.030.044 (0.01 to 0.11).00493.55 (15.74)86.02 (19.24)    1 year

——0.005 (0.00 to 0.04).35−1.971 (17.18)−4.480 (19.06)    Mean change

aQLQ-C30: Quality of Life Questionnaire Core 30.
bComparison was carried out based on means at individual time points, changes from baseline, and means adjusted to baseline values.
cControl: smoking cessation with written material.
dApp: smartphone app–based smoking cessation.
eANOVA.
fPartial eta-square.
gAnalysis of covariance test adjusted for baseline QLQ-C30 functional scales.
hNot applicable.

Of the specific symptom scores, fatigue, pain, insomnia, and
financial difficulties were calculated based on the QLQ-C30,
while dyspnea at rest and pain in other parts were based on the
QLQ-LC13. In the analysis, only insomnia and dyspnea at rest
showed differences at baseline, but differences were subtle. At
1 year, fatigue, pain, insomnia, financial difficulties, and pain
in other parts showed lower means and symptom burden in the
app arm. After adjusting for baseline scores, only pain and final

difficulties retained statistical difference (partial η2=0.05; P=.02;

partial η2=0.03; P=.02). Only the pain score showed a
statistically significant difference in mean change (7.065 vs

−0.538; partial η2=0.026, 95% CI 0.00‐0.09; P=.03) between
the study arms (Table 6).

We also analyzed specific symptoms from the EQ-5D
questionnaire. In the analysis, there was no difference at baseline
according to study arm (not shown). At 1 year, we observed

improvements in both mobility (partial η2=0.031, 95% CI

0.001‐0.09; P=.02) and pain or discomfort (partial η2=0.049,
95% CI 0.006‐0.12; P=.01) with individuals randomized to
the app arm, and these retained in the adjusted analysis (partial

η2=0.037; P=.008; partial η2=0.026; P=.007; Table 7).
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Table . QLQ-C30a+QLQ-LC13b–specific symptom scores showing significant changes according to randomization armc.

Adjusted effect

sizeg
Adjusted P valuehEffect sizeg (95%

CI)
P valuefAppe, mean (SD)Controld, mean

(SD)

Fatigue

——i0.004 (0.00-0.04).3621.56 (19.93)24.02 (18.08)    Baseline

0.015.100.027 (0.00-0.09).0319.59 (17.75)26.05 (21.27)    1 year

——0.005 (0.00-0.04).36−0.239 (17.91)2.031 (15.62)    Mean change

Pain

——0.013 (0.00-0.06).1118.65 (22.15)24.32 (27.62)    Baseline

0.05.020.076 (0.02-0.16)<.00116.49 (21.35)32.26 (32.68)    1 year

——0.026 (0.00-0.09).03−0.538 (20.03)7.065 (26.29)    Mean change

Insomnia

——0.019 (0.00-0.07).04917.82 (25.19)25.25 (27.80)    Baseline

0.07.250.022 (0.00-0.08).0415.05 (22.26)22.58 (27.44)    1 year

——0.00 (0.00-0.00)>.99−1.792 (23.24)−1.792 (25.34)    Mean change

Financial difficulties

——0.017 (0.00-0.07).065.94 (17.25)10.77 (19.53)    Baseline

0.03.020.057 (0.01-0.13).0013.94 (14.62)13.26 (22.60)    1 year

——0.007 (0.00-0.05).24−0.717 (14.73)2.151 (18.26)    Mean change

——Dyspnea in rest

0.025 (0.00-0.008).024.29 (11.22)1.35 (6.60)    Baseline

0.001 (0.00-0.03).662.51 (12.27)3.23 (9.91)    1 year

0.014 (0.00-0.07).10−1.075 (14.29)1.792 (9.02)    Mean change

Pain in other parts

——0.012 (0.00-0.06).1426.53 (30.26)33.33 (32.97)    Baseline

0.02.060.035 (0.002-0.10).0124.73 (30.26)37.12 (35.53)    1 year

——0.004 (0.00-0.04).40−1.482 (35.30)2.811 (30.45)    Mean change

aQLQ-C30: Quality of Life Questionnaire Core 30.
bQLQ-LC13: Quality of Life Questionnaire Lung Cancer 13.
cComparison was carried out based on means at individual time points, changes from baseline, and means adjusted to baseline values.
dControl: smoking cessation with written material.
eApp: smartphone app–based smoking cessation.
fANOVA.
gPartial eta-square.
hAnalysis of covariance adjusted for baseline QLQ-C30 symptom scores.
iNot applicable.
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Table . EQ-5D–specific symptom scores and their change between baseline and 1 year according to prespecified classification of the questionnaire

according to randomization arma.

Adjusted effect

sizef
Adjusted P valuefEffect sizee (95%

CI)
P valuedAppc, n (%)Controlb, n (%)

Mobility

——g0.00 (0.00-0.017).86    Baseline

61 (60)61 (62)        No problems

40 (40)38 (38)        Some prob-
lems

0.037.0080.031 (0.001-0.09).02    1 year

64 (69)48 (52)        No problems

29 (31)45 (48)        Some prob-
lems

Pain or discomfort

——0.006 (0.00-0.04).46    Baseline

52 (52)45 (46)        No pain or
discomfort

58 (48)51 (52)        Moderate pain
or discomfort

1 (1)3 (3)        Extreme pain
or discomfort

0.026.0070.049 (0.006-0.12).01    1 year

55 (59)36 (39)        No pain or
discomfort

36 (39)50 (54)        Moderate pain
or discomfort

2 (2)7 (8)        Extreme pain
or discomfort

aComparison was carried out based on symptom scales.
bControl: smoking cessation with written material.
cApp: smartphone app–based smoking cessation.
dPearson chi-square test.
eANOVA.
fAnalysis of covariance adjusted for baseline EQ-5D symptom scores.
gNot applicable.

Frequency of App Use and Its Association to HRQoL
To further support that our observed improvements result from
app use, we analyzed the connection between app use and
changes in GHS and EQ-5D index scores. We assessed app use
by the number of questionnaires the user had completed in the
app over the course of the first 24 weeks. There was a

statistically significant difference between the mean number of
filled questionnaires by those whose EQ-5D index score showed

no change or improved (partial η2=0.073, 95% CI 0.00‐0.18;

P=.04; partial η2=0.071; adjusted P=.04). In the analysis of
GHS and app use, nonsignificant trends similar to those of the
EQ-5D were observed (Table 8).
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Table . The extent of app use in relation to health-related quality of lifea.

Adjusted effect

sizec
Adjusted P val-

uec
Effect sizebP valuebDeclinedNo changeImproved

————f15 (16.5)55 (60)21 (23)QLQ-C30d

GHSe (10%
change), n (%)

——0.056 (0.00-
0.16)

.085.73 (6)6.22 (7)11.14 (14)    Completed
questionnaires,
mean (SD)

————19 (21)43 (47)29 (32)EQ-5D index
score (5%
change), n (%)

0.071.040.073(0.00-0.18).043.05 (4)7.40 (8)9.86 (11)    Completed
questionnaires,
mean (SD)

aAn analysis of EQ-5D index score (5%) or QLQ-C30 (10%) change in the experimental arm. The use of the app was assessed by the number of
questionnaires the user had completed in the smoking cessation app over the course of the first 24 weeks.
bOne-way ANOVA.
cAnalysis of covariance adjusted for age, sex, pack years.
dQLQ-C30: Quality of Life Questionnaire Core 30.
eGHS: global health status.
fNot applicable.

Discussion

Principal Findings
To our knowledge, LDCT-SC-FI was the first to report the
results of a smartphone app–based smoking cessation in a
randomized controlled trial setting among individuals
participating in LDCT lung cancer screening. In this study, we
investigated the changes in HRQoL in participants undergoing
LDCT screening for lung cancer over a 1-year study period
using 3 different PROMs. Additionally, we analyzed the effects
of smoking cessation as well as the use of our interventional
smoking cessation app on HRQoL outcomes. According to our
results, neither LDCT screening for lung cancer nor smoking
cessation was associated with changes in HRQoL, while the
individuals randomized to the Suunta smoking cessation
smartphone app reported improved HRQoL mainly by decreased
pain and mobility. In general, observed changes in mean values
of HRQoL are small, but these, however, fulfill the population
norm for significant change (±5%) using the EQ-5D measure.
Our results suggest that the positive effects of smoking cessation
apps can be comprehensive and may not be limited to cessation
only.

In addition to early detection of lung cancer, LDCT screening
can have various health effects, which need to be considered
when initiating screening programs [2,3,9,11,12]. There is some
evidence that LDCT screening may induce negative effects on
participants’HRQoL, especially psychosocial in nature. In most
studies, these effects have been short-term and reversed over
time [11,13,14]. Our results are in line with these findings,
suggesting that lung cancer screening does not negatively impact
HRQoL. Since our study had a limited number of participants,
we were not able to study the correlation between screening
results and HRQoL.

Smoking is the leading risk factor for lung cancer, and smoking
cessation clearly prevents the disease as well as improves
outcomes [1]. Lung cancer screening programs offer a superb
opportunity for smoking cessation interventions and enhance
their efficacy [4-6,8]. We have recently shown that smoking
cessation can be enhanced 3-fold, and it is of interest if this
would translate to alter HRQoL [20]. However, our results
showed that smoking cessation does not have an impact on
HRQoL or specific scales or symptoms, even though we had
hypothesized the contrary. Reflecting on the previous literature,
our negative results are not surprising since positive HRQoL
effects of smoking cessation might require years to develop
[24,27].

Comparison to Prior Work
Currently, smartphones are ubiquitous and provide an accessible
platform for health interventions. In various medical conditions,
including cancer, such interventions have shown beneficial
effects on HRQoL among other study outcomes [33-35]. In
recent years, various smartphone-based methods for smoking
cessation have been developed, and some have proven to be
effective [18,19]. To our knowledge, these studies have not
assessed HRQoL, so our study brings novel information on this
topic. Although the Suunta app was effective in smoking
cessation and surpassed meta-analysis–based ORs for smoking
cessation with mobile apps, we observed no association between
cessation at 1 year and HRQoL [18,20]. Interestingly, our study
showed that individuals randomized to the Suunta app arm
presented with improved overall HRQoL as well as specific
scales and symptoms. Improvements in HRQoL seemed to be
driven by improvements in social function, mobility, as well as
pain. Our findings suggest that the improved HRQoL is a result
of a direct effect of Suunta app use, rather than this resulting
due to smoking cessation. The effects of mobile health apps on
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HRQoL have seldom been investigated, and it is possible that
other apps would bear similar effects. Furthermore, HRQoL,
or happiness, might also be measured with nonvalidated
instruments [36]. These are interesting areas of future research.

The theoretical background of the Suunta app includes cognitive
behavioral and social cognitive theories and commitment therapy
as well as mindfulness. The participants may use the app for
goal setting, decision-making, and personal empowerment in
smoking cessation as well as for overall management of their
health. Functionalities include a weekly symptom questionnaire
with personalized feedback, mindfulness practices,
self-reflection, and a guided smoking cessation plan. Observed
improvements in functional scales might relate to these features,
which aim to enhance self-reflection capabilities and induce
empowerment.

It is unclear how the Suunta app relays its favorable effects on
the pain symptom scores, observed with all 3 PROMs used in
this study. To be precise, the pain symptom scores decreased
in the app arm over the 1-year study period, whereas in the
control arm, they increased. Since the sensation of pain is a
complex phenomenon with a psychosocial component, features
of the app, specifically mindfulness meditation–based exercises,
might alter the overall experience of pain. There are evolving
data that mindfulness meditation–based analgesia reduces pain
through multiple, unique neural mechanisms and may lead to
long-term effects [37]. Our results suggested that the app
favorably affected generalized pain rather than regional or
nociceptive pain, for example, chest pain and angina, which
likely reflects its effect on the psychosocial, and maybe even
neurophysiological components of pain.

We also analyzed the extent of app use in relation to HRQoL,
and the more frequent use was associated with improved overall
HRQoL. This favors the explanation that the features of and
adherence to the app are involved in the changes observed. In
addition, we have previously shown that adherence to app use
was associated with increased smoking cessation [20].
Therefore, the means to increase app adherence could enhance
the effects on both smoking cessation and HRQoL. Our results
indicate that a mobile app can assist in achieving smoking
cessation and retaining or even improving HRQoL during the
LDCT screening for lung cancer.

Strengths and Limitations
Our study has some limitations. The study recruitment occurred
only in a single center, and the number of participants was

moderate, which might limit the generalizability of the results
to a wider screening population. Smoking was assessed by
self-reporting without biochemical verification, which may
overestimate the number of nonsmokers. Yet, it has previously
been shown that self-reported smoking cessation follows closely
to biochemically verified data [38]. HRQoL was an exploratory
end point of the trial, and analysis was not prespecified in detail,
and the results should be interpreted with caution. In addition,
HRQoL was analyzed only at 2 time points, which limits the
time scope of the analysis. Nevertheless, in the context of the
study population, the frequency of HRQoL assessments is
reasonable. The credibility of our results is supported by using
3 different PROMs assessing HRQoL, all of which produced
similar results. It has been suggested that combining generic
HRQoL measures with more condition-specific ones may
increase their overall usefulness [39]. In addition, the coverage
of HRQoL questionnaires was very high because of good
participant adherence. The smartphone app was offered to the
controls at 6 months, which might have had an impact on the
observed results. However, only 15% (14/93) of the controls
reported app use at 1 year, and the observed HRQoL results
were very similar to intention-to-treat when excluding these
from analysis. As in all clinical trials, there were dropouts in
our study. The dropout rate was 7.5%, which is very low
compared to smoking cessation studies that often report rates
as high as 50%. Furthermore, the dropout rates were very similar
in both arms, and it is likely that dropouts have only a marginal
impact on observed results.

Conclusions
We investigated the effect of LDCT lung cancer screening,
smoking cessation, and a smoking cessation app on HRQoL.
The LDCT-SC-FI trial was the first to investigate a smoking
cessation mobile app in the context of LDCT; thus, the presented
HRQoL results are unique. We were able to show that
randomization to the smartphone app arm, as well as the
frequency of app use, was associated with improved HRQoL,
while participation in screening or smoking cessation had no
effect. According to the study results, the beneficial impact of
the app is driven by enhanced social functioning, mobility, and
pain compared to controls. Our study suggests that a smartphone
app aiming at smoking cessation is an effective intervention in
the context of LDCT lung cancer screening since it can both
enhance smoking cessation and improve HRQoL.
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Abstract

Background: Depression is pervasive, and rates are rising in the United States. Most people with depression receive care from
primary care clinicians, but gaps in the quality of care exist. Team-based approaches to depression care have been shown to aid
in treatment and management; yet, challenges exist in implementation. Digital health apps have been shown to be effective in
improving depression symptoms and enhancing patient engagement in some populations. Many, however, do not share data with
clinical care teams.

Objective: This study aimed to understand the barriers to and facilitators for implementation of a digital health program that
supports coordinated use by clinical care teams and patients, via a mobile app and care team–facing web interface, for depression
in primary care.

Methods: This study was part of a larger intervention study that included 4 primary care practices: 2 intervention and 2 control
sites. The intervention sites used a patient-facing mobile app and a care team–facing web interface, and the control sites continued
usual care. The study team conducted interviews from May to October 2021. Patient and care team participants were recruited
toward the end of their study involvement. Separate semistructured interview guides were developed for patient and care team
participants. Interviews were recorded and transcribed. Data were coded using Atlas.ti.9, and data analysis was completed using
a grounded theory approach.

Results: Interviews with patient (n=8) and care team (n=8) participants revealed 3 main topics for program implementation:
app/interface usability, tracking, and program recommendations. For app/interface usability, overall, navigation for both patient
and care team participants was simple and straightforward. Although app content was relevant, patient participants desired
additional educational resources and information to aid in their depression treatment and management. In terms of tracking, care
team participants indicated that data obtained via the interface enabled them to monitor patients in between visits; and in some
circumstances, these data facilitated conversations with patients about treatment plans. Tracking medication adherence differed
among patient participants due to established routines of taking medications consistently, lack of motivation to track, or lack of
interest in tracking. Care team participants reported the ability to respond more quickly to side effects. Patients commented on
tracking difficulties: confusing response options, insufficient goal attainment response options, not being able to provide details
or write notes, and no ability to change goals. Some patient and care team participants perceived that tracking encouraged
communication with one another; others perceived tracking as having no impact on shared decision-making.

Conclusions: Results suggest implementation of a digital health program for depression treatment and management in primary
care practices could impact patient medication adherence, produce faster turnaround time for medication optimization, encourage
goal setting, and foster communication between patients and care team members. Program enhancements could optimize patient
and care team member engagement.
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Introduction

Primary care clinical teams play a critical role in depression
diagnosis, treatment, and management. Rates of depression in
the United States have risen since the beginning of the
COVID-19 pandemic [1]. Up to 70% of patients being treated
for behavioral and mental health conditions, including
depression, receive care within primary care [2], and
approximately 13% of primary care visits involved a patient
with a depression diagnosis between 2010 and 2018 [3].
Clinician comfort with treating depression varies [4], and gaps
in quality of care exist; notably in areas such as screening,
diagnosis, patient engagement and education, clinician training,
and clinician follow-up [5-10]. There is evidence that
team-based care and care management between clinic visits, as
well as patient self-management [11], can improve depression
outcomes [12,13]. However, these strategies can be time and
resource intensive for primary care practices, requiring regular
check-ins with patients and providing education on
self-management. Encouraging patients to use digital health
apps is one strategy to assist patients in better self-management.

Health care providers can play an integral role in patient
initiation of use of a digital or mobile app [14]. Digital health
apps are acceptable to patients, easy to use, and potentially
effective in supporting behavior change and self-management,
particularly in improving depression and anxiety symptoms in
various populations [15-19]. However, there is a lack of
standardization in evaluating health apps [20,21], and many
behavioral health apps are not able to share data with clinical
care teams [20].

This pilot study examined a digital health program that included
a patient-facing mobile app and care team web interface that
support depression treatment and symptom management in
relation to shared decision-making and goal setting in primary
care practices. Here, we describe patient and care team
participant perspectives regarding barriers to and facilitators
for using the digital health program in their practices.

Methods

Study Design, Setting, and Recruitment
This study was part of a larger intervention study (currently
under review) that included 4 primary care practices, located
in Michigan (n=1), Florida (n=1), and New York (n=2), all with
some level of behavioral health integration. The intervention
arm (n=2 practices, 1 residency and 1 private practice) piloted
the use of the Primary Care Path, a program with a patient-facing
mobile app and accompanying care team–facing web interface,
which was developed collaboratively by Takeda and American
Academy of Family Physicians National Research Network
(AAFP NRN) and powered by Fora Health (Ctrl Group Limited
UK). The control arm (n=2 practices; 1 Community Health

Center and 1 private practice) continued usual care for
depression. Participating practices were recruited from the
AAFP NRN. Patient interview participants were recruited from
the patients enrolled in the intervention arm via email invitation
in the final weeks of their study involvement. Practice champion
clinicians, study coordinators, and clinicians who cared for
patients enrolled in the study were invited to participate
postintervention.

Ethical Considerations
This study was approved by the American Academy of Family
Physicians Institutional Review Board (Protocol 20‐389). All
participants consented to be in the study. However, those
participants who took part in the intervention were sent an email
asking if they would be willing to participate in an interview.
Those who responded received an invitation for a scheduled
interview. Prior to the start of the interview, a study team
member thoroughly described participation: expected interview
length, questions asked, permission to record, and participant
rights (voluntary participation, can terminate participation at
any time without penalty, remuneration, and possible risks).
Risks, such as discomfort answering certain questions and the
potential loss of anonymity and confidentiality, were explained.
Verbal consent was then obtained. On completion of the
interview, participants received compensation; a US $100 e-gift
card was sent to their email. All identifying information was
removed from interviews and study data to protect participant
anonymity.

Intervention
The Fora Health app supports goal setting and tracks daily
medication adherence and side effects, weekly goal attainment,
and behavioral health participation; assesses the 9-item Patient
Health Questionnaire (PHQ-9) [22,23], 13-item Patient
Activation Measure [24,25], World Health Organization-Five
Well-Being Index [26,27], and Perceived Deficits Questionnaire
[28,29] on a biweekly basis; and provides short educational
tutorials about depression management on topics such as talking
with your physician and goal setting. Patient participants began
using the Primary Care Path app (powered by Fora Health) after
meeting with the study coordinator to enroll and set goals. The
Primary Care Path web interface allows staff and clinicians to
see patient-reported data. The expectation was that the care team
would use the information before visits or review between visits.

Analysis
Separate semistructured interview guides were developed by
the AAFP NRN study team for patient and care team
participants, according to the RE-AIM (reach, effectiveness,
adoption, implementation, and maintenance) evaluation
framework [30-32]. The interview guides were reviewed and
revised by the broader study team. Interviews were conducted
from May to October 2021 by a family physician (AN) and 2
research project managers (AML and EAR), each with a
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master’s degree and training and experience in qualitative
methods. Interviews were conducted online and lasted
approximately 30 minutes, and were audio recorded and
transcribed. Four research team members (MKF, AN, AML,
and EAR) met frequently over 13 weeks to develop the
codebook, using a priori and emergent codes. Meaning, some
codes were generated based on the discussion guide, and others
were developed through open coding, where codes emerge from
the data. After the research team members agreed on the codes
and their definitions, each transcript was coded once (MKF and
EAR) using Atlas.ti.9 (Berlin and Germany), and an audit was
conducted (AML) to ensure intercoder reliability. This inductive
approach to data analysis was completed by 4 members of the
research team (MKF, AN, AML, and EAR), using a combination
of grounded theory and constant comparative methods [33,34].
Themes emerged through repeated reading of the data. Themes
were discussed and agreed upon by the broader research team.

Results

Comparing Patient and Care Team Perspectives
The study team interviewed intervention patients (n=8) and
intervention care team participants (lead clinicians, study
coordinators, and other clinicians; n=8, shown in Tables 1 and
2). The sample size was determined based on the 2 participant
categories of the sampling frame and the sample’s sufficiency
to provide a meaningful perspective and nuanced detail [35].
Data comparisons between the patient and care team participant
strata showed similarities and differences for topics of
app/interface usability (navigation and content and usability),
tracking (medication adherence, side effects, goals, suggestions
for additional tracking features, and communication), and
program recommendations. Saturation was reached within the
patient stratum as there was consistency across all patient data.
Even though much of the data indicates overall agreement,
additional explanations are provided where discordance is
present. Example quotations are displayed at the end of each
section.

Table . Patient demographics.

Treatments used
for depression

Living situationEmployment sta-
tus

Year of birthEthnicityRaceSexPatient partici-
pant

Antidepressant
medication and
behavioral
health/talk thera-
py

With spouse or
other family

Part time1997Non-Hispanic or
Latinx

WhiteFemale1

Antidepressant
medication, be-
havioral
health/talk thera-
py, and self-help
strategies
(books, apps, or
other tools)

AloneFull time1986Non-Hispanic or
Latinx

WhiteFemale2

Antidepressant
medication

With spouse or
other family

Part time1982Non-Hispanic or
Latinx

WhiteFemale3

Antidepressant
medication

With friends
and/or room-
mates

Part time1988Non-Hispanic or
Latinx

WhiteFemale4

Self-help strate-
gies (books,
apps, or other
tools)

AlonePart time1957Non-Hispanic or
Latinx

WhiteFemale5

Antidepressant
medication and
self-help strate-
gies (books,
apps, or other
tools)

With spouse or
other family

Retired1964No responseNo responseMale6

Antidepressant
medication

With spouse or
other family

Full time1969Hispanic or Lat-
inx

WhiteMale7

No responseAlonePart time1962Non-Hispanic or
Latinx

WhiteMale8
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Table . Care team demographics.

Role/credentialYears in practiceBirth yearEthnicityRaceSexCare team partici-
pant

BHa care team1‐51993Non-Hispanic or
Latinx

WhiteFemale1

MDb16‐201970Non-Hispanic or
Latinx

WhiteFemale2

BH care team,

PhDc
1‐51984Non-Hispanic or

Latinx
WhiteFemale3

DOd1‐51991Non-Hispanic or
Latinx

WhiteFemale4

MD6‐101984Non-Hispanic or
Latinx

WhiteMale5

Coordinator, Prac-
tice Manager

MissingMissingMissingMissingMale6

MD≥211963Non-Hispanic or
Latinx

WhiteMale7

APRNe6‐101989Non-Hispanic or
Latinx

WhiteMale8

aBH: behavioral health.
bMD: doctor of medicine.
cPhD: doctor of philosophy.
dDO: doctor of osteopathic medicine.
eAPRN: advanced practice registered nurse.

App/Interface Usability

Navigation
Overall, both patient and care team participants reported that
the app/interface was simple and easy to use. Patient participants
said entering data did not consume much time, making it
practical to use in daily and weekly routines. They also liked
the convenience of being able to enter data at any time. Care
team participants stated that reporting, monitoring, viewing,
and inputting information (eg, joint goals) in the interface was
straightforward. Particularly, care team participants liked the
red flag next to the patient ID for the suicidality alert for patients
who responded positively to the PHQ-9 question 9, making it
easy to identify which patients needed follow-up.

I think how it emailed us about the [suicidality] alerts
helped. Of course, as you would log on to the app,
you would see that there was an alert on a specific
patient’s chart and then being able to dismiss it once
that concern was addressed. [Care team participant]

Oh, it was definitely easy. It was very well designed,
very clear. It never crashed. I never had an issue with
it on my phone. [Patient participant]

Content and Usability
In terms of app content, patient participants thought the app
was a dependable source of information. However, patient
participants overwhelmingly stated they desired additional
content such as videos and guides. They said the app was static,
repetitive, and compliance-driven, with too much focus on
medication adherence. They reported a desire for personalized

insights regarding their own depression and targeted information
on interpreting their results over time, as well as content options
that evolve as their treatment changes. They also suggested
displaying how much time an action takes to complete (watching
videos, reading guides, etc). Care team participants who spoke
with their patients specifically about the app responded similarly
to patient participant impressions—that content was appropriate,
but they wanted more substance. Care team participants also
suggested expanding resources for patients beyond depression
care and management to include topics such as substance use
disorders and additional information for care team members,
such as education on prescribing medications and using
goal-setting techniques with patients. Some care team members
liked that the program tenets of shared decision-making and
goal setting were incorporated in the app/interface.

Some care team participants stated that the data and insights
were helpful as they could monitor patients between visits via
the interface. They said that seeing patterns and trends helped
or could help facilitate conversations, particularly if a change
was needed, such as medication, therapy, or goals. The residency
practice specifically used the data in daily huddles to better
prepare for appointments. At this practice, a few point people
regularly logged into the interface, but many care team
participants only reviewed printed reports. For those who did
use the interface, a feature they appreciated was the ability to
view the level of patient involvement and their activities,
allowing insight into how patient participants were using and
applying the tenets of the program. Some care team participants
stated that they believed the content helped patients pay attention
and be more mindful of their depression care and management;
yet, they were also unsure if the data they viewed really
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contributed to better patient outcomes, treatment, or symptom
management.

Care team participants appreciated seeing the results of the
PHQ-9, which initiated a specific alert to a designated care team
member if the patient responded positively to question 9
(suicidal ideation), particularly if this was not a concern at the
previous visit. However, they thought patient outreach could
be more efficient. For example, PHQ-9 information was not in
the medical chart, so they had to create a note and send it to
other care team members. Even though care team participants
thought the PHQ-9 alerts were appropriate, they were concerned
about patient truthfulness, thinking patient participants may not
want to be contacted about their answers in the future, which
could impact how they answered questions.

My only thing that I couldn't figure out how to fix was
every once in a while, there would be the small
four-minute guides about setting goals with your
caregiver, those ones. The last month and a half I was
using it, it prompted me with the same guide every
two days for a month and a half. [Patient participant]

When it comes to features, about the only thing that
I think would be useful is if there were any relevant
articles, studies, videos or anything like that, that
could be useful, that could be recommended or
something like that. Just different ways to engage the
user and to put more resources, basically. [Patient
participant]

Tracking

Medication Adherence
Patient participants who had never taken medication before
stated that the daily medication question was particularly helpful,
reporting that the daily check-in helped them think about goals
and well-being more frequently. They reported being more
mindful of their depression treatment and care throughout the
week. However, for patient participants who already had a
routine for taking medication, the reminders were not
particularly helpful. Care team participants reiterated that for
patients who need help establishing routines, reminders seemed
to help with medication adherence.

I think it’s really helpful if you’re not good at taking
your medication. I think that that is the number—I
take it every night before bed, so I’m pretty strict in
that routine. I can see that if it’s something you’re
not used to doing, it being really helpful for that. It
was really simple to use. If there were older users
that weren’t comfortable with technology, it would
be really easy to navigate for them. [Patient
participant]

Overall, patient participants liked the option for tracking
medication use, as it showed day-to-day adherence. Some patient
participants viewed even small changes in their depression
symptoms as motivation to continue taking medication.
However, some patient participants did not track their
medication use, or they only tracked it for a short period of time
because they either already took medications consistently, lacked
motivation to track, or were not interested in tracking. Patient

and care team participants thought the act of tracking medication
use contributed to a sense of accountability in depression
treatment and care. However, patient participants mentioned
that when they switched medications or changed dosage, it was
difficult to account for those changes in the app. They also
wanted questions streamlined to save time and avoid repetition.
Finally, some care team participants questioned whether this
approach changed medication adherence.

I think the biggest way it [tracking] probably affected
their treatment was just actually (a) holding them a
bit more accountable for what they were trying to do
on their end, but (b) just seeing them check in daily
with themselves or however often they were doing
it...I think being able to be a little more retrospective
more frequently helped them gain more insight too
into how they were doing. [Care team participant]

No, it [the program] didn’t look like it [changed
medication adherence]. It looked like we saw the same
things. Some people were consistently taking their
meds, some people who had some side effects stopped
without telling us and would show up for the next
visit. That didn’t look like it changed much. [Care
team participant]

Side Effects
Tracking side effects was reported to be particularly helpful as
patient participants often were not confident in differentiating
between medication side effects and depression-related
symptoms. For some patient participants, tracking side effects
led to new discussions with their care team or therapist. Some
care team participants stated they responded or could respond
more quickly to side effects because patients were tracking them
in the app, stating this was the most useful data collected
because of in-depth, near real-time information, which allowed
for timely adjustment of medications. Furthermore, in the
residency practice, the data were used to help resident physicians
make care decisions.

They really like the fact that if they were experiencing
side effects that they could note it in the app, and their
care team would be able to see it sooner before their
next visit. It also allowed us to be aware of what’s
going on and make necessary changes if we needed
to, if the side effects were that uncomfortable, or just
to see if their PHQ was increasing that a change
needed to be made. [Care team participant]

It’d make you cognizant of the fact that it’s something
that you need to monitor, need to stay on top of. I
think what it really helps is when it comes—’cause it
makes you think about any side effects you my have
had, and you may be having side effects but not
necessarily attribute ’em to what you’re takin’
medication for, so it’s a way of makes you think, and
it’s like, you know what? I did have this today, or I
did go do that. Did that have something to do with
it? At very least, it makes you think about. [Patient
participant]
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Goals
In general, both patient and care team participants found value
in setting and tracking goals. Patient participants stated it was
helpful to set simple and reachable goals, and they could apply
goal setting to other areas in their depression self-management
beyond medication adherence (eg, exercising, spending time
with family, reading, etc). In addition, patient participants
appreciated seeing their progress displayed concretely in the
app. Care team participants also thought that the tracking helped
facilitate patient participants’ depression self-management.
Some care team participants reported that they had used goal
setting as part of their normal care prior to study involvement,
but the app/interface further facilitated the process of setting
and tracking goals. They perceived the program, via the
app/interface, as providing structure and consistency to ensure
that goal setting was incorporated into discussions with patients.
One care team participant stated that when patient participants
used the app, it made conversations about setting goals easier,
and it helped patient and care team participants to be on the
same page.

Patient and care team participants also noted some hurdles with
the goal-setting features. Patient participants discussed the
difficulty of tracking goals within the app, including confusing
responses (eg, goal benchmarks that did not make sense due to
care team user error) or insufficient goal attainment responses.
They wanted the ability to modify goals or remove outdated
goals. Some patient participants reported feeling worse when
reminded of a goal they were not meeting or that was no longer
aligned with their current plan. Care team participants agreed
that patient participants had difficulty managing goals within
the app regarding frequency, milestones, and attainment
selection.

Like I said, my favorite part of it is that you guys have
those goals on there, which is typically something
that I really like to do with patients and engaging
them in shared decision-making, problem-solving
with them, and goal setting to help accomplish their
goals. [Care team participant]

Yeah, one of our patient’s weight was a big thing tied
to her depression. She felt like the more she gained
weight, the more depressed she felt. One of the things
that really helped her was making goals in terms of
exercising. She said having the goal of exercise by
walking outside three times a week definitely really
helped her become more engaged. She did lose, I
believe, about 10 pounds, 15 pounds, something
around there, which also improved her mood as well
’cause she was seeing that she was making these
different changes. [Care team participant]

That [questions about goals] was a little bit difficult
to answer because my goal was to read twice a week
for 15 minutes. The language of the app was, “Did
you complete it once or did you complete it twice?”
I wasn’t sure because I was doing it twice already,
should I say I did it once or should I say I did it twice?
Sometimes just due to the language of the app, it
didn’t fit exactly what I was trying to do. Maybe a

better way to see your progress with goals, rather
than just checking off that you did it, maybe something
like that. [Patient participant]

Suggestions for Additional Tracking Features
Patient participants suggested streamlining questions to save
time and avoid repetition. They also wanted to add some
additional tracking features (eg, other self-management behavior
that did not involve medication, such as physical activity,
emotions, or well-being, with a place to write notes). Some
desired a way to record more details on their progress. Care
team participants said it was difficult to interpret the accuracy
of the log (eg, medication compliance) and incomplete
information (eg, missing data could indicate noncompliance or
forgetfulness).

Communication
Patient and care team participants expressed that tracking
encouraged or had the potential to encourage communication
with one another. Patient participants liked the possibility of
checking in with care team participants, especially without an
appointment. Some felt that inputting data prior to appointments
made the time together more efficient. Some care team
participants also thought the appointments were easier and more
effective when patients had tracked medication and goals. Care
team participants stated that tracking enabled them to reference
data before or during visits, highlight potential concerns,
reassure alignment with the patient, and use information in
follow-up calls. Some patient participants thought that the app
had no impact on shared decision-making for depression
treatment and management. Other patient participants stated it
had made a difference, although some were unsure if a care
team member viewed their information beforehand. Some
patient and care team participants thought tracking impacted
their relationship with one another; tracking reinforced feelings
that the care team was invested in patient well-being, and the
patient was invested in their own care. Care team participants
thought that patient participants were more involved and
proactive in their own care, and some believed patient
engagement improved in the process.

I don’t know that it cured the symptoms or anything
like that. I just think that it was helpful and that I can
keep that communication going with my team, so they
knew what was going on. [Patient participant]

This provided data points in between visits, especially
while we’re titrating medications because often we’re
starting a new [medication], changing something,
changing a dosing, and this allowed communication
points in between those visits or ways to track that
data outside of these. We often will have them come
back in six weeks after a medication change has been
made. This can allow for interim information to help
making a decision moving forward too. [Care team
participant]

App Use Recommendations
Patient and care team participants believed using the app could
benefit several groups, namely those who are new to taking or
switching medications, have trouble remembering to take
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medications, are proactive in their care, want to make a
behavioral change, need reminders, need accountability, and
are seeking increased adherence. Some care team participants
recommended targeting patients who needed closer follow-up
and thought the app was more beneficial for those who were
more diligent about their depression care and management, as
the increased engagement gave them better insight into their
health. Some care team participants indicated that using the app
interface did not impact or change setting goals, reaching goals,
making shared decisions, or patient outcomes. Reasons provided
were either that their practice had implemented a
patient-centered approach previously or that they needed data
to compare before and after study participation to make a true
assessment.

Care team participants thought the workflow around the
interface could be improved. They overwhelmingly stated the
need for electronic health record (EHR) integration because
logging into the interface interrupted workflow, making it
impractical during a patient appointment. Some care team
participants admitted they did not access patient participant
information: logging in was not well integrated into their
workflow, they did not remember to log in, or they did not know
how to log in. For example, one care team participant in the
residency practice commented that it would have been helpful
for the attending physician to see the data, and one patient
participant stated that they wanted to share data with a
psychiatrist outside of their primary care practice. Furthermore,
some care team participants spoke about the need for app
support within the practice. One care team participant stated
that the practice had a dedicated behavioral health care specialist
who carried out nonmedication interventions, and much of the
program fell under their purview (eg, providing information to
physicians and following up with patients). It was stressed that
behavioral health is a team effort, and office staff are needed
for integration.

Overall, patient participants who tracked and care team
participants who used data to inform conversations saw value
in shared decision-making and setting goals and thought these
tenets could be applied to other conditions, such as anxiety,
weight management, diabetes, high blood pressure, attention
deficit disorder or attention-deficit/hyperactivity disorder, and
medication compliance.

It really is about the EMR [electronic medical
record], just because I’m spending so much time on
it every day. It’s always gonna be hard for me to have
to login into something else outside of that when
everything else is integrated. [Care team participant]

Discussion

Principal Findings
Through this study, we identified barriers to and facilitators for
implementation of a pilot program that incorporates a
patient-facing mobile app and care team web interface to support
depression treatment and management in primary care practices.
These results on patient and care team participant perspectives
of program implementation contribute to the rapidly expanding
field of the use of digital health for depression care [17,36-45].

While some results between patient and care team participant
strata were rather uniform, others differed. Our findings indicate
that tracking medication adherence, side effects, and goals could
allow both patient and care team participants greater insight
into depression treatment and management. However, though
the app may have helped some patient participants compile
information for tracking, which may have led to more focused
visits, not all care team participants thought app use improved
patient outcomes. This may be more a matter of
perception—perhaps patient participants who engaged regularly
with the app thought they had better outcomes, possibly related
to the perception of having more connectivity with their care
team. Care team participants reported they could not definitively
determine whether the app and program impacted patient
outcomes, patient relationships, shared decision-making, goal
setting, or goal attainment without tangible pre- and
postintervention data. Nonetheless, medication adherence and
goal setting are often related to depression outcomes and can
be challenging [46-48]; this program could be another tool in
their toolbox. Practices that already have patient-centered
approaches to care may find aspects of this program duplicative;
yet practices that do not prioritize approaches to goal setting
and shared decision-making may experience more benefits if
implementing this program, or a similar one.

Data and Action
App data in and of itself may not impact patient outcomes; it
may be that the increased follow-up and touchpoints promote
improvement in depression symptoms, as is evident in the
literature [49,50]. The program was designed to connect patient
participant data to the care team, allowing the care team to get
real-time insight into patient symptoms and functioning between
appointments. Thus, care team members who receive and review
app data may be better able to recommend follow-up, suggest
care changes, inform conversations, and shape next steps versus
those who do not use additional data points collected outside
of a care visit. The novel contribution of this study is that care
team members who viewed near real-time information had an
opportunity to make more timely decisions, especially for
medication changes. Therefore, data insights provided to the
care team via the interface may allow treatment pivots based
on more accurate data on what is or is not working. This finding
suggests that those care team members who accessed patient
information in near real-time could make more prompt
evidence-based decisions, which is particularly important for a
patient with depression symptoms that impair day-to-day
functioning.

Program Implementation
Even though care team participants appreciated aspects of the
program, they agreed that successful implementation would
need to be more integrated into existing workflows. It is unclear
to what extent care team participants, especially physicians,
accessed data prior to and during visits, and they often said that
accessing a separate website was too time-consuming during a
busy clinical day. This is consistent with other literature that
demonstrates that app data integration into clinical workflows
is often a requirement for use due to heavy workloads [51-55].
EHR integration would allow all care team members access, a
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seamless transition for viewing data, and a comprehensive view
of patient data. For example, if a patient scheduled an
appointment for something unrelated to depression, a care team
member would not necessarily review their depression data on
a separate website. It is well documented that EHRs can help
clinicians prepare for appointments, making them more efficient
[56,57].

For uptake of this program, other workflow processes may need
to be established depending on the practice, such as the level
of behavioral health integration or resource support (eg, access
to behavioral health professionals or referrals to community
resources) [58-61]. Another consideration is designing the best
approach for using data in conversations with patients [17].
Future iterations of this program could include additional
education for care team members regarding roles,
recommendations, and patient interactions.

Limitations
This study has limitations. First, our study sample was small
and was racially and ethnically homogeneous, limiting the
generalizability of the findings. Second, data saturation was
reached in the patient stratum but not the care team member
stratum. The care team contained diverse roles. We interviewed
8 primary care physicians and clinicians; their experiences
varied. For example, a behavioral health professional or care
coordinator may have had a touchpoint with the patient, and
physicians may or may not have used the interface. Therefore,

it is inconclusive as to whether physicians accessed and used
the data before or during visits. To help remedy this situation,
care team participants recommended embedding the interface
data into the EHR. Third, to some extent, these data were
influenced by patient and care team member engagement with
the program. For example, if a patient used the app for a limited
time span, they may not have tracked their behaviors long
enough to see trends or for care team participants to make
recommendations. Finally, a patient’s depression cycle may
have affected app use and program involvement. If depression
symptoms were more prominent, patient participants may not
have had the motivation to track medication adherence, side
effects, or goals.

Conclusions
Implementation of a digital health program for depression
treatment and management in primary care practices may help
support patient medication adherence, facilitate timely
medication changes, encourage goal setting, and foster
communication between patients and care team members. While
patient and care team participants valued program tenets,
enhancements such as minimizing workflow interruptions,
integrating data into the EHR, providing education and best
practices for patient interactions, augmenting content with
helpful resources, and adding personalized content that evolves
alongside patient progression could increase program
engagement.
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Abstract

Background: The rapid growth of internet health care (IH) offers older adults convenient medical services like remote
consultations and health monitoring. However, its adoption among this group remains low, highlighting a significant digital
divide. Understanding the behavioral patterns and determinants of IH use in the older population is crucial for optimizing digital
health design and improving service accessibility.

Objective: This study aimed to analyze the multidimensional influencing factors of Chinese older adults’ use of IH services
based on the integrated framework of the technology acceptance model and social ecological model, and explore their behavioral
patterns and key driving factors.

Methods: A cross-sectional study design was adopted to conduct a multistage stratified cluster random sampling survey in 3
cities in Shandong Province from May 2024 to July 2024, with a total of 1828 older adults aged 60 to 75 years included. The
study uses latent category analysis to classify the use of IH service behaviors and employs multiple logistic regression, decision
tree models, and structural equation modeling to analyze influencing factors and mediating pathways.

Results: Five distinct user groups were identified: nonusers (n=911), registration-dominant users (n=286), low-activity users
(n=320), moderate comprehensive users (n=288), and full-service users (n=23). Multinomial logistic regression with nonusers
as the reference group identified key determinants: individuals with below primary education had 96% lower odds of membership
(odds ratios [OR] 0.039, 95% CI 0.012‐0.084) compared to the reference group with junior college education or above in
moderate comprehensive users, while male participants had higher odds of being full-service (OR 1.980, 95% CI 1.126‐3.514)
or moderate comprehensive (OR 1.310, 95% CI 1.012‐1.705) users. Older age was consistently associated with lower adoption
across all classes. Full-service users exhibited exceptionally high social support (OR 4.502, 95% CI 3.601‐5.627), while moderate
comprehensive users showed the highest technology acceptance (OR 2.803, 95% CI 2.355‐3.342). The decision tree model
(area under the curve of 0.94) found the optimal path: sufficient social support (≥2), good health status (>5), and high technical
acceptance (≥30) yield the highest use probability (92%→96%). Mediation analysis indicated that social support influences usage
willingness through both direct and indirect pathways. The direct effect was 0.712 (95% CI 0.552‐0.972; P<.001). Among
indirect pathways, technology availability and practicality accounted for the largest proportion of mediation (19.7%, 95% CI
16.8%‐22.6%), followed by technology acceptance (13.7%, 95% CI 11.1%‐16.3%) and social influence (8.9%, 95% CI
6.9%‐10.9%).

Conclusions: Optimizing age-friendly design, strengthening social support networks, and improving technological usability
are keys to increasing the adoption of IH services among the older population. Future policies should develop targeted intervention
strategies for different user groups to narrow the digital health divide.
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Introduction

The rapid development of internet health care (IH) has
revolutionized health care delivery, particularly for aging
populations [1,2]. IH enhances access to teleconsultations for
chronic disease management and enables real-time remote
monitoring of vital signs through wearable devices [3-5]. These
innovations streamline access to everyday health care tasks,
such as teleappointments, online prescription refills, and
contactless payment, while enhancing medication adherence
through user-friendly digital reminders, reducing the logistical
barriers to care for older adults with complex needs [6,7].
However, older adults’ adoption of IH services remains
suboptimal, with usage rates and digital literacy gaps
perpetuating health inequities [8].

Due to the decline of the older adults’ physiological function,
the decline of cognitive flexibility, the lack of digital literacy,
and the transformation of social roles, their internet use research
has a unique feature of multidimensional interaction and
intergenerational cultural conflict [9-12]. These characteristics
present particular challenges during the transition to digitization.
A study by Yang [11] revealed that perceived usefulness,
perceived ease of use, and social influence positively influence
older adults’ behavioral intention toward health care services.
This finding is consistent with recent extensions of the
technology acceptance model (TAM) in digital health contexts,
such as the work by Mouloudj et al [12], which validated the
core TAM constructs (perceived usefulness and ease of use) in
predicting intentions to use digital dental health services, while
also highlighting the additional roles of trust and social
influence. Meraya’s [13] findings indicated that the primary
barriers to telemedicine use were disinclination towards the
technology and difficulties in scheduling appointments. Tan’s
[14] study underscores the significance of addressing older
adults’ subjective well-being and enhancing the accessibility
of IH services. While existing studies have significantly
advanced our understanding of individual determinants in IH
adoption, the complex interplay of technological, psychological,
and social factors underscores the need for integrated
frameworks to fully capture older adults-specific digital
disparities. This multidimensional complexity requires a
theoretical framework that simultaneously addresses individual
technology perception and macro background influences. The
TAM operates on an individual level of adoption through
dimensions such as perceived technology usefulness and ease
of use, capturing cognitive assessments of technology utility
[15].

However, the adoption of digital health technologies among
older adults is a process shaped by a complex interplay of
individual cognition and multilayered environmental influences.
While the TAM effectively explains individual-level cognitive
mechanisms through perceived usefulness and ease of use, its
limited consideration of broader social contexts necessitates

integration with the social ecological model (SEM). The SEM
systematically categorizes environmental determinants across
interpersonal, community, and policy levels, and this integration
creates a conceptually synergistic framework wherein factors
at these outer levels actively shape the core TAM constructs.
This is particularly salient for older adults who often face unique
systemic and interpersonal barriers to technology adoption.
Specifically, at the interpersonal level, social support and family
recommendations not only enhance perceived usefulness through
endorsement but also directly help overcome practical usage
barriers, thereby reinforcing perceived ease of use [16,17]. At
the community level, resources such as age-friendly training
programs and accessible digital infrastructure systematically
reduce technical and accessibility barriers, transforming potential
obstacles into facilitators of technology acceptance [18]. This
combined TAM-SEM framework thus unifies macro-level
environmental embeddedness with microlevel cognitive
processes, providing a comprehensive theoretical lens to
understand and optimize IH accessibility for the older
population.

This study synthesizes the TAM and the SEM into a unified
theoretical framework, establishing a multidimensional
analytical structure to systematically investigate intelligent
health technology adoption among older adults. The proposed
model systematically integrates individual-level determinants
such as electronic health literacy and self-efficacy, interpersonal
dynamics exemplified by social support networks, and
environmental dimensions encompassing perceived security
risks and service accessibility. This tripartite integration enables
a stratified exploration of adoption mechanisms, effectively
delineating how cognitive-behavioral predispositions, relational
influences, and systemic enablers collectively shape technology
adoption trajectories within geriatric populations.

The primary aim of this study was to characterize patterns of
IH adoption among older adults and to determine the extent to
which these patterns can be explained by an integrated
framework combining constructs from the SEM and the TAM.
We hypothesized that older adults would exhibit distinct,
empirically identifiable adoption trajectories, ranging from
nonuse to comprehensive engagement. The secondary aims
were to examine how a combined SEM–TAM framework
predicts IH adoption behavior among older adults. We
hypothesized that integrating SEM-based contextual
determinants (such as social support and health status) with
TAM-based cognitive determinants (such as technology
acceptance and perceived usability) would provide a coherent
basis for understanding and predicting IH adoption patterns
within this population.
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Methods

Study Population
This study employed a multistage stratified cluster random
sampling design to investigate IH service use among older adults
aged 60 to 75 in Shandong Province, China. To ensure regional
representation, 3 prefecture-level cities representing medium
gross domestic product rankings were selected. From each city,
we randomly selected 2 counties (representing rural areas) and
2 districts (representing urban areas), achieving a 20% sampling
rate at this stage. Within each selected county or district, 2
villages or communities were further chosen through simple
random sampling.

Potential participants were identified through local household
registry systems. The inclusion criteria required participants to
be (1) aged 60 to 75 years, (2) Chinese nationals, and (3) capable
of reading and writing. Exclusion criteria included (1) transient
residents and (2) individuals with cognitive impairments.
Specifically, we excluded those who reported a physician
diagnosis of dementia. Additionally, to ensure data quality, we
implemented an objective cognitive assessment protocol adapted
from standard cognitive screening principles. Exclusion was
applied when participants demonstrated (a) failure to
comprehend the study purpose and informed consent after 3
structured explanations; (b) inability to answer basic orientation
questions (current age, season, or city); or (c) evident
disorientation to time or place as evaluated by trained
interviewers [19,20].

Between May and July 2024, trained investigators from the
Shandong Provincial Center for Disease Control and Prevention
conducted face-to-face household interviews. The investigation
team consisted of public health professionals with backgrounds
in epidemiology, preventive medicine, and health statistics, all
of whom had received standardized training on the survey
protocol, interview techniques, and ethical considerations
specific to this study. A validated questionnaire integrating the
TAM and SEM constructs was used. The questionnaire assessed
IH service use patterns, perceived ease of use, social support,
and environmental barriers. From 1950 eligible individuals
approached, 1828 completed valid questionnaires, yielding a
response rate of 93.7% (n=1828). The final sample consisted
of 48.6% (890/1828) female participants and 52.7% (964/1828)
rural residents.

Ethical Considerations
This study was conducted in accordance with the Declaration
of Helsinki and was reviewed and approved by the Medical
Ethics Review Committee of the Shandong Provincial Center
for Disease Control and Prevention (approval SDJK (K)
2024-046-01). Written or verbal informed consent was obtained
from all participants prior to their involvement in the study. As
a token of appreciation for their time, participants were provided
with a small financial compensation of 10 Chinese Yuan (US
$ 1.4). To protect participants’ privacy and ensure
confidentiality, all collected data were anonymized and stored
securely, with access restricted to the research team. The
reporting of this cross-sectional research followed the STROBE
(Strengthening the Reporting of Observational Studies in

Epidemiology) guideline [21] (Table S1 and Figure S1 in
Multimedia Appendix 1).

Outcome
The primary outcome of IH services use was assessed through
a multidimensional approach capturing different aspects of
service adoption. Initial screening determined any prior IH use
through a binary (yes or no) response to the question “have you
used IH services before?” Further use was captured through 2
complementary measures: service breadth, represented by the
count of different IH service types used from a comprehensive
list of 10 specific services; and user typology, derived via latent
class analysis of the specific service use patterns.

The secondary outcome, willingness to use IH in the future,
was measured as an indicator of behavioral intention, an
established precursor to technology adoption in acceptance
theories. This construct was assessed using a 5-point Likert
scale in response to the question, “Would you be willing to
consider using IH services at your next medical visit?” This
approach enables the examination of psychological precursors
to adoption alongside actual use behavior within the
observational study context.

Exposure Factors and Covariates
In this study, basic demographic information was collected from
participants through a questionnaire. The participants’
educational attainment was categorized as follows: below
primary school, primary school, secondary school, high school
or technical secondary school, junior college, or above. The
marital status of the participants was also documented, with
categories including married and unmarried. The participants’
place of residence was categorized as either urban or rural. Key
constructs, including usability, self-efficacy, eHealth literacy,
perceived risks, social influence, and technology acceptance,
were measured using validated scales adapted to the IH context.
Usability was assessed using a 6-item adapted System Usability
Scale, while self-efficacy was assessed using a 3-item adapted
General Self-Efficacy Scale. The eHealth literacy construct was
measured using the eHealth scale, and perceived risks were
evaluated through a 4-item scale based on the Health Belief
Model. Technology acceptance was captured using an 8-item
scale derived from the TAM. Social influence was assessed as
the degree to which people around me believe I should use IH
services. It was measured using the Social Impact Scale [22].
All scales used 5-point Likert-type response formats. Complete
measurement details, including all scale items, reliability
metrics, and validity evidence, are provided in Table S2 in
Multimedia Appendix 1.

Conceptual Framework
Our research used a conceptual framework that systematically
integrated the TAM and the SEM, with variable selection
directly informed by the theoretical constructs of both models.
This integrated framework specified that technology adoption
(the core outcome in TAM) was influenced not only by
individual-level factors but also by multilevel social ecological
determinants, thus providing the theoretical rationale for our
variable selection. The chosen variables mapped directly onto
specific theoretical constructs: usability and technology

J Med Internet Res 2026 | vol. 28 | e78037 | p.744https://www.jmir.org/2026/1/e78037
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


acceptance represented core TAM dimensions capturing
perceived ease of use and behavioral intention; self-efficacy
and eHealth literacy constituted individual-level factors in the
SEM that influenced technology adoption capabilities; perceived
risks extended the TAM framework by incorporating threat
appraisal mechanisms; social impact and social support
operationalized the interpersonal level of the SEM, reflecting
how social norms and relational resources affect adoption
decisions; and health condition represented an individual-level
factor in the SEM that shaped technology adoption capacity
and motivation. Notably, “peer influence,” a specific
manifestation of social impact, theoretically operated at the
interpersonal level of the SEM while simultaneously shaping
the core TAM constructs of perceived usefulness and ease of
use through social validation and practical assistance. This
theoretical mapping explained why social factors demonstrated
both direct effects on adoption and indirect effects through
technology acceptance pathways in our analyses. The SEM’s
levels were intertwined and interactive, with interaction between
the older adults and new medical technology occurring in
societal (interpersonal) collaboration, all contextualized within
health care system environments (Figure S2 in Multimedia
Appendix 1) [15,23,24]. This theoretical grounding ensures our
variable selection comprehensively captured the
multidimensional nature of technology adoption across
individual, interpersonal, and community levels.

Statistical Analysis
Latent class analysis (LCA) implemented in R classified
participants into 5 IH service utilization profiles, optimized via
Bayesian information criterion and Akaike information criterion
[25]. The resulting classes were subsequently labeled according
to their dominant use patterns for intuitive interpretation: class
1: “low-activity testers” (limited exploration of basic functions),

class 2: “full-service users” (high probability of using all service
types), class 3: “registration-dominant users” (highly focused
on appointment services), class 4: “nonusers” (negligible use
across all services), and class 5: “moderate comprehensive
users” (balanced use of multiple core services). The 5-class
solution was retained despite the small sample size (n=23) in
class 2 (“full-service users”) due to its strong theoretical
relevance as a unique profile of early adopters, characterized
by high education, income, and technological proficiency. This
group is critical for understanding the full spectrum of digital
health adoption. These descriptive labels were used in all
subsequent tables and figures to replace numerical codes,
enhancing the readability and direct interpretability of the
findings. The characteristic use patterns of each class were
visualized in the radar chart (Figure S3 in Multimedia Appendix
1). Multinomial logistic regression with elastic net regularization
(λ=0.1, α=.5) identified predictors of class membership,
contrasting nonusers (class 4) against other classes (classes
1‐3, 5) while adjusting for age, health status, and behavioral
covariates. A classification and regression tree algorithm with
10-fold cross-validation, trained on an 80:20 stratified split,
predicted IH adoption using feature-selected predictors.
Moderated mediation pathways were tested via structural
equation modeling with robust maximum likelihood estimation,
evaluating indirect effects and moderation by perceived risk.
Analyses were supported by nonparametric bootstrap resampling
(5000 iterations) for bias-corrected confidence intervals.
Analyses used R packages tidy (LCA), caret classification and
regression tree, and lavaan (structural equation modeling), with
model diagnostics confirming adequacy (comparative fit index
as 0.921, root mean square error of approximation as 0.043, and
standardized root mean square residual as 0.049) [26] (Figure
1). All statistical analyses were conducted using R software
(version 4.3.1).

Figure 1. Hypothesized pathways between high technical acceptance, mediating effects, and the health literacy group. (A) Conceptual diagram and
(B) statistical diagram.

Results

Patterns and Characteristics of IH Service Adoption
Among Older Adults
Among the 1828 respondents, 42.2% (n=772) reported using
online appointment registration, 29.7% (n=543) used online

payment, and 22.4% (n=410) checked test results online,
whereas fewer engaged in online consultations (n=271, 14.8%),
test scheduling (n=343, 18.8%), or advanced services such as
psychological counseling (n=33, 1.8%), medication delivery
(n=39, 2.1%), vaccination appointments (n=109, 6.0%), and
in-home care (n=28, 1.5%).
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Characteristics of Crowd Classification
We used LCA models, stratifying participants into 5 IH use
classes (Tables S3 and S4 in Multimedia Appendix 1).
Radar/Sankey plots visualized use patterns across clusters
(Figures S3 and S4 in Multimedia Appendix 1). Low-activity
users (class 1, n=320) demonstrated moderate education (n=161,
50.31%) and high technical acceptance (mean 33.72, SD 3.95),
primarily engaging in basic functions like online payment.
Compared to nonusers (class 4, n=911), they were younger (age:
65.9 y vs 69.0 y). Full-service users (class 2, n=23) featured
high education (n=10, 43.48%), urban residence, male
predominance (n=15, 65.22%), superior technical adaptability
(mean 38.34, SD 4.77), service availability (mean 24.57, SD

3.25), and the highest median income. Registration-dominant
users (class 3, n=286) focused on online appointments (>80%),
showed moderate technical acceptance (mean 31.22, SD 3.64),
lowest perceived risk (mean 10.98, SD 3.32), and male
predominance (n=172, 60.14%). Moderate comprehensive users
(class 5, N=288) displayed balanced multiservice engagement,
with peak technology acceptance (mean 36.17, SD 5.89) and
health literacy (mean 11.83, SD 1.67). Key intergroup
distinctions involved technology acceptance, eHealth literacy,
and urban-rural distribution. Nonusers (class 4, n=911) were
predominantly rural (n=566, 62.13%), older (mean 69.0 y), and
less educated (n=230, 25.25% ≤primary), and had elevated risk
behaviors (n=107, 11.75% smoking every day), indicating a
need for targeted interventions (Table 1).

J Med Internet Res 2026 | vol. 28 | e78037 | p.746https://www.jmir.org/2026/1/e78037
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Baseline characteristics of the study population.

Relative rank

across classesc
P valuebClass 5

(n=288)a

Class 4

(n=911)a

Class 3

(n=286)a

Class 2

(n=23)a

Class 1

(n=320)a

Total

(N=1828)

<.001Sex, n (%)

4<1<5<3<2167 (57.99)426 (46.76)172 (60.14)15 (65.22)158 (49.38)938 (51.31)Male

2<3<5<1<4121 (42.01)485 (53.24)114 (39.86)8 (34.78)162 (50.63)890 (48.69)Female

1<5<2<3<4<.00166.6

(60.0‐74.0)

69.0

(60.0‐65.0)

68.2

(60.0‐75.0)

67.2

(60.0‐73.0)

65.9

(60.0‐75.0)

67.9

(60.0‐75.0)

Age (years),
average
(range)

<.001Education, n (%)

5<1<2<3<411 (3.82)230 (25.25)38 (13.29)2 (8.70)22 (6.88)303 (16.58)Below prima-
ry school

2<1<3<5<4108 (37.5)355 (38.97)107 (37.41)1 (4.35)63 (19.69)643 (35.18)Primary
school

2<4<5<3<185 (29.51)225 (24.7)89 (31.12)5 (21.74)161 (50.31)565 (30.91)Secondary
school

4<3<1<5<259 (20.49)85 (9.33)44 (15.38)5 (21.74)57 (17.81)250 (13.68)High school or
technical sec-
ondary school

4<3<1<5<225 (8.68)16 (1.76)8 (2.8)10 (43.48)17 (5.31)67 (3.67)Junior college
or above

<.001Residency, n (%)

4<3<1<5<2211 (73.26)345 (37.87)120 (41.96)23 (100)165 (51.56)864 (47.26)Urban

2<5<1<3<477 (26.74)566 (62.13)166 (59.04)0 (0)155 (48.44)964 (52.74)Rural

<.001Marriage, n (%)

1<2<5<4<326 (9.03)117 (12.84)42 (14.69)2 (8.70)25 (7.81)212 (11.60)No

3<4<5<2<1262 (90.97)794 (87.16)244 (85.31)21 (91.30)295 (92.19)1616 (88.40)Yes

—e.166.92 (2.94‐
18.65)

2.87 (0.67‐
9.29)

4.96 (2.17‐
15.83)

8.73 (4.24‐
24.36)

5.89 (1.42‐
22.15)

4.34 (0.67‐
26.82)

Incomesd

<.001Smoke, n (%)

3<5<2<4<121 (7.29)107 (11.75)18 (6.30)2 (8.70)48 (15.00)196 (10.72)Everyday

5<4<2<1<34 (1.39)13 (1.42)22 (7.69)1 (4.35)18 (5.63)58(3.17)Not everyday

1<3<4<2<5263 (91.32)791 (86.83)246 (86.01)20 (86.95)254 (79.37)1574 (86.11)Never

<.001Drink, n (%)

1<3<4<5<2222 (77.08)662 (72.67)207 (72.38)20 (86.95)222 (69.38)1333 (72.92)No

2<5<1<4<320 (6.95)108 (11.86)51 (17.82)1 (4.35)38 (11.86)218 (11.93)Quit drinking

2<3<4<5<146 (15.97)141 (15.47)28 (9.80)2 (8.70)60 (18.76)277 (15.15)Yes

4<3<1<2<5<.00125.83 (2.34)17.25 (2.61)21.55 (1.98)24.57 (3.25)22.58 (1.83)20.30 (2.47)Usability and
usefulness,
mean (SD)

4<3<1<2<5<.00112.51 (1.78)7.92 (1.89)9.67 (1.37)11.61 (3.14)11.14 (1.56)9.53 (1.72)Self-efficacy,
mean (SD)

3<2<5<1<4<.00113.14 (2.89)13.41 (3.17)10.98 (3.32)13.09 (4.56)12.54 (2.98)12.55 (3.01)Perceiving
risks, mean
(SD)

4<3<2<1<5<.00111.83 (1.67)8.23 (2.15)10.53 (1.46)10.78 (3.82)11.20 (1.79)9.71 (1.65)Electronic
health literacy,
mean (SD)

4<3<1<2<5<.00112.34 (1.81)8.19 (2.27)10.16 (1.54)11.48 (3.63)11.13 (1.92)9.71 (1.88)Social impact,
mean (SD)
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Relative rank

across classesc
P valuebClass 5

(n=288)a

Class 4

(n=911)a

Class 3

(n=286)a

Class 2

(n=23)a

Class 1

(n=320)a

Total

(N=1828)

4<5<1<3<2<.0012.03 (0.69)2.00 (0.58)2.91 (0.92)6.07 (2.43)2.35 (0.65)2.94 (0.87)Social support,
mean (SD)

4<3<1<5<2<.0019.39 (1.56)8.41 (1.43)8.65 (1.28)9.91 (2.75)8.88 (1.17)8.70 (1.34)Health status,
mean (SD)

4<3<1<2<5<.00111.20 (2.86)8.23 (3.11)10.53 (4.30)11.83 (2.28)10.78 (2.39)9.92 (3.51)eHealth litera-
cy, mean (SD)

4<3<1<2<5<.00138.34 (4.77)25.17 (3.38)31.22 (3.64)36.17 (5.89)33.72 (3.95)29.83 (4.12)Technology
acceptance,
mean (SD)

aA total of 5 user classes were identified: class 1 (low-activity tasters, n=320; minimal engagement with select internet health care services), class 2
(full-service users, n=23; high-frequency multifunctional platform use), class 3 (registration-dominant users, n=286; predominant appointment bookings),
class 4 (nonusers, n=911; no internet health care adoption), and class 5 (moderate comprehensive users, n=288; intermediate engagement with integrated
services, at lower intensity than class 2).
bP values were derived in accordance with established methodology, encompassing the chi-square test for categorical variables (eg, sex, education) and
the Kruskal-Wallis test for continuous variables (eg, age, income). The significance level was set at .05.
cClasses ranked from lowest to highest value based on descriptive statistics; only shown for variables with P<.05.
dThe data regarding income are expressed in RMB and the unit is 10,000 yuan (US $1428.6 ), the value is the median (range), rounded to 2 decimal
places. Data processed by Winsorize (truncated by 1% extreme values at the beginning and end).
eNot available.

As shown in Table 2, the factors associated with membership
in the distinct IH user typologies were derived from a
multinomial logistic regression analysis with class 4 (nonusers)
as the reference group. The analysis revealed a clear social
gradient in IH adoption. This was most evident in class 5
(moderate comprehensive users), where individuals with below
primary education had 96% lower odds of membership (OR
0.039, 95% CI 0.012‐0.084) compared to the reference group
with junior college education or above. Male gender was a
significant predictor of membership in the more engaged classes,
specifically class 2 (full-service users; OR 1.980, 95% CI
1.126‐3.514) and class 5 (OR 1.310, 95% CI 1.012‐1.705).
Conversely, older age was consistently associated with
significantly diminished odds of being in any user class relative
to nonusers.

The psychographic and social determinants further delineated
the user classes. Class 1 (low-activity tasters) was reported as

having higher social impact (OR 1.221, 95% CI 1.125‐1.325)
and marginally positive technology acceptance (OR 1.951, 95%
CI 1.630‐2.332); their risk perception was not significantly
different from nonusers, though they demonstrated moderate
eHealth literacy (OR 1.905, 95% CI 1.597‐2.279). Class 2
(full-service users) was distinguished by higher levels of social
support (OR 4.502, 95% CI 3.601‐5.627) and technology
acceptance (OR 2.302, 95% CI 1.937‐2.759), alongside
elevated eHealth literacy (OR 1.729, 95% CI 1.443‐2.060).
Class 3 (registration-dominant users) also exhibited significant
advantages in social support (OR 1.658, 95% CI 1.381‐1.979)
and technology acceptance (OR 1.652, 95% CI 1.314‐1.908)
compared to nonusers, complemented by higher eHealth literacy
(OR 1.651, 95% CI 1.383‐1.974). Class 5 (moderate
comprehensive users) demonstrated the highest odds ratios
(ORs) in eHealth literacy (OR 2.202, 95% CI 1.849‐2.633),
social impact (OR 1.320, 95% CI 1.194‐1.459), and technology
acceptance (OR 2.803, 95% CI 2.355‐3.342).
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Table . Correlates of user typology membership from multivariable logistic regression.a

Class 5: moderate compre-
hensive users, OR (95% CI)

Class 3: registration-domi-
nant users, OR (95% CI)

Class 2: full-service users,
OR (95% CI)

Class 1: low-activity tasters,

ORb (95% CI)

Covariates

Sex

1.01.01.01.0Female (reference)

1.310c (1.012‐1.705)1.463c (1.110‐1.932)1.980c (1.126‐3.514)0.696 (0.474‐1.023)Male

0.888c (0.846‐0.931)0.937c (0.903‐0.973)0.892c (0.790‐0.982)0.879c (0.846‐0.919)Age

Residency

2.663c (1.724‐4.113)1.182 (0.897‐1.574)—d1.404 (0.963‐2.045)Urban

1.01.01.01.0Rural (reference)

Education

0.039c (0.012‐0.084)0.282c (0.121‐0.667)0.073c (0.022‐0.142)0.111c (0.047‐0.191)Below the primary school

0.331c (0.202‐0.552)0.804 (0.367‐1.778)0.018c (0.002‐0.059)0.271c (0.151‐0.497)Primary school

0.255c (0.157‐0.424)0.668 (0.297‐1.499)0.152c (0.095‐0.231)1.109 (0.611‐3.728)Secondary school

0.180c (0.108‐0.329)0.348c (0.159‐0.786)0.152c (0.095‐0.231)0.662 (0.364‐1.211)High school or technical
secondary school

1.01.01.01.0Junior college or above (ref-
erence)

Marriage

0.651c (0.430‐0.997)1.508c (1.108‐2.050)0.453c (0.211‐0.959)0.584c (0.372‐0.899)No

1.01.01.01.0Yes (reference)

Smoke

0.642 (0.393‐1.057)0.457c (0.242‐0.861)0.745 (0.167‐3.416)1.402 (0.973‐2.020)Everyday

0.120c (0.004‐0.346)1.866c (1.169‐8.042)0.393 (0.055‐3.113)3.803 (2.051‐7.061)Not everyday

1.01.01.01.0Never (reference)

Drink

1.275 (0.853‐1.894)1.338 (0.772‐2.320)2.621 (0.566‐12.300)0.529c (0.315‐0.889)No

0.654 (0.293‐1.459)1.809 (0.934‐3.503)0.314 (0.114‐7.430)0.687 (0.351‐1.354)Quit drinking

1.01.01.01.0Yes (reference)

1.136c (1.077‐1.199)1.084c (1.038‐1.132)1.553c (1.107‐2.184)1.041 (0.994‐1.090)Usability and usefulness

1.971c (1.372‐2.879)1.012 (0.934‐1.097)1.811c (1.253‐2.601)1.103 (0.853‐1.388)Self-efficacy

0.955c (0.913‐0.999)0.806c (0.730‐0.904)0.827c (0.619‐0.981)0.975 (0.931‐1.022)Perceiving risks

2.202c (1.849‐2.633)1.651c (1.383‐1.974)1.729c (1.443‐2.060)1.905c (1.597‐2.279)Electronic health literacy

1.320c (1.194‐1.459)1.164c (1.078‐1.258)1.248c (1.071‐1.603)1.221c (1.125‐1.325)Social impact

1.027 (0.857‐1.229)1.658c (1.381‐1.979)4.502c (3.601‐5.627)1.257c (1.055‐1.496)Social support

1.451c (1.224‐1.727)1.108 (0.927‐1.319)1.853c (1.555‐2.214)1.201c (1.014‐1.430)Health status

2.803c (2.355‐3.342)1.652c (1.314‐1.908)2.302c (1.937‐2.759)1.951c (1.630‐2.332)Technology acceptance

aWith class 4 (nonusers) as a reference OR value (ratio), OR represents the probability ratio of a certain type of user possessing a certain feature relative
to nonusers. OR>1: this type of user is more likely to possess the feature, OR<1: this type of user is less likely to possess the feature. The analysis used
multinomial logistic regression with Bonferroni correction for multiple comparisons. Adjusted covariates included sex, age, education level, residency,
marital status, income, smoking status, and drinking status. Five user classes were identified: class 1 (low-activity tasters, n=320; minimal engagement
with select internet health care services), class 2 (full-service users, n=23; high-frequency multifunctional platform use), class 3 (registration-dominant
users, n=286; predominant appointment bookings), class 4 (nonusers, n=911; no internet health care adoption), and class 5 (moderate comprehensive
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users, n=288; intermediate engagement with integrated services, at lower intensity than class 2).
bOR: odds ratio.
cStatistically significant at the .05 level.
dOR and CI could not be calculated because the model did not converge, likely due to a lack of variation in residency (urban/rural) within class 2.

Predictive Factors
The model showed high accuracy in classifying future internet
use intention, with area under the curve values of 0.94 (training
set) and 0.93 (test set) (Figure 2B). Figure 2C and 2D showed
the decision tree model’s confusion matrices for the validation
and training sets, respectively. Table S5 in Multimedia Appendix
1 shows high sensitivity in both test and training sets, with
higher specificity, accuracy, precision, F1 score, lower false
positive rate, and good overall test-set performance. The
decision tree model revealed the recursive dichotomy of the
multivariate feature space affecting IH service use probability.
The variable importance order is: social support, health status,
usability and usefulness, technology acceptance, perceiving
risks, and eHealth literacy. In the left branch, future use
probability dropped sharply to 23%. Further division showed
that a technology usability and practicality score ≥21 (21%
subsample) could partially offset insufficient social support,
increasing probability to 55%; but with technology acceptance
≤29 (13% subsample), probability drops to 41%. When
perceived health risk >13 (40% subsample), usage probability
dropped to 7%, forming the lowest usage group. In the right

branch, usage probability jumped to 90%, with health status >5
(38% subsample), further pushing it to 92%, forming a core
high-usage group. For those with technology acceptance ≥30
and eHealth literacy ≥12 (34% subsample), use probability
reached 96%, reflecting technology and literacy’s multiplier
effect. The optimal path: sufficient social support (≥2), good
health status (>5), and high technical acceptance (≥30) yielded
the highest use probability (92% →96%). Insufficient social
support (<2) with high-risk perception (>13) led to extremely
low use probability (7%), an 89% point difference from the
optimal path (Figure 2).

The direct effect showed that for every 1 unit increase in social
support, the willingness to use increased by 0.712 (95% CI
0.552‐0.872; P<.001). Among the indirect effects, the
mediating contribution of technology usability and practicality
is the largest, accounting for 19.7% (95% CI 16.8%‐22.6%)
of the total effect, followed by technology acceptance (13.7%,
95% CI 11.1%‐16.3%) and social influence (8.9%, 95% CI:
6.9%‐10.9%). Although self-efficacy (3.2%) and eHealth
literacy (2.7%, 95% CI 0.9%‐4.5%) were significant, their
contributions are relatively small, while perceived risk was
weakly negatively mediated (−0.6%, β=−.007) (Table 3).
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Figure 2. A decision tree model for predicting internet health care service use among older adults. AUC: area under the curve; ROC: receiver operating
characteristic.
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Table . Mediation analysis of the effect of social support on willingness for future internet health care usea.

Mediation proportionb, %

(95% CI)

P valueβ (95% CI)Pathway

100<.0011.198 (1.036 to 1.360)Total effect (social support → will-
ingness to use)

59.4 (54.1 to 64.7)<.0010.712c (0.552 to 0.872)Direct effect (social support →
willingness to use)

40.6 (35.3 to 45.9)<.0010.486c (0.420 to 0.552)Total indirect effect

Mediated pathways (social support → mediator → willingness)

19.7 (16.8 to 22.6)<.0010.236c (0.205 to 0.267)    Usability and usefulness

13.7 (11.1 to 16.3)<.0010.164c (0.134 to 0.194)    Technology acceptance

8.9 (6.9 to 10.9)<.0010.107c (0.085 to 0.129)    Social influence

3.2 (1.7 to 4.7)<.0010.038c (0.021 to 0.055)    Self-efficacy

2.7 (0.9 to 4.5).0040.032c (0.011 to 0.053)    eHealth literacy

−0.6 (−0.9 to‐0.3)<.001−0.007c (−0.010 to −0.004)    Perceived risk

—d.120.009 (−0.002 to 0.020)    Health status

aModel adjusted variables: all analyses adjusted for sex, age, education level, place of residence (urban-rural), marital status, income level, and chronic
disease status. Mediation effect calculation: the bias-corrected bootstrap method (5000 repeated samples) is used to estimate the indirect effect. Path
explanation: Direct effect: independent impact of social support on usage intention (without mediating variables). Indirect effect: The chain effect of
social support on usage intention through mediating variables.
bThe formula for calculating the mediation ratio is: indirect effect/(direct effect + indirect effect) × 100%.
cP<.001; a 95% CI that is non-zero is considered significant.
dNot applicable.

Discussion

Principal Findings
This study divides the use of IH services by older adults into 5
groups through cluster analysis and constructs an integrated
analysis framework based on ecological and technological
models, providing a multidimensional perspective for
understanding the complex mechanisms of older adults’ use of
IH services. Research has found that the overall adoption rate
of IH services among the elderly population is low, with nearly
half of the older adults never using related services and only a
very small number becoming regular users. Multivariate analysis
shows that advanced age, psychosocial factors, and ease of use
of technology are key predictive factors affecting IH
participation. Age growth and daily material use are negatively
correlated with IH use, while technology usability awareness
and electronic health literacy significantly promote usage
behavior. Social support drives usage behavior through both
direct effects (increasing willingness to use) and indirect effects
(mediating effects of technology availability, technology
acceptance, and social impact), with the mediating contribution
of technology availability being the most prominent. The study
emphasizes the need to restructure the design and policy
framework of IH services to address the social and technological
needs of the older population, in order to bridge the
intergenerational gap in the use of health technology.

Theoretical Interpretation of User Patterns Through
TAM-SEM Integration
The 5 distinct user patterns emerging from our analysis can be
effectively interpreted through our integrated theoretical
framework, with the SEM elucidating how macro-level social
structures regulate microlevel behavioral patterns. Consistent
with prior research on technology adoption barriers [11,27], the
low-activity testers (class 1), despite demonstrating moderate
technical acceptance, exhibited limited engagement, reflecting
how high perceived risk (a TAM extension) and insufficient
reinforcing factors at the interpersonal level of the SEM can
inhibit adoption even when basic ease of use is acknowledged.
This pattern aligns with studies highlighting the critical role of
privacy concerns in limiting technology engagement among
vulnerable populations [28]. Conversely, the full-service users
(class 2), though small in number, exemplify the synergistic
effect postulated by the SEM. However, the exceptionally low
proportion of comprehensive users in our Chinese sample
contrasts sharply with reports from high-income countries [29],
suggesting contextual moderators, including structural barriers
and cultural preferences for traditional care.

The registration-dominant users (class 3) present a compelling
case where a specific, high-use function drives adoption despite
moderate overall technical acceptance, echoing previous
observations of “feature-specific adoption” in health technology
literature [30]. This pattern provides empirical support for the
“minimum viable product” approach advocated in
implementation science, while simultaneously revealing its
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limitations in fostering broader platform engagement.
Meanwhile, the moderate comprehensive users (class 5)
demonstrate how optimized perceptions across multiple TAM
dimensions facilitate broader adoption, reinforcing established
technology acceptance theories while extending them to the
geriatric context [31]. The nonusers (class 4) represent a
population where deficiencies across multiple SEM levels create
compounded barriers, a finding that resonates with digital divide
research across socioeconomic strata. This multilevel barrier
pattern aligns with Bronfenbrenner’s ecological systems theory
while highlighting its specific manifestations in digital health
contexts [32].

TAM-SEM Predictors
The introduction of technical models further reveals the
data-driven prediction mechanism. The decision tree model
identifies 6 core predictors of older adults’ future willingness
to use IH services. While perceived risk demonstrates a
significant moderating effect that weakens the impact of
technology usability on use frequency, usability and usefulness
emerge as equally crucial factors that directly facilitate adoption
through enhancing perceived ease of use. This finding extends
beyond the risk-focused narrative prevalent in digital health
literature, revealing a more balanced interplay between barriers
and facilitators [33]. Cross-cultural comparisons further
illuminate these relationships. Our findings regarding the strong
predictive power of usability align with Möller et al’s [34]
European-Japanese study documenting how interface design
fundamentally shapes older adults’digital engagement patterns.
However, whereas their research emphasized technological
coaching systems, our model reveals how usability interacts
with locally specific factors like family support networks in the
Chinese context. Similarly, Morishita-Suzuki et al [35] identified
depression and leisure activities as crucial determinants of
eHealth literacy across European Union and Japanese older
adults, while our study extends this understanding by quantifying
how eHealth literacy functions within a broader predictive
framework alongside usability and social support. The identified
predictor hierarchy—social support, health status, usability and
usefulness, technology acceptance, eHealth literacy, and
perceived risks—represents a significant departure from the
conventional TAM that typically prioritizes cognitive
perceptions over contextual factors. This corresponds to the
“perceived usefulness → usage behavior” pathway in the TAM
framework, where perceived usability directly affects technology
adoption, while social support indirectly enhances usage
intention through a mediating pathway that alleviates anxiety.
The prominent role of usability in our model underscores its
fundamental importance in gerontechnology design, particularly
for populations with limited digital experience. This
dual-framework approach reveals that social support not only
directly encourages adoption but also indirectly facilitates use
through enhancing technology acceptance and reducing anxiety,
while usability serves as the foundational element that makes
initial engagement possible for older users. This suggests that
technology design needs to prioritize addressing pain points
such as privacy protection and operational transparency to
reduce decision-making barriers for older users [36-38]. This
dual-framework approach reveals that social support not only

directly encourages adoption but also indirectly facilitates usage
through enhancing technology acceptance and reducing anxiety.

Digital Inequality and Policy Implications
This study also underscores the role of digital inequality and
broader social determinants. Limited access to smartphones,
poor connectivity in rural communities, and lower education
levels all constrained adoption, reflecting entrenched disparities
in digital health equity. Such inequalities suggest that IH
adoption cannot be understood solely as an individual decision
but rather as an outcome shaped by structural opportunities and
constraints. Addressing these challenges requires coordinated
policies that integrate infrastructure investment, targeted
subsidies, and the inclusion of IH capacity indicators in routine
health assessments [37,38].

The cross-analysis of the 2 models shows that moderate
comprehensive service users (class 5) are more sensitive to the
usability of the technical interface, while registered dominant
users (class 3) are limited to the singular use of service
functions, reflecting the gap between the functional integration
of the IH platform and the matching needs of user segmentation.
From the perspective of policy practice, the inspiration of the
ecological model lies in constructing a 3-dimensional
intervention system of “individual capability enhancement,
social support strengthening, technological environment
adaptation” [39,40]: for nonservice users (class 4), it is necessary
to reduce perceived risks through community digital literacy
training; for registered dominant users, the flow design of
appointment services and other functions should be optimized
to promote the transformation from a single service to
comprehensive use. The successful cases of full-service users
provide empirical evidence for the “technology feedback” family
model, which amplifies the positive effects of social support
through intergenerational collaboration mechanisms. The
application value of technical models lies in accurately
identifying high-risk groups, such as daily smokers and the
older population, who account for a higher proportion of
non–service users. Hierarchical intervention can be carried out
through the risk scores output by decision tree models, combined
with simulation training and privacy protection technology,
gradually building an inclusive digital health ecosystem [41,42].

To implement these insights, we propose a further intervention
strategy. At the microlevel, develop TAM-driven “cognitive
scaffolding” interfaces, such as AI voice assistants with
gerontologically optimized dialogue flow, to reduce navigation
complexity. Enforce the IH platform to implement general data
protection regulation privacy dashboards using intuitive icons,
directly addressing the perceived risks we identified in risk
literacy balance. At the macro level: standardize algorithm
governance through the “elderly friction” policy—forcing IH
platforms to disable autoplay functionality and insert reflective
prompts (such as “You browsed for 10 min—take a break!”) to
prevent forced use [43]. Incorporate IH capability indicators
into the national elderly health assessment, prioritizing
infrastructure upgrades in areas with a lower prevalence of level
2 users [44]. Establish “Digital Health Hub” Peer-Learning
Models: community centers (eg, libraries and senior clubs)
should host regular peer-led training sessions, facilitated by
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trained “Digital Health Champions” from among tech-savvy
seniors [45].

The combined application of ecological and technological
models also highlights the originality of this study. While
ecological models emphasize external environments and TAM
focuses on perceptions of usability, their integration offers a
multidimensional explanation of adoption. This dual perspective
enhances the explanatory power of our findings and
demonstrates that interventions must simultaneously target
cognitive, relational, and systemic barriers to promote digital
health use among older adults.

Limitations
There are several limitations that should be acknowledged in
this study. First, a cross-sectional design limits causal reasoning.
Although the relationship between the identified factors (such
as social support and technology acceptance) and the use of IH
services has been observed, a longitudinal study is needed to
establish a time relationship and determine whether the
improvement of social support and technology acceptance will
lead to an increase in the IH adoption rate over time. Second,
due to regional sampling, its generalizability is limited. This
regional focus may limit the generalizability of research results
to other socio-economic backgrounds or geographical regions.
Third, the screening of participants for cognitive impairment
was based on prior research and clinical judgment rather than
a standardized instrument like the Mini-Mental State
Examination. While this approach was pragmatic for our
large-scale study, it may have resulted in some residual
confounding. Fourth, our scale was adapted from a standardized
instrument based on the actual conditions of older adults in

China, which may affect its external generalizability. These
limitations highlight important directions for future research,
including longitudinal design, broader geographic sampling,
inclusion of objective use data, and a more comprehensive
assessment of background factors influencing the adoption of
IH in the older population.

Conclusions
This study uses an integrated TAM and SEM framework to
examine IH service use among older adults in China. The
identification of 5 distinct user profiles demonstrates substantial
diversity in adoption patterns, ranging from complete nonuse
to comprehensive adoption. Findings reveal that technology
adoption is shaped by a multifaceted interplay of cognitive
perceptions, relational resources, and systemic enablers.
Willingness to use serves as a crucial psychological precursor
to actual adoption, influenced by both technological factors and
social-environmental contexts. Usability and perceived risk
represent significant technological determinants, while social
support facilitates adoption through multiple pathways. The
integrated TAM-SEM framework provides theoretical value by
demonstrating how factors across ecological levels collectively
shape adoption behaviors. For practical application, technology
design should prioritize aging-friendly interfaces and privacy
protections, while community programs should strengthen social
support through tailored digital literacy initiatives. Policy efforts
must address structural barriers in underserved areas. Future
research should explore the longitudinal evolution of user
profiles across diverse contexts. By developing targeted
strategies for different user segments, we can foster an inclusive
digital health ecosystem that benefits all older adults regardless
of technological proficiency or social resources.
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Abstract

Background: For patients with metabolic dysfunction–associated fatty liver disease (MAFLD), weight loss is advised but
challenging in practice. In China, there is a pronounced shortage of tailored digital lifestyle interventions for this population.

Objective: This study aimed to assess the effects of a WeChat mini-program-delivered lifestyle intervention on weight loss and
hepatic steatosis among individuals with MAFLD who were overweight or obese.

Methods: Adults who are overweight or obese and have clinically diagnosed MAFLD with transient elastography examination
were enrolled in this prospective randomized controlled trial. Patients were randomly assigned to receive either WeChat
mini-program management (intervention group) or standard care (control group) at a 1:1 ratio. The intervention was structured
around the development and implementation of personalized diet and exercise plans, supplemented by guided exercise video
courses and reinforced through continuous monitoring and informational support. Body weight and clinical parameters were
assessed at baseline and then at 6 months.

Results: A total of 89 patients met the inclusion criteria and were randomly assigned to the intervention group (n=45) or control
group (n=44). Among the 89 patients with MAFLD, 60% (27/45) of them achieved a weight loss of ≥5%, and 24.4% (11/45) of
them had a weight loss of ≥10% in the intervention group, which was greater than those in the control group (27/45 vs 7/44;
relative risk [RR] 3.771, 95% CI 1.836‐7.748; P<.001; 11/45 vs 3/44, RR 3.585, 95% CI 1.072‐11.988; P=.02). Importantly,
patients receiving the intervention were significantly more likely to achieve a ≥10% reduction or normalization of controlled
attenuation parameter (CAP) than those in the control group (26/45 vs 14/44; RR 1.816, 95% CI 1.102‐2.992; P=.01). After
adjusting for key baseline covariates, multivariate analysis confirmed the intervention’s positive effect on achieving a weight
loss of ≥5% (OR [odds ratio] 8.380, 95% CI 2.886‐24.331; P<.001) of ≥10% (OR 4.612, 95% CI 1.138‐18.686; P=.03), as
well as on CAP reduction of ≥10 % or normalization (OR 2.853, 95% CI 1.092‐7.456; P=.03). In parallel, the intervention
group presented greater reductions in liver enzymes (alanine aminotransferase, aspartate aminotransferase, and γ-glutamyl
transpeptidase) and metabolic parameters (fasting insulin, hemoglobin A1c, and triglyceride) than the control group (all P<.05).
According to the fibrosis assessment, only the FibroScan-aspartate aminotransferase score decreased more in the intervention
group than in the control group (median difference −0.06, 95% CI −0.13 to −0.01; P=.02), as compared to other non-invasive
indicators.

Conclusions: Readily scalable in primary care and varied-resource settings, our WeChat mini-program-based intervention
extends beyond weight loss to reduce hepatic steatosis and improve metabolic parameters, thereby addressing the critical gap in
targeted MAFLD management in China with a low-cost model for high-burden populations. Nevertheless, larger future studies
are needed to confirm these findings with greater precision and assess long-term sustainability.
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Introduction

Background
Metabolic dysfunction–associated fatty liver disease (MAFLD)
represents a significant and growing public health burden
worldwide, paralleling the epidemics of obesity and type 2
diabetes mellitus [1]. It is a gradually progressive disease that
evolves through a spectrum that begins with simple hepatic
steatosis and advances to metabolic dysfunction-associated
steatohepatitis (MASH), ultimately resulting in liver fibrosis,
cirrhosis, and even hepatocellular carcinoma [1,2]. Despite its
severe clinical sequelae, there are no pharmacologic therapies
approved in China to reverse the histological progression of
MAFLD, underscoring the critical role of nonpharmacological
management [3].

Lifestyle intervention involving dietary adjustments and physical
exercise is still the cornerstone of MAFLD management.
Clinical guidelines confirm that a body weight reduction of
3%-5% can ameliorate hepatic steatosis, a 7%-10% loss can
improve MASH, and over 10% may even lead to fibrosis
regression [3]. However, the real-world implementation of these
interventions faces significant challenges [4,5].

Traditional lifestyle interventions rely on face-to-face guidance
from clinical doctors in hospital settings, which often results in
poor execution and low compliance, limiting the coverage and
sustainability of treatment and seriously affecting patient
outcomes [6]. A cross-sectional survey from China revealed
suboptimal self-management of lifestyle behaviors among adults
with MAFLD [7]. Lack of motivation and real-time supervision
are key contributing factors to the inadequate effectiveness of
lifestyle interventions. In view of this, there is an urgent need
for more convenient and effective measures to enhance the
implementation and adherence of lifestyle changes for patients
with MAFLD, thereby improving the prognosis.

With the popularization of the internet and the rapid
development of artificial intelligence, digital therapeutics (DTx),
such as mobile health apps or programs, have emerged as a
promising solution to bridge this care gap [8,9]. By delivering
personalized health information and professional guidance, DTx
enables convenient, home-based self-management, which can
correct unhealthy lifestyle habits and improve treatment
adherence [10-12]. A meta-analysis of 8 studies demonstrated
that DTx interventions lasting 4‐24 months achieved a
clinically significant weight loss at a rate of 33%, accompanied
by improvements in liver enzymes and reduced liver fat [13].
In China, the near-ubiquitous use of WeChat offers a unique
platform for such interventions [14,15]. Its widespread adoption
eliminates the need for additional app downloads, fosters user
trust through a familiar interface, and facilitates seamless
communication between health care providers and patients,
creating an ideal ecosystem for closed-loop chronic disease
management [16,17].

Despite this potential, there is a notable scarcity of WeChat
mini-programs specifically designed and rigorously evaluated
for structured lifestyle intervention in Chinese patients with
MAFLD. To address this gap, we developed an innovative
interactive WeChat mini-program, named the therapeutic
lifestyle changes (TLCs) program, which is designed to assist
patients in implementing sustainable lifestyle changes for the
management of MAFLD. The program offers a suite of features,
including weight loss goal setting, diet records and
recommendations, and instructional exercise videos.

Objectives
Therefore, the aim of this study was to evaluate the efficacy of
this novel TLC program in managing MAFLD. We hypothesized
that, compared to participants receiving standard care, those
engaged in the TLC intervention would demonstrate
significantly greater improvements in reduction of liver fat
content and body weight, as well as glucose and lipid metabolic
parameters.

Methods

Study Design and Setting
A 6-month parallel, randomized controlled trial was conducted
at Xinhua Hospital, affiliated with Shanghai Jiao Tong
University School of Medicine, a tertiary-care hospital in China.
The study period for participant recruitment and data collection
spanned from August 2022 to May 2024 at our hospital. All
eligible participants were randomly assigned to either the TLC
program management group (intervention group) or the standard
care group (control group) at a 1:1 ratio. The protocol (which
was retrospectively registered) with no deviations was approved
by the Institutional Review Board (IRB) prospectively. The
reporting of this trial adhered to the CONSORT (Consolidated
Standards of Reporting Trials) statement [18], with the checklist
presented in Checklist 1.

Participants
The participants with clinically diagnosed MAFLD were
consecutively recruited by clinicians from our hepatology clinic.
Those who were interested provided written informed consent.
All participants underwent an initial, face-to-face eligibility
assessment at Xinhua Hospital according to the study criteria.
The inclusion criteria were as follows: (1) aged 18‐65 years,

(2) BMI between 24 and 35 kg/m2, (3) clinically diagnosed with
MAFLD by radiological features with ultrasound confirmation
and a controlled attenuation parameter (CAP) value of ≥248
dB/m, and (4) able to learn and operate a mobile-based program.
Patients were excluded if they had excessive alcohol
consumption (weekly ethanol intake of ≥210 g for males and
≥140 g for females weekly), etiological evidence of an
alternative liver disease, such as chronic viral hepatitis,
autoimmune liver diseases, drug-induced hepatic steatosis,
hepatic decompensation, severe comorbidities (severe
cardiopulmonary disease, uncontrolled diabetes, chronic kidney
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disease, psychiatric disease, and malignant tumors), recent
weight loss, or weight loss medication intake.

Randomization
After the completion of baseline assessments, eligible
participants were registered in the study. They were then
automatically and randomly allocated to each study group at a
1:1 ratio by a computer-generated random system. The allocation
was concealed until the moment of assignment, as the outcome
was only revealed by the system after the participant’s formal
registration. Given the nature of the digital intervention,
participants and health care providers were not blinded to group
assignment, but outcome assessors were blinded during data
analysis.

Lifestyle Intervention

“Design of the TLC program”
The TLC program-based lifestyle intervention was
collaboratively designed by physicians from various
departments, including Gastroenterology, Sport Rehabilitation,
and Clinical Nutrition. Individuals in the control group were
provided with standard care in the clinic according to the
established treatment guidelines [19]. The TLC program
intervention spanned 24 weeks and was divided into 4 distinct
modules, which are described below.

Development of Diet and Exercise Plans
Individualized weight loss and exercise goals were set based
on the baseline body weight, existing metabolic disorders, and
severity of fatty liver disease. The target for weight reduction
was established as 5%-10% of the initial body weight.

Dietary Intervention Plan
Based on preset weight loss goals, the program calculated daily
dietary energy requirements, providing a recommended meal
plan with the corresponding energy intake. If patients did not
prefer the recipes suggested by the program, they could use the
food exchange list to select alternative food with equivalent
energy values. The program required patients to log and upload
photos of their daily food intake, after which a human
nutritionist analyzed the diet log and provided feedback via
WeChat.

Exercise Video Courses
Participants were provided with a heart rate armband (HW702,
YESOUL) to track heart rate during exercise. During each
exercise session, data regarding heart rate were automatically
uploaded by the armband. Each course lasted 30 minutes, and
patients were to choose the training course at least 5 times per
week. Additionally, patients could select other forms of exercise
and record the duration of exercise, such as fast walking,
running, cycling, and swimming.

Monitoring and Information Support
Patients were expected to complete their diet and exercise tasks
through a check-in system every day. The research team sent
tailored feedback messages weekly according to the status of
task completion and offered regular suggestions through
WeChat. Moreover, the system intelligently provided relevant

educational articles, which provided professional information
and support tailored to the patient’s interests and concerns.

Measurements

Clinical Characteristics
Clinical characteristics regarding anthropometric and laboratory
data were obtained at our hospital using a standard protocol at
baseline and 6 months. Body composition was assessed via a
bioimpedance analyzer (MC-980MA, TANITA). CAP and liver
stiffness measurement (LSM) were performed using the
FibroScan-502 device (Echosens) with an M or XL probe,
following the manufacturer’s guidelines. A reliable examination
was defined as at least 10 valid measurements and an IQR to
median ratio of LSM below 30%. Based on an individual patient
data meta-analysis, CAP thresholds of 268 and 280 dB/m were
identified as optimal cutoffs for diagnosing moderate and severe
steatosis, respectively [20].

Dietary Nutrition and Physical Activity Assessment
Dietary nutrition was assessed through a face-to-face interview
with a questionnaire developed by the Chinese Society of Health
Management and the Chinese Nutrition Society, which consists
of 24 questions with a total score of 100 [21]. A score below
60 indicates a risk of dietary nutrition issues; a score between
60 and 75 suggests a potential risk; and a score above 75
indicates no dietary nutritional risk. Physical activity levels
were evaluated via the International Physical Activity
Questionnaire-Short Form (IPAQ-SF), which captures data on
activity intensity, frequency, and daily duration in a typical
week. Energy expenditure was quantified by the metabolic
equivalent of task (MET) [22]. The weekly physical activity
level for a specific intensity was calculated as the MET value
of the activity× weekly frequency (d/wk)× daily duration
(min/d).

Diagnostic Criteria

Obesity was considered a BMI≥28 kg/m2 [3]. The definition of
MetS adhered to previously published criteria [23]. The
homeostasis model assessment-insulin resistance (HOMA-IR)
score was calculated as fasting insulin (mU/L)× fasting plasma
glucose (FPG, mmol/L)/22.5. Insulin resistance was
characterized by a HOMA-IR score of 2.5 or higher [1]. The
fatty liver index was computed to indirectly assess the degree
of hepatic steatosis using an established formula [24]. The
FibroScan-aspartate aminotransferase (FAST) score was used
to identify patients with MASH with significant fibrosis [25],
whereas the aspartate aminotransferase-to-platelet ratio index
(APRI), fibrosis-4 (FIB-4) index, nonalcoholic fatty liver disease
fibrosis score (NFS), and Agile 3+ score were used to assess
the risk of advanced fibrosis [26-29].

Outcome Measurements
The analyses included all participants who were randomized.
The intention-to-treat (ITT) population for efficacy evaluation
in this trial consisted of all cases that were randomized and had
efficacy baseline records. The per-protocol (PP) population
included participants who completed the entire planned
observation period and had no major protocol deviations. The
primary efficacy endpoint was the reduction of body weight by
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at least 5%. The secondary endpoints included a CAP value of
≥10% reduction or normalization and changes in the levels of
liver enzymes and lipid and glucose parameters.

Sample Size Calculation
The sample size calculation was based on the primary study
outcome, which is the proportion of patients achieving a weight
loss of ≥5% from baseline. It was postulated that the intervention
would produce a 5-fold increase in the success rate from a
baseline of 8% in the control group [30]. To detect this effect
with 80% power at a 5% significance level and accounting for
a 20% dropout rate, a total sample size of 84 participants was
required.

Data Analysis
Statistical analyses were performed using SPSS 23.0 software
(IBM Corp). Missing data were due to patient dropouts and
imputed by the last observation carried forward. Regarding the
primary endpoint, this approach was chosen as it provides a
conservative estimate of the treatment effect by assuming no
further improvement in their weight status due to the
discontinuation of active intervention, thereby avoiding
overoptimistic extrapolation [6,31,32]. Descriptive statistics
were conducted for all variables, with means (95% CIs) or
medians (IQRs) reported for continuous variables and
percentages for categorical variables. Categorical variables were
analyzed using the chi-square test or Fisher exact test between
groups (reporting relative risk and 95% CI) and the marginal
homogeneity test within each group. Continuous variables were
assessed using 2-tailed paired t tests or Wilcoxon signed-rank
tests within each group, whereas unpaired t tests (reporting
mean difference and 95% CI) or Mann-Whitney U tests
(reporting Hodges-Lehmann median difference and 95% CI)
were used to compare the changes from the baseline between
groups. Binary logistic regression was used to evaluate the effect
of the intervention on weight and CAP changes. The results are
presented as odds ratios (ORs) with 95% CIs. A 2-tailed P value
of .05 was considered significant.

Ethical Considerations
This research was approved by the IRB of Xinhua Hospital
(XHEC-C-2021-076-2) and was retrospectively registered with
the Chinese Clinical Trial Registry (ChiCTR2500100197). This

trial was registered retrospectively owing to disruptions in the
research team’s workflow and uncertainties about the study’s
continuity during the COVID-19 pandemic in China. We
confirm that all data collection for this study was initiated
subsequent to receiving approval from the IRB of Xinhua
Hospital, with the IRB approval document provided in
Multimedia Appendix 1. The study start was delayed due to
COVID-19, and there were no other deviations or changes from
the protocol after IRB approval and trial commencement. All
eligible participants provided written informed consent.
Participants were informed of their voluntary participation and
their right to withdraw from the study at any time. It was
clarified that all study procedures were offered at no cost, but
no financial compensation would be made upon study
completion. All personally identifiable information was coded
with a unique study ID, and the anonymized data were securely
stored in a password-protected cabinet.

Results

Participants and Baseline Characteristics
Figure 1 presents the study flowchart in accordance with the
CONSORT guidelines. A total of 89 patients met the inclusion
criteria and were randomly assigned to the intervention group
(n=45) or control group (n=44); these patients comprised the
ITT population. At the 6-month follow-up point, 8 participants
were lost to follow-up in the intervention group and 8 in the
control group. A total of 73/89 (82%) patients successfully
completed the study and comprised the PP population, while
the remaining 16/89 (18%) patients dropped out (Figure 1). The
baseline characteristics of the patients are shown in Table 1.
The mean age of the whole study population was 40.0 (SD 9.8)
years. Around 61.8% (55/89) were males and 55.1% (49/89)

were obese (BMI≥28 kg/m2). Overall, 34.8% (31/89) had
hypertension, 70.8% (63/89) had dyslipidemia, and 6.7% (6/89)
had type 2 diabetes mellitus. There were no significant
differences between the 2 groups in terms of age, sex, weight,
presence of comorbidities, biochemical variables, diet, or
activity-related parameters (P>.05). Additionally, no difference
was found in the CAP or LSM between the groups at baseline
(P>.05).
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Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram.
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Table . Baseline characteristics of the total study population and the randomized allocation groups in intention-to-treat population.

P valueaIntervention

(n=45)

Control

(n=44)

Total

(N=89)

Characteristic

.1024 (53.3)/ 21(46.7)31 (70.5)/ 13(29.5)55 (61.8)/ 34(38.2)Sex (male/female), n(%)

.8439.3 (9.1; 36.6-42.1)40.7 (10.5; 37.5-43.9)40.0 (9.8; 37.9-42.1)Age (years), mean (SD; 95%
CI)

.9282.7 (12.1; 79.1-86.482.3 (11.2; 78.9-85.7)82.5 (11.6; 80.1-85.0)Weight (kg), mean (SD;
95% CI)

.2529.0 (2.9; 28.1-29.8)28.2 (3.0; 27.2-29.1)28.6 (3.0; 27.9-29.2BMI (kg/m2), mean (SD;
95% CI)

.7528 (50.9)21 (47.7)49 (55.1)BMI≥28 (kg/m2), n (%)

.9793.0 (9.0; 90.3-95.7)92.6 (8.9; 89.9-95.3)92.8 (8.9; 90.9-94.7)WCb (cm), mean (SD; 95%
CI)

.380.90 (0.07; 0.88-0.92)0.91 (0.06; 0.89-0.93)0.90 (0.06; 0.89-0.92)Waist to hip ratio, mean
(SD; 95% CI)

.450.55 (0.04; 0.54-0.56)0.54 (0.05; 0.53-0.56)0.55 (0.05; 0.54-0.56)Waist to height ratio, mean
(SD; 95% CI)

.24123.3 (7.0; 121.2-125.4)124.4 (6.7; 122.4-126.5)123.8 (6.8; 122.4-125.3)Systolic blood pressure
(mmHg), mean (SD; 95%
CI)

.3579.0 (5.6; 77.3-80.7)79.6 (5.9; 77.9-81.4)79.3 (5.7; 78.1-80.5)Diastolic blood pressure
(mmHg), mean (SD; 95%
CI)

.4614 (31.1)17 (38.6)31 (34.8)Hypertension, n (%)

.432 (4.4)4 (9.1)6 (6.7)Type 2 diabetes mellitus, n
(%)

.3930 (66.7)33 (75)63 (70.8)Dyslipidemia, n (%)

.6016 (35.6)18 (40.9)34 (38.2)Hyperuricemia, n (%)

.7618 (40)19 (43.2)37 (41.6)Metabolic syndrome, n (%)

.58258.8 (51.9; 243.2-274.4)254.5 (51.9; 238.7-270.3)256.6 (51.7; 245.8-267.5)Platelet count (109/L), mean
(SD; 95% CI)

.9034.0 (26.5-61.0)38.0 (24.5-57.3)36.0 (26.0-59.0)ALTc (U/L), median (IQR)

.6825.0 (19.5-36.0)26.0 (21.3-35.5)26.0 (21.0-36.0)ASTd (U/L), median (IQR)

.1634.0 (22.0-50.0)39.0 (25.3-59.8)35.0 (23.0-53.5)GGTe (U/L), median (IQR)

.2045.9 (2.6; 45.1-46.7)46.6 (2.0; 46.0-47.2)46.3 (2.4; 45.8-46.8)Albumin (g/L), mean (SD;
95% CI)

.754.9 (1.0; 4.6-5.2)5.0 (1.1; 4.6-5.3)4.9 (1.1; 4.7-5.1)Urea (mmol/L), mean (SD;
95% CI)

.1864.9 (14.6; 60.5-69.3)68.9 (14.0; 64.6-73.1)66.8 (14.4; 63.8-70.0)Serum creatinine (μmol/L),
mean (SD; 95% CI)

.62405.4 (108.3; 372.9-437.9)416.1 (112.5; 381.9-450.2)410.7 (109.9; 387.5-433.8)Uric acid (μmol/L), mean
(SD; 95% CI)

.545.3 (0.6; 5.1-5.5)5.4 (0.6; 5.2-5.5)5.3 (0.6; 5.2-5.5)Fasting plasma glucose
(mmol/L), mean (SD; 95%
CI)

.9376.0 (32.4; 66.2-85.7)80.1 (45.6; 66.2-94.0)78.0 (39.3; 69.7-86.2)Fasting insulin (pmol/L),
mean (SD; 95% CI)

.962.4 (1.7-3.2)2.4 (1.6-3.4)2.4 (1.7-3.3)HOMA-IRf, median (IQR)

.7421 (46.7)19 (43.2)40 (44.9)HOMA-IR≥2.5, n (%)

J Med Internet Res 2026 | vol. 28 | e76204 | p.763https://www.jmir.org/2026/1/e76204
(page number not for citation purposes)

Sun et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


P valueaIntervention

(n=45)

Control

(n=44)

Total

(N=89)

Characteristic

.365.6 (5.4-5.9)5.6 (5.2-5.8)5.6 (5.4-5.8)Hemoglobin A1c (%), medi-
an (IQR)

.431.5 (1.0-1.8)1.6 (1.0-2.2)1.6 (1.0-2.0)TGg (mmol/L), median
(IQR)

.785.0 (4.3-5.4)4.9 (4.2-5.4)4.9 (4.2-5.3)TCh (mmol/L), median
(IQR)

.261.2 (1.0-1.4)1.1 (1.0-1.3)1.2 (1.0-1.3)HDL-Ci (mmol/L), median
(IQR)

.683.2 (2.5-3.6)3.3 (2.6-3.8)3.2 (2.6-3.7)LDL-Cj (mmol/L), median
(IQR)

.25334 (297-369)336 (288-362)334 (295-365)CAPk (dB/m), median (IQR)

.564.9 (4.4-6.7)5.2 (4.4-6.4)5.1 (4.4-6.5)Liver stiffness measurement
(kPa), median (IQR)

.6458 (51-66)56 (49-66)57 (50-66)Diet quality score, median
(IQR)

.591102 (465-2088)1118 (620-2068)1116 (544-2057)Total METl-minutes, medi-
an (IQR)

aContinuous variables were assessed using unpaired t tests (normally distributed data) and Mann-Whitney U tests (non-normally distributed data)
between groups. Categorical variables were analyzed using the chi-square test or Fisher exact test between groups.
bWC: waist circumference.
cALT: alanine aminotransferase.
dAST: aspartate aminotransferase.
eGGT: γ-glutamyl transpeptidase.
fHOMA-IR: homeostasis model assessment-insulin resistance.
gTG: triglyceride.
hTC: total cholesterol.
iHDL-C: high-density lipoprotein-cholesterol.
jLDL-C: low-density lipoprotein-cholesterol.
kCAP: controlled attenuation parameter.
lMET: metabolic equivalent of task.

Changes in Clinical Parameters
Table 2 and Figure 2 present the clinical parameters at baseline
and 24 weeks and their changes between groups in
intention-to-treat population. There was a significant reduction
in weight, waist circumference, waist-to-height ratio, and BMI
from baseline within each group (P<.05). The reductions in
these factors were also significantly greater in the intervention
group than in the control group (P<.05). Patients in the TLC
program intervention group had lower alanine aminotransferase
(ALT), aspartate aminotransferase (AST), and γ-glutamyl
transpeptidase (GGT) levels at 6 months than at baseline, and
these liver enzyme levels decreased more in the intervention
group than in the control group (P<.05). At 6 months, reductions

in the levels of glucose metabolism–related factors, including
fasting insulin, hemoglobin A1c (HbA1c), and HOMA-IR, were
observed only within the intervention group (P<.05), and the
levels of these factors showed significantly greater reductions
in the intervention group than in the control group (P<.05).
However, there was no between-group difference in FPG
(P=.22). Patients in the intervention group had greater reductions
in triglyceride (median difference −0.5, 95% CI −0.7 to −0.2;
P=.001) and increases in high-density lipoprotein-cholesterol
(HDL-C) levels than did those in the control group (median
difference 0.1, 95% CI 0‐0.1; P=.02). The diet quality score
improved more in the TLC program group than in the control
group (median difference 6, 95% CI 0‐10; P=.04), whereas
MET did not significantly differ between the groups (P=.92).
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Table . Clinical parameters between the two study groups at baseline and 24 weeks in the intention-to-treat population.

P valueaMean or
Hodges-
Lehmann me-
dian differ-
ence (95%

CI)a

Intervention (n=45)Control (n=44)Parameter

P valueb24 weeksBaselineP valueb24 weeksBaseline

<.001–3.7 (–5.5 to
–1.7)

<.00177.2 (11.7;
73.7-80.8)

82.7 (12.1;
79.1-86.4)

.0281.4 (12.2
;77.7-85.0)

82.3 (11.2;
78.9-85.7)

Weight (kg),
mean (SD;
95% CI)

<.001–1.4 (–2.1 to
–0.7)

<.00126.9 (2.9;
26.0-27.8)

29.0 (2.9;
28.1-29.8)

.00427.5 (3.4;
26.5-28.6)

28.2 (3.0;
27.2-29.1)

BMI (kg/m2),
mean (SD;
95% CI)

<.001–5.0 (–7.0 to
–2.0)

<.00185.3 (9.5;
82.7-88.4)

93.0 (9.0;
90.3-95.7)

.00390.6 (8.6;
88.0-93.2)

92.6 (8.9;
89.9-95.3)

WCc(cm),
mean (SD;
95% CI)

.06–0.02 (–0.04
to 0.01)

<.0010.87 (0.07;
0.85-0.89)

0.90 (0.07;
0.88-0.92)

.210.90 (0.06;
0.89-0.92)

0.91 (0.06;
0.89-0.93)

Waist to hip
ratio, mean
(SD; 95% CI)

<.001–0.03 (–0.04
to –0.02)

<.0010.50 (0.05;
0.49-0.52)

0.55 (0.04;
0.54-0.56)

.0030.53 (0.05;
0.52-0.55)

0.54 (0.05;
0.53-0.56)

Waist to
height ratio,
mean (SD;
95% CI)

.87–1.0 (–6.0 to
4.0)

.17123.4 (11.3;
120.0-126.8)

123.3 (7.0;
121.2-125.4)

.98125.6 (9.9;
122.6-128.6)

124.4 (6.7;
122.4-126.5)

Systolic blood
pressure
(mmHg),
mean (SD;
95% CI)

.62–0.9 (–3.7 to
1.9)

.4779.6 (5.8;
77.8-81.3)

79.0 (5.6;
77.3-80.7)

.1881.1 (5.9;
79.3-82.9)

79.6 (5.9;
77.9-81.4)

Diastolic
blood pressure
(mmHg),
mean (SD;
95% CI)

.07–12.8 (–26.7
to 1.1)

.03250.0 (44.3;
237.0-262.0)

258.8 (51.9;
243.2-274.4)

.92256.0 (66.5;
235.7-276.2)

254.5 (51.9;
238.7-270.3)

Platelet count

(109/L), mean
(SD; 95% CI)

.02–8.0 (–15.0 to
–1.0)

<.00123.0 (17.0-
33.5)

34.0 (26.5-
61.0)

.0130.0 (22.3-
44.3)

38.0 (24.5-
57.3)

ALTd (U/L),
median (IQR)

.04–3.0 (–6.0 to
0)

<.00119.0 (15.0-
23.0)

25.0 (19.5-
36.0)

.00322.0 (19.0-
27.8)

26.0 (21.3-
35.5)

ASTe (U/L),
median (IQR)

<.001–8.0 (–14.0 to
–3.0)

<.00123.0 (16.5-
34.5)

34.0 (22.0-
50.0)

.7641.0 (25.3-
57.5)

39.0 (25.3-
59.8)

GGTf (U/L),
median (IQR)

.060.4 (–0.8 to
1.6)

.1545.1 (4.0;
43.9-46.3)

45.9 (2.6;
45.1-46.7)

.00145.7 (2.1;
44.8-46.0)

46.6 (2.0;
46.0-47.2)

Albumin
(g/L), mean
(SD; 95% CI)

.950.1 (–0.3 to
0.4)

.615.0 (1.1; 4.7-
5.3)

4.9 (1.0; 4.6-
5.2)

.405.0 (1.2; 4.6-
5.4)

5.0 (1.1; 4.6-
5.3)

Urea
(mmol/L),
mean (SD;
95% CI)

.79–0.2 (–2.2 to
1.8)

.7864.5 (14.0;
60.3-68.7)

64.9 (14.6;
60.5-69.3)

.8568.7 (13.8;
64.5-72.9)

68.9 (14.0;
64.6-73.1)

Serum creati-
nine (μmol/L),
mean (SD;
95% CI)
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P valueaMean or
Hodges-
Lehmann me-
dian differ-
ence (95%

CI)a

Intervention (n=45)Control (n=44)Parameter

P valueb24 weeksBaselineP valueb24 weeksBaseline

.16–6.6 (–36.1 to
22.8)

.008386.8 (105.6;
355.0-418.5)

405.4 (108.3;
372.9-437.9)

.57404.1 (75.2;
380.4-427.2)

416.1 (112.5;
381.9-450.2)

Uric acid
(μmol/L),
mean (SD;
95% CI)

.22–0.1 (–0.5 to
0.3)

.245.3 (0.5; 5.1-
5.4)

5.3 (0.6; 5.1-
5.5)

.395.5 (0.9; 5.3-
5.8)

5.4 (0.6; 5.2-
5.5)

Fasting plas-
ma glucose
(mmol/L),
mean (SD;
95% CI)

.002–16.8 (–30.0
to –3.5)

.00160.1 (34.8;
49.6-70.6)

76.0 (32.4;
66.2-85.7)

.3581.0 (40.8;
68.6-93.4)

80.1 (45.6;
66.2-94.0)

Fasting insulin
(pmol/L),
mean (SD;
95% CI)

.002–0.7 (–1.1 to
–0.2)

.0011.7 (1.1-2.8)2.4 (1.7-3.2).252.7 (1.9-3.7)2.4 (1.6-3.4)HOMA-IRg,
median (IQR)

.047–0.1 (–0.2 to
0)

.0035.4 (5.3-5.7)5.6 (5.4-5.9).585.5 (5.3-5.7)5.6 (5.2-5.8)HbA1c
h (%),

median (IQR)

.001–0.5 (–0.7 to
–0.2)

.0011.0 (0.8-1.5)1.5 (1.0-1.8).091.9 (1.2-2.4)1.6 (1.0-2.2)TGi (mmol/L),
median (IQR)

.32–0.1 (–0.4 to
0.1)

.0094.5 (3.9-5.1)5.0 (4.3-5.4).154.6 (4.0-5.2)4.9 (4.2-5.4)TCj (mmol/L),
median (IQR)

.020.1 (0-0.1).071.3 (1.0-1.5)1.2 (1.0-1.4).211.1 (0.9-1.3)1.1 (1.0-1.3)HDL-Ck

(mmol/L), me-
dian (IQR)

.75–0.1 (–0.2 to
0.1)

.043.1 (2.3-3.5)3.2 (2.5-3.6).063.1 (2.6-3.6)3.3 (2.6-3.8)LDL-Cl

(mmol/L), me-
dian (IQR)

.001–38 (–62 to
–16)

<.001291 (239-317)334 (297-369).04310 (288-342)336 (288-362)CAPm (dB/m),
median (IQR)

——n<.00116 (35.6)1 (2.2).556 (13.6)4 (9.1)CAP<268, n
(%)

———4 (8.9)1 (2.2)—3 (6.8)4 (9.1)268≤CAP<280,
n (%)

———25 (55.6)43 (95.6)—35 (79.5)36 (81.8)CAP≥280, n
(%)

<.001–21.1 (–28.4
to –13.9)

<.00134.2 (22.3;
27.5-40.9)

56.7 (21.8;
50.2-63.3)

.3857.1 (22.2;
50.3-63.8)

58.4 (22.3;
51.6-65.2)

Fatty liver in-
dex, mean
(SD; 95% CI)

.94–0.1 (–0.6 to
0.5)

.165.1 (4.0-6.0)4.9 (4.4-6.7).075.1 (4.1-6.8)5.2 (4.4-6.4)Liver stiffness
measurement
(kPa), median
(IQR)

.13–0.03 (–0.06
to 0.01)

<.0010.21 (0.16-
0.27)

0.27 (0.19-
0.35)

.0080.24 (0.18-
0.30)

0.28 (0.20-
0.37)

AST-to-
platelet ratio
index, median
(IQR)

.85–0.05 (–0.12
to 0.03)

.150.62 (0.49-
0.76)

0.64 (0.49-
0.90)

.200.66 (0.46-
0.99)

0.68 (0.50-
1.00)

Fibrosis-4 in-
dex, median
(IQR)
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P valueaMean or
Hodges-
Lehmann me-
dian differ-
ence (95%

CI)a

Intervention (n=45)Control (n=44)Parameter

P valueb24 weeksBaselineP valueb24 weeksBaseline

.96–0.1 (–0.4 to
0.3)

.15–2.7 (1.0; –3.0
to –2.4)

–2.9 (1.0; –3.2
to –2.6)

.09–2.6 (1.2; –3.0
to –2.3)

–2.9 (1.2; –3.2
to –2.5)

NAFLDo fibro-
sis score,
mean (SD;
95% CI)

.02–0.06 (–0.13
to –0.01)

<.0010.06 (0.03-
0.15)

0.22 (0.09-
0.43)

.0010.11 (0.07-
0.22)

0.20 (0.11-
0.42)

FASTp, medi-
an (IQR)

.680.01 (–0.02 to
0.03)

.630.05 (0.03-
0.12)

0.05 (0.02-
0.12)

.960.05 (0.02-
0.15)

0.06 (0.02-
0.15)

Agile3+, medi-
an (IQR)

.046 (0-10)<.00166 (61-76)58 (51-66).0164 (55-71)56 (49-66)Diet quality
score, median
(IQR)

.92–10 (–204 to
192)

.441102 (647-
1725)

1102 (465-
2088)

.291442 (620-
2608)

1118 (620-
2068)

Total

METq-min-
utes, median
(IQR)

aContinuous variables were assessed using 2-tailed unpaired t tests (reporting mean difference and 95% CI) for normally distributed data and Mann-Whitney
U tests (reporting Hodges-Lehmann median difference and 95% CI) for non-normally distributed data to compare the changes between the two groups.
bContinuous variables were assessed using paired t tests (normally distributed data) or Wilcoxon signed-rank tests (non-normally distributed data) within
each group. Categorical variables were analyzed using marginal homogeneity tests within each group.
cWC: waist circumference.
dALT: alanine aminotransferase.
eAST: aspartate aminotransferase.
fGGT: γ-glutamyl transpeptidase.
gHOMA-IR: homeostasis model assessment-insulin resistance.
hHbA1c: hemoglobin A1c.
iTG: triglyceride.
jTC: total cholesterol.
kHDL-C: high-density lipoprotein-cholesterol.
lLDL-C: low-density lipoprotein-cholesterol.
mCAP: controlled attenuation parameter.
nNot applicable.
oNAFLD: nonalcoholic fatty liver disease.
pFAST: FibroScan-aspartate aminotransferase.
qMET: metabolic equivalent of task.
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Figure 2. Change in clinical parameters from baseline to 24 weeks between control group and intervention group. (A) Median change in weight between
groups (–0.3 vs –4.4; median difference –3.7, 95% CI –5.5 to –1.7; P<.001). (B) Median change in waist circumference between groups (–1.5 vs –7.0;
median difference –5.0, 95% CI –7.0 to –2.0; P<.001). (C) Median change in alanine aminotransferase values between groups (–2.5 vs –12.0; median
difference –8.0, 95% CI –15.0 to –1.0; P=.02). (D) Median change in aspartate aminotransferase values between groups (–2.0 vs –6.0; median difference
–3.0, 95% CI –6.0 to 0; P=.04). (E) Median change in hemoglobin A1c between groups (0 vs –0.1; median difference –0.1, 95% CI –0.2 to 0; P=.047).
(F) Median change in homeostasis model assessment-insulin resistance between groups (0 vs –0.6; median difference –0.7, 95% CI –1.1 to –0.2; P=.002).
(G) Median change in triglyceride values between groups (0 vs –0.3; median difference –0.5, 95% CI –0.7 to –0.2; P=.001). (H) Median change in
high-density lipoprotein-cholesterol values between groups (0 vs 0.1; median difference 0.1, 95% CI 0-0.1; P =.02). (I) Median change in controlled
attenuation parameter values between groups (–4.0 vs –56.0; median difference –38, 95% CI –62 to –16; P=.001). (J) Median change in FibroScan-aspartate
aminotransferase scores between groups (–0.04 vs –0.11; median difference –0.06, 95% CI –0.13 to –0.01; P =.02). ALT: alanine aminotransferase;
AST: aspartate aminotransferase; CAP: controlled attenuation parameter; FAST: FibroScan–aspartate aminotransferase; HbA1c: hemoglobin A1c;
HDL-C: high-density lipoprotein cholesterol; HOMA-IR: homeostasis model assessment–insulin resistance; TG: triglyceride; WC: waist circumference.
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Changes in Noninvasive Factors of Hepatic Steatosis
and Liver Fibrosis
At 6 months, both groups presented a reduction in the CAP
value. The intervention group experienced a decrease to
291(239-317) dB/m, whereas the control group had a median
CAP of 310 (288-342)dB/m (Table 2, P=.001). CAP values
were significantly lower in the intervention group than in the
control group (Figure 2, median difference −38, 95% CI −62
to −16; P=.001). In the subgroup analysis, the percentage of
patients with severe steatosis decreased significantly in the
intervention group from baseline at 6 months (P<.001).
However, the LSM values were not significantly different
between groups or within each group (P>.05). Based on the
noninvasive assessment, patients in the TLC program
intervention group had lower FAST scores than did those in the
control group (median difference −0.06, 95% CI −0.13 to −0.01;
P=.02). In the comparison of these 2 groups, no significant

differences were found in noninvasive scores, including the
APRI, FIB-4, NFS, and Agile 3+ score (P>.05).

Changes in Body Composition
According to the body composition analysis (Table 3), each
group presented a decrease in total body fat mass, total body
fat percentage, and visceral fat level, and these variables
decreased more in the intervention group than in the control
group across the 6-month period (P<.05). The basal metabolic
rate underwent a greater reduction in the intervention group
than in the control group (mean difference −42, 95% CI −62 to
−22; P<.001). The intervention group also presented more
pronounced decreases in fat-free mass, total lean body mass,
and appendicular skeletal muscle mass (ASM; P<.05). The ratio
of ASM to weight increased in the intervention group, but no
significant difference was observed in this ratio between the
groups (P>.05).
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Table . Body composition analysis between the two study groups at baseline and 24 weeks in the intention-to-treat population.

P valueaMean or
Hodges-
Lehmann me-
dian differ-
ence (95%

CI)a

Intervention

n=45

Control

n=44

Body composi-
tion

P valueb24 weeksBaselineP valueb24weeksBaseline

<.001–2.8 (–4.4 to
–1.2)

<.00124.6 (7.3;
22.4-26.7)

28.3 (7.3;
26.2-30.6)

.00624.3 (7.0;
22.2-26.4)

25.3 (6.8;
23.3-27.4)

Total body fat
mass (kg),
mean (SD;
95% CI)

<.001–2.6 (–4.1 to
–1.2)

<.00130.9 (8.5;
28.3-33.5)

34.3 (7.8;
32.0-36.7)

.00229.9 (6.8;
27.9-32.0)

30.7 (6.9;
28.6-32.8)

Total body fat
percentage
(%), mean
(SD; 95% CI)

<.001–1 (–2 to 0)<.00110 (8-13)12 (10-15).00112 (10-14)13 (11-16)Visceral fat
level, median
(IQR)

.01–1.1 (–1.9 to
–0.2)

<.00152.7 (10.1;
49.6-55.7)

54.3 (10.6;
51.1-57.5)

.4457.1 (9.7;
54.1-60.0)

57.0 (9.1;
54.2-59.7)

Fat-free mass
(kg), mean
(SD; 95% CI)

.002–0.7 (–1.2 to
–0.2)

<.00149.9 (9.9;
47.0-52.9)

51.0 (10.0;
48.0-54.0)

.2952.7 (9.3;
49.9-55.5)

53.4 (9.2;
50.6-56.1)

Total lean
body mass
(kg), mean
(SD; 95% CI)

.001–0.6 (–1.0 to
–0.3)

<.00123.9 (5.7;
22.2-25.6)

24.8 (5.9;
23.0-26.6)

.7025.0 (5.8;
23.2-26.8)

25.5 (5.4;
23.8-27.1)

ASMc (kg),
mean (SD;
95% CI)

.080.5 (–0.1 to
1.1)

<.00130.8 (4.5;
29.5-32.1)

29.8 (4.4;
28.5-31.1)

.00930.8 (5.3;
29.1-32.3)

30.7 (3.8;
29.6-31.9)

ASM to
weight ratio
(%), mean
(SD; 95% CI)

.27–0.1 (–0.5 to
0.1)

.0626.0 (4.4;
24.7-27.3)

26.2 (4.5;
24.9-27.6)

.3127.7 (4.1;
26.5-29.0)

27.9 (4.1;
26.6-29.1)

Trunk muscle
mass (kg),
mean (SD;
95% CI)

.003–0.9 (–1.5 to
–0.4)

.00136.9 (5.6;
35.2-38.6)

37.7 (5.6;
36.1-39.5)

.5438.2 (5.4;
36.6-39.8)

38.1 (5.3;
36.5-39.7)

Total body
water (kg),
mean (SD;
95% CI)

.0011.6 (0.2-3.0)<.00147.8 (5.2;
46.3-49.4)

46.0 (4.0;
44.9-47.3)

.0747.1 (5.1;
45.5-48.6)

47.0 (3.9;
45.8-48.1)

Total body
water percent-
age (%), mean
(SD; 95% CI)

.10–0.2 (–0.6 to
0.1)

.00140.8 (2.0;
40.2-41.4)

41.4 (2.2;
40.7-42.0)

.00340.9 (2.0;
40.3-41.5)

41.2 (2.1;
40.5-41.8)

Extracellular
water percent-
age (%), mean
(SD; 95% CI)

<.001–42 (–62 to
–22)

<.0011545 (274;
1463-1627)

1597 (273;
1515-1679)

.271621 (251;
1545-1698)

1631 (252;
1555-1708)

BMCd (kcal),
mean (SD;
95% CI)

aContinuous variables were assessed using unpaired t tests (reporting mean difference and 95% CI) for normally distributed data and Mann-Whitney
U tests (reporting Hodges-Lehmann median difference and 95% CI) for non-normally distributed data to compare the changes between the two groups.
bContinuous variables were assessed using paired t tests (normally distributed data) or Wilcoxon signed-rank tests (non-normally distributed data) within
each group.
cASM: appendicular skeletal muscle mass.
dBMC: basal metabolic rate.
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Analysis of Primary and Secondary Efficacy Outcomes
As shown in Figure 3, the primary and secondary efficacy
outcomes were compared between the control and intervention
groups. According to the ITT analysis Figure 3, 60% (27/45)
of patients achieved weight loss of ≥5% (27/45 vs 7/44; RR
3.771, 95% CI 1.836‐7.748; P<.001), and 24.4 % (11/45) of
patients attained weight loss of ≥10% among patients in the
TLC program-delivered intervention group, which was greater
than those in the control group (11/45 vs 3/44; RR 3.585, 95%
CI 1.072‐11.988; P=.02). A CAP value of ≥10% reduction or
normalization was achieved in more patients who received the
intervention than in those who received standard care (26/45 vs
14/44; RR 1.816, 95% CI 1.102‐2.992; P=.01). Furthermore,
patients in the intervention group were more likely than those
in the control group to achieve an ALT reduction of ≥50% or

normalization (30/45 vs 16/44; RR 1.833, 95% CI 1.178‐2.853;
P=.004), as well as triglyceride normalization (37/45 vs 20/44;
RR 1.809, 95% CI 1.273‐2.570; P<.001). Similarly, these
results from the PP analysis were in line with those from the
ITT analysis (Figure 3).

The effects of the TLC program on weight loss and the CAP
value were also analyzed by multivariate regression (Table 4).
Among the ITT population or PP population, the intervention
had a positive effect on weight loss of ≥5% or ≥10% after
adjusting for age, sex, and baseline weight (P<.05). Additionally,
patients in the intervention group were more likely to achieve
a CAP reduction of ≥10% or normalization after adjusting for
age, sex, and baseline CAP in both the ITT population (OR
2.853, 95% CI 1.092‐7.456; P=.03) and the PP population
(OR 3.319, 95% CI 1.117‐9.860; P=.03).

Figure 3. Analysis of primary and secondary efficacy outcome between control group and intervention group. (A) The percentage of patients with
weight loss ≥5% between groups in the intention-to-treat population (27/45 vs 7/44, RR 3.771, 95% CI 1.836-7.748; P<.001 ) and the per-protocol
population (26/37 vs 5/36, RR 5.059, 95% CI 2.184-11.719; P <.001) ; (B) The percentage of patients with weight loss ≥10% between groups in the
intention-to-treat population (11/45 vs 3/44, RR 3.585, 95% CI 1.072-11.988; P=.02) and the per-protocol population (10/37 vs 3/36, RR 3.243, 95%
CI 1.066-10.360; P=.04) ; (C) The percentage of patients with controlled attenuation parameter ≥10% reduction or normalization between groups in
the intention-to-treat population (26/45 vs 14/44, RR 1.816, 95% CI 1.102-2.992; P=.01 ) and the per-protocol population (25/37 vs 13/36, RR 1.871,
95% CI: 1.148-3.050; P=.007; (D) The percentage of patients with alanine aminotransferase ≥50% reduction or normalization between groups in the
intention-to-treat population (30/45 vs 16/44, RR 1.833, 95% CI 1.178-2.853; P=.004 ) and the per-protocol population (25/37 vs 16/36, RR 1.520,
95% CI 1.006-2.391; P=.047; (E) The percentage of patients with triglyceride normalization between groups in the intention-to-treat population (37/45
vs 20/44, RR 1.809, 95% CI 1.273-2.570; P<.001 ) and the per-protocol population (32/37 vs 17/36, RR 1.831, 95% CI 1.267-2.646; P<.001). ALT:
aspartate aminotransferase; CAP: controlled attenuation parameter; ITT: intention-to-treat; PP: per-protocol; TG: triglyceride.
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Table . Multivariate logistic analysis model of reduction in weight and controlled attenuation parameter value in intention-to-treat and per-protocol
population.

Model 2Model 1UnadjustedModel 2bModel 1aUnadjustedParameter

PPd population (N=73)ITTc population (N=89)

Weight loss≥5%

referencereferencereferencereferencereferencereference    Control

15.231

(4.380-52.969)

14.534

(4.267-49.499)

14.655

(4.509-47.626)

8.380

(2.886-24.331)

8.537

(2.947-24.730)

7.929

(2.905-21.641)

        Intervention,
OR (95% CI)

＜.001＜.001＜.001＜.001＜.001＜.001    P value

Weight loss ≥10%

referencereferencereferencereferencereferencereference    Control

4.571

(1.078‐19.387)

4.604

(1.093‐19.386)

4.074

(1.018‐16.305)

4.612

(1.138‐18.686)

4.677

(1.160‐18.855)

4.422

(1.140‐17.144)

    Intervention,

ORe (95% CI)

.04.04.047.03.03.03    P value

CAPf≥10% reduction or normalization

referencereferencereferencereferencereferencereferenceControl

3.319

(1.117-9.860)

3.399

(1.259-9.175)

3.686

(1.401-9.700)

2.853

(1.092-7.456)

2.843

(1.161-6.965)

2.932

(1.232-6.981)

Intervention, OR
(95% CI)

.03.02.008.03.02.02    P value

aModel 1: Adjusted for age, sex.
bModel 2: Adjusted for model 1 and baseline weight.
cITT: intention-to-treat.
dPP: per-protocol population.
eOR: odds ratio.
fModel 2：Adjusted for model 1 and baseline controlled attenuation parameter value; CAP: controlled attenuation parameter.

Safety
During the study period, the intervention was safe in this cohort
of patients with MAFLD, with no adverse events reported during
the study period. The heart rate monitoring during the video
exercises effectively protected participants from the risk of
overexertion.

Discussion

Principal Findings
MAFLD is a public health concern and is associated with
unhealthy lifestyles. Effective weight control is a crucial
measure for reversing MASH and attenuating metabolic
dysfunction [11,33]. While digital health tools offer a scalable
solution, there is a notable scarcity of interventions specifically
designed for the population of individuals with MAFLD in
China. Therefore, we conducted a longitudinal study to evaluate
an innovative WeChat mini-program-based lifestyle
modification in patients with MAFLD. Our study revealed that
the TLC program intervention was more effective for weight
loss among patients with MAFLD who were overweight or
obese than standard care was. Importantly, CAP values
decreased significantly more in the intervention group than in
the control group, suggesting that the TLC program intervention
ameliorated hepatic steatosis. Along with weight reduction, the
intervention group presented significant decreases in liver

enzymes, HbA1c, and triglyceride levels, indicating improved
liver function and metabolic-related indicators. To investigate
the changes in body composition, we found that the intervention
group had a lower total body fat percentage and visceral fat
level than did the control group, with parallel improvement in
hepatic steatosis. In terms of liver fibrosis assessment, only the
FAST score showed improvement in MASH with significant
fibrosis after the intervention, whereas other fibrosis indicators,
such as LSM and noninvasive scores (APRI, FIB-4, NFS, Agile
3+) showed no treatment effect.

Based on established evidence, DTx lifestyle interventions lead
to significant weight loss in patients with MAFLD [6,30].
According to a meta-analysis of 8 cohort studies on DTx, 33%
of patients with MAFLD experienced significant weight loss
of ≥5% [13]. In our study, more than half (27/45, 60%) of the
patients with MAFLD achieved a weight loss of ≥5% ,
demonstrating the efficacy of weight management over 6
months. The significant improvement in diet quality scores
observed in the intervention group implies a potential key role
of dietary modification within the TLC program. With the
reduction in body weight, there was a significant improvement
in liver chemistry variables, including ALT, AST, and GGT,
which was consistent with published data [30,34]. In particular,
approximately two-thirds of the patients with TLC intervention
experienced an ALT reduction of more than 50% or
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normalization, suggesting that this digital intervention improved
liver function remarkably.

Importantly, 57.8% (26/45) of the patients in the intervention
group presented a CAP value of more than a 10% reduction or
normalization, indicating that the severity of hepatic steatosis
was highly reduced among individuals after intervention. A
similar study investigated a mobile technology–based
intervention program for patients with MAFLD and
demonstrated that 42.4% (14/33) of participants exhibited a
reduction in CAP values, with 21.2% (7/33) achieving a
significant decrease of ≥10% in the CAP value [35]. Based on
our study, the reduction in body weight and visceral fat led to
a marked decline in hepatic fat content and subsequent
improvement in liver function.

Among patients with MAFLD, the severity of fibrosis is a major
disease modifier and affects hepatic outcomes [36,37]. Gradual
weight loss of more than 10% may ameliorate fibrosis in patients
with MAFLD [38]. In our study, although the proportion of
patients with weight loss greater than 10% reached 24.4% after
intervention, the LSM value was not significantly different
between the groups. Similarly, no significant difference was
found in noninvasive scores, such as the APRI, FIB-4 score,
NFS, and Agile 3+ score, except for the FAST score. With
respect to noninvasive assessment of liver fibrosis, current
evidence from different studies has shown inconsistencies. A
German web-based exercise program intervention for patients
with MAFLD reported improved APRI, FIB-4 score, and LSM,
whereas a US mobile-based program intervention for patients
with biopsy-confirmed MAFLD showed no changes in NFS or
FIB-4 score [39,40]. The observed discrepancies across studies
may stem from variations in intervention protocols, differential
durations of implementation, and heterogeneity in patient
adherence levels. Based on our data, the overall baseline LSM
values of the patients enrolled seem to be remarkably low, with
a median value of only 5.1 (IQR 4.4- 6.5) kPa. Furthermore,
the duration of the intervention was only 6 months, which is
too short for observing changes in fibrosis.

FAST scores reflect MASH with significant fibrosis and are
calculated via the CAP, LSM, and AST. In our study, the
observed reduction in the FAST score in the intervention group
may be associated with the significant decreases in CAP and
AST levels, suggesting potential alleviation of MASH to some
extent by using the TLC program. Undoubtedly, the definitive
evidence of MASH alleviation is contingent upon further study
with patients who have undergone liver biopsies.

MAFLD results in impaired metabolic profiles in multiple organ
systems, which not only promotes the progression of liver
disease but also increases the risk of extrahepatic complications
[41,42]. In the current investigation, we assessed key metrics
of glucose metabolism, observing substantially greater
reductions in fasting insulin, HbA1c, and HOMA-IR levels
among intervention group participants, which aligns with
established findings in the literature [35,39]. Nevertheless, there
was no significant difference in the FPG level between these
two groups. It is important to emphasize that our cohort
consisted predominantly of nondiabetic individuals, with an
overall low baseline glucose (5.3 mmol/L), which limited the

potential for a large absolute reduction. Interestingly, some
studies concerning DTx-mediated lifestyle modifications in
MAFLD management have reported similar results [34,40].
Indeed, insulin resistance is the key pathogenic link between
obesity and associated metabolic disorders. Moreover, it is the
primary driver in the development of MAFLD and
cardiovascular disease. A significant reduction in body weight
has favorable effects on increasing insulin sensitivity and
improving insulin resistance, leading to a reduction in fasting
insulin and glycemic fluctuations, substantially reducing
cardiovascular events in patients with MAFLD [43]. A reduction
in the HbA1c level, reflecting good glycemic control over the
past 2‐3 months, may lead to decreased hepatic fat
accumulation, reduced liver fat synthesis, and increased fat
breakdown [44].

For the lipid profile, decreased TG or elevated HDL-C levels
were found in the intervention group, which was in line with
previously published literature [35,45,46]. Favorable
modifications in TG or HDL profiles have been correlated with
the amelioration of insulin resistance, which not only upregulates
lipoprotein lipase expression and accelerates TG hydrolysis but
also downregulates hepatic lipase activity, reduces HDL-C
degradation, and promotes HDL-C synthesis [41,47]. Overall,
TLC digital intervention markedly improved metabolic indices,
such as glucose and lipid levels, which are pivotal determinants
of cardiovascular morbidity and mortality in patients with
MAFLD.

To evaluate the quality of weight loss, we explored parameters
involved in body composition. Compared with the control group,
the intervention group presented greater reductions in total body
fat percentage and visceral fat, as well as the alleviation of
hepatic steatosis. Although the intervention group demonstrated
significant reductions in total lean body mass and absolute ASM,
the ratio of ASM to weight increased within the intervention
group, suggesting that weight loss was driven primarily by fat
reduction. As is well known, healthy weight loss involves fat
loss with muscle gain. Furthermore, no significant difference
in MET levels was detected between the groups in our study.
To build muscle and improve body composition, future
improvements to the TLC program should integrate progressive
strength training, such as bodyweight exercises, resistance
bands, and dumbbells. Monitoring changes in muscle mass
using body fat scales can further support the personalization
and optimization of these interventions.

Strengths and Limitations
This study has several strengths. Its innovation lies in being the
first tailored digital tool to address the specific self-management
challenges of this population in China, leveraging a widely
accessible platform. Additionally, this mobile-based program
offers customized dietary plans based on each patient’s health
status. Notably, this smartphone-delivered lifestyle program
aids in weight control and liver fat reduction by facilitating
healthier behaviors, which could be implemented in home
settings. This high accessibility removes common barriers to
care, such as transportation and time constraints, while its
timely, personalized feedback promotes greater adherence and
sustained habit formation. Together, these advantages make it
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a scalable and cost-effective strategy for the long-term
management of MAFLD.

This study has several limitations. First, all the patients enrolled
were from a single tertiary hepatology clinic, and more
motivated individuals tended to self-select into the program.
This selection bias was inevitable. Second, hepatic steatosis and
fibrosis were evaluated by FibroScan or noninvasive tests rather
than liver biopsy. On the one hand, FibroScan is a widely used
and noninvasive tool to detect hepatic steatosis and screen for
fibrosis. On the other hand, it is extremely challenging to obtain
liver biopsy specimens in clinical practice. Third, no
postintervention follow-up was conducted to assess the
maintenance of weight loss. The lack of long-term follow-up
data limits the conclusions regarding the sustainability of the
WeChat-based intervention effects. Future research will include
a follow-up phase where the research team will formulate
personalized weight-management plans and encourage the
involvement of family or friends for support and supervision
to facilitate long-term weight maintenance for participants.
Additionally, the sample size herein was limited, and the dropout
rate was relatively high (18%). The application of last
observation carried forward for handling missing data may have

introduced bias into the treatment effect estimate. These factors,
collectively, may have contributed to the imprecision in our
effect estimates, as evidenced by the wide CIs. Subsequent study
should incorporate larger, multicenter cohorts and advanced
modeling approaches. Furthermore, the mini-program itself will
be further developed to integrate incentives, gamification, and
social support. This comprehensive strategy aims to enhance
user adherence, boost engagement, and reduce dropout rates.

Conclusions
Our study introduces a WeChat mini-program that delivers a
tailored lifestyle intervention designed for patients with MAFLD
in China, addressing a gap in scalable management. Our
intervention is characterized by its ability to not only reduce
weight but also to significantly improve hepatic steatosis and
metabolic measures. These findings contribute to the field by
establishing a feasible, low-cost model for managing MAFLD
in high-burden populations, with strong potential for
implementation in primary care and resource-limited settings.
Given the imprecision of effect estimates, further larger-scale
studies are essential to confirm these preliminary findings, obtain
more precise estimates, and evaluate sustained long-term clinical
outcomes with long-term follow-up.
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Abstract

Background: Group cognitive-behavioral therapy (CBT), delivered through weekly videoconference sessions, has been shown
to effectively reduce social anxiety. However, no studies have evaluated CBT delivered via videoconference in a 2-day massed
brief psychoeducational group format.

Objective: This randomized controlled trial aimed to evaluate the efficacy of a videoconferencing CBT−based massed brief
psychoeducational group among Chinese university students with social anxiety.

Methods: University students with social anxiety were recruited online and randomly assigned to an intervention group or a
waitlist control group. Participants in the intervention group attended a 2-day workshop via videoconference. Assessments were
conducted at baseline (T1), posttest (T2), 1-month follow-up (T3), and 3-month follow-up (T4), using the Social Phobia Inventory,
Brief Fear of Negative Evaluation Scale, Depression Anxiety Stress Scales–Short Form, Social Anxiety Knowledge Test, Social
Anxiety Stigma Inventory, and Attitudes Toward Seeking Professional Psychological Help Scale–Short Form.

Results: The intervention group showed significant reductions in Social Phobia Inventory scores (β=−4.00, 95% bootstrap CI
−6.55 to −1.22; dT2-4=−0.97 to −0.81) and Brief Fear of Negative Evaluation Scale scores (β=−1.37, 95% bootstrap CI −2.64 to
−0.08; dT3=−0.56), as well as significant increases in Social Anxiety Knowledge Test scores (β=.62, 95% bootstrap CI 0.05-1.17;
dT2-4=0.86-1.53). No significant changes were observed in Depression Anxiety Stress Scales–Short Form, Social Anxiety Stigma
Inventory, or Attitudes Toward Seeking Professional Psychological Help Scale–Short Form scores.

Conclusions: The findings indicate that videoconferencing CBT−based massed brief psychoeducational group was effective
in reducing social anxiety among university students. Future research with larger and more diverse samples is recommended to
validate the efficacy and assess the scalability of this intervention format.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2400093444; www.chictr.org.cn/showprojEN.html?proj=235703

(J Med Internet Res 2026;28:e79825)   doi:10.2196/79825
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Introduction

Social anxiety refers to the intense fear, worry, or avoidance of
social interactions and situations in which one may be evaluated
by others [1]. When social anxiety reaches a severity that impairs
daily functioning, it is diagnosed as social anxiety disorder or
social phobia [2]. A meta-analysis reported that the prevalence
of social anxiety symptoms among Chinese adolescents and
young adults aged 15‐25 years is 29.8% [3]. Social anxiety
disorder can lead to functional impairments across multiple
aspects, including work, academics, social functioning, and

cognitive processes [4]. Even subclinical symptoms, which do
not meet diagnostic criteria, can negatively impact various
aspects of life [5] and may progress into a chronic and
debilitating condition if left unaddressed [6]. For example, social
anxiety may hinder college students’ learning, decrease their
well-being [7], and even elevate their risk of suicidal thoughts
or behaviors [8]. Early intervention is, therefore, critical to
alleviating symptom severity and the likelihood of developing
social anxiety disorder.

Cognitive-behavioral therapy (CBT) is widely recognized as
the gold standard for treating social anxiety [9]. Meta-analytic
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findings indicate that compared to pharmacological and
alternative therapeutic approaches, CBT demonstrates superior
efficacy, greater safety, and lower relapse rates in both the short
and long term, making it the most highly recommended
treatment [10,11]. CBT is typically delivered in individual or
group formats, both of which have shown positive effects on
social anxiety. However, group CBT has its unique advantages
by allowing participants to engage with unfamiliar peers in
socially relevant contexts while benefiting from mutual support.
It also enables more individuals to receive treatment within a
given timeframe [12]. Therefore, group interventions are also
frequently used in both research and clinical practice.

In terms of therapist-guided delivery medium, psychological
interventions can be categorized into face-to-face CBT and
remote CBT. Traditional group CBT typically involves
therapists working face-to-face with participants; however,
limited mental health resources often prevent individuals from
accessing CBT or other mental health services in their daily
lives [13]. Moreover, traditional group CBT may entail several
temporal and locational constraints, limiting the delivery of
timely clinical interventions [14]. In this context, internet-based
remote CBT offers a viable alternative [15]. Among remote
modalities, videoconferencing is commonly used, as it enables
synchronous, real-time communication through audio and video
and allows therapists and participants to interact directly from
different locations. Compared to other digital formats, such as
message-based or app-based interventions, videoconferencing
CBT maintains therapist visibility, facilitating greater interaction
and engagement between participants and therapists [16].
Studies have shown that videoconferencing CBT yields
significant therapeutic effects for social anxiety and social
anxiety disorder, with symptom improvements maintained for
up to 3 months postintervention [17,18] and effect sizes ranging
from medium to large [19]. Moreover, compared to traditional
CBT, videoconferencing CBT may alleviate the resistance to
therapy triggered by face-to-face interaction in individuals with
social anxiety [20].

Low-intensity interventions have become a common approach
in the delivery of psychological interventions. The National
Institute for Health and Care Excellence recommends that group
CBT for social anxiety be delivered in weekly sessions, for a
total of 8‐12 sessions [21]. This implementation of full
protocol requires substantial time and financial resources; as
such, low-intensity CBT has emerged to meet the growing
demand for mental health services while ensuring treatment
effectiveness [22]. Within health care systems, low-intensity
interventions are commonly employed in primary care settings
for adults experiencing symptoms of depression or specific
phobias [23]. A meta-analysis revealed that low-intensity CBT
produced large effect sizes in the treatment of anxiety disorders
(d=1.06) [24].

A common form of low-intensity intervention involves
employing only select core therapeutic techniques rather than
the full treatment protocol; this approach is often referred to as
a brief intervention. For example, in social anxiety interventions,
Clark’s full protocol typically includes components, such as
attention training, video feedback, behavioral experiments, and
discrimination training [25]. However, Heimberg’s intervention

full protocol incorporates multiple sessions of cognitive
restructuring and graduated exposure. Brief interventions for
social anxiety based on these 2 protocols have also demonstrated
promising outcomes [26]. A group CBT for children with social
anxiety, delivered in three weekly 3-hour sessions, included
psychoeducation, cognitive strategies, and behavioral exposure.
Significant reductions in participants’ social anxiety scores were
observed at both posttest and 3-week follow-up [27]. A recent
7-day internet−based CBT program for social anxiety disorder
also demonstrated substantial outcomes (Hedges gs=1.26‐1.9).
This program consisted of 6 online lessons accompanied by
practice tasks. Participants were required to complete lessons
and corresponding exercises, which included exposure tasks,
cognitive challenges, and communication skills practice [28].
More recently, a 1-day CBT−based workshop consisting of
cognitive restructuring and assertiveness training for secondary
vocational students demonstrated moderate effect sizes in
reducing social anxiety symptoms [29].

Another common type of low-intensity intervention is the
psychoeducational group. According to Gladding’s
classification, group interventions are generally divided into
psychoeducational groups and counseling groups [30].
Compared to counseling groups, psychoeducational groups are
lower in intensity and emphasize using educational methods to
acquire information and develop related meaning and skills
[31]. These groups integrate both knowledge acquisition and
skill development, efficiently delivering information about
psychological disorders while also providing opportunities for
practice and experiential learning. Accordingly, 1 major aim of
psychoeducational groups is to enhance participants’ mental
health literacy, which is referred to as the ability to recognize
a disorder, understand it, reduce stigma, and seek appropriate
psychological help [32]. In addition, the skills training
component can help alleviate psychological distress. Evidence
indicates that psychoeducational interventions are effective in
alleviating anxiety symptoms, including social anxiety [33,34].
A further advantage of psychoeducational groups is their ability
to accommodate a larger number of participants. Counseling
groups for social anxiety typically have limited membership,
with recommended group sizes ranging from 6 to 12 participants
[26,35]. In contrast, psychoeducational groups are often larger
in scale, commonly ranging from 15 to 40 participants [30].

In terms of intervention frequency, the conventional model
involves spaced interventions (eg, 1 session per week).
Alternatively, massed intervention compresses the treatment
timeline by delivering multiple sessions over a relatively short
timeframe. Meta-analytic evidence indicates that for anxiety
disorders in young adults, massed CBT can achieve intervention
outcomes comparable to those of full-protocol CBT [36]. For
example, Deacon and Abramowitz [37] conducted a 2-day CBT
for panic disorder, condensing a 12-session protocol into 2
sessions of 6 and 3 hours, respectively. The intervention
included psychoeducation, therapist-assisted exposure, fear
hierarchy construction, and in vivo exposure. Following the
treatment, all 10 participants showed significant reductions on
the Panic Disorder Severity Scale, with large effect sizes
(ds=0.96‐3.29). To date, spaced brief CBT has been shown to
effectively reduce social anxiety and related negative beliefs
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[38,39]; however, no empirical evidence currently exists on the
effects of massed brief CBT for social anxiety.

The vast majority of existing remote interventions for social
anxiety employ spaced, full-protocol treatment programs,
typically consisting of 8 or 12 weekly sessions. These
interventions are generally conducted in groups of 5‐12
participants [40-42]. While this model offers several advantages,
it also presents challenges. For example, participants may find
it difficult to sustain long-term engagement remotely, which
can result in them dropping out. A meta-analysis reported that
the dropout rate for group CBT interventions targeting anxiety
disorders is 24.6% [43]. To alleviate social anxiety more rapidly,
efficiently, and conveniently, we developed a low-intensity
intervention format—the massed brief psychoeducational group
(MBPG)—delivered via videoconference. This study aimed to
evaluate the effects of this delivery model on university students
with social anxiety through a randomized controlled trial. We
hypothesized that compared to the waitlist control group,
participants in the intervention group would show significant
reductions in social anxiety, fear of negative evaluation, and
depressive symptoms following treatment. Additionally, we
expected improvements in social anxiety literacy, including
increased knowledge of social anxiety, reduced social anxiety
stigma, and more positive attitudes toward seeking professional
psychological help.

Methods

Participants
According to a meta-analysis by Mayo-Wilson et al [10],
interventions with shortened sessions based on the Clark and
Wells model for social anxiety have demonstrated large effect
sizes. Based on these findings, the expected effect size for this
study was conservatively set at 0.80. A priori power analysis
using the G*Power 3.1 by Faul et al [44] indicated that a total
sample size of 52 would be required. Accounting for an
anticipated dropout rate of 20%, the target sample size was set
at 65. Accordingly, a minimum of 65 participants were targeted.

Participants were recruited online and were required to meet
the following eligibility criteria: (1) current enrollment in a
university program, with no restrictions on degree level; (2)
availability to attend a 2-day remote workshop and willingness
to be randomly assigned; (3) no suicidal ideation and no formal
diagnosis of any psychiatric disorder; (4) no psychotropic
medication use within the past year and no history of
psychological treatment or counseling; and (5) no specific cutoff
on social anxiety scores was required for inclusion. As a
psychoeducational group, our primary goal was to reach
individuals who experienced social anxiety−related difficulties
and were motivated to make changes, regardless of their
symptom severity. Therefore, although a cutoff value of the
Social Phobia Inventory (SPIN) is commonly used to indicate
clinically significant symptoms, we did not adopt this cutoff
during recruitment. Individuals were eligible for this workshop
as long as they perceived themselves affected by social anxiety.
Despite the absence of a formal cutoff, participants’ baseline
levels of social anxiety were relatively high. Among those
enrolled, 62 (90%) of the 69 participants scored above the

clinical threshold of 19 on the SPIN, with a mean score of 37.91
(SD=13.67).

Participants were randomly assigned to either the intervention
group (n=39) or the waitlist control group (n=39). Prior to the
start of the intervention, 7 participants from the intervention
group and 2 from the control group withdrew. A total of 69
participants ultimately took part in the study (n=32 in the
intervention group; n=37 in the control group).

Ethical Considerations
This study received approval from the Ethical Review
Committee of the Department of Psychology at Renmin
University of China (IRB-24‐041). All participants provided
written informed consent before participating. Individuals who
completed all 4 assessments received both monetary
compensation of 40 RMB (US $ 5.70) in total (10 RMB [US
$1.42] per assessment) and a commemorative gift. To ensure
the protection of participants’ privacy, the raw data were
accessible only to the research team and numerical IDs were
assigned in lieu of personally identifiable information during
data handling. All reported results were fully anonymized, and
no identifiable personal features are presented in the manuscript.

Procedure
Simple randomization was employed to assign participants to
groups. Random sequences were generated using Microsoft
Excel, with half of the participants allocated to the intervention
group and the other half to the waitlist control group.

Before the intervention, an online questionnaire was
administered to all participants to collect baseline data (T1).
The posttest (T2) was conducted 1 week after the intervention,
with follow-up assessments at 1 month (T3) and 3 months (T4)
postintervention. Participants in the waitlist control group
received the same 2-day online workshop intervention as those
in the intervention group after all data collection was completed.

Intervention
This study implemented a CBT-based MBPG intervention,
delivered via videoconferencing. The intervention was delivered
synchronously via Tencent Meeting, an online platform similar
to Zoom. All needed materials were presented in the form of
slides shared on screen during the online sessions. The
intervention program was named Joymaster Workshop to engage
participants’ interest, reduce associated stigma, and symbolize
mastery of social enjoyment. For CBT-based counseling groups
targeting social anxiety, a recommended group size is
approximately 6 participants [45], whereas psychoeducational
groups are typically larger [30]. To avoid reductions in
interaction, experiential engagement, and opportunities for
practice associated with overly large groups, we set the size of
the psychoeducational group at 15‐20 participants. Therefore,
we divided the 32 participants in the intervention condition into
2 workshops. In allocating participants, we considered their
time availability and aimed to maintain balance across the 2
groups in terms of size and gender distribution to minimize
potential biases arising from group composition. The 2
workshops ultimately included 17 and 15 participants,
respectively. Both workshops were delivered by the same group
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leaders on 2 consecutive weekends, with identical content to
ensure treatment fidelity. The timing of the post-intervention
and follow-up assessments was adjusted according to the
specific workshop each participant attended.

The term massed refers to the delivery format, which consisted
of 2 consecutive days, a total duration of 12 hours. As a brief
intervention, the program selectively incorporated effective
techniques from full-protocol CBT, focusing on cognitive
restructuring and behavioral experiments. Contemporary CBT
interventions for social anxiety typically follow either the
Heimberg protocol or the Clark protocol [21]. Given the massed
format and the aim of achieving effective outcomes within a
short timeframe, this study’s program prioritized cognitive
change over habituation through exposure, as the latter generally
requires more extended treatment. Therefore, we adapted the
cognitive restructuring technique from Hope and Heimberg’s
model, which involves challenging automatic thoughts using
supporting and opposing evidence [45].

Behavioral experiments were based on the approach by Leigh
and Clark [46] as well as Hofmann and Otto [47], in which

participants design and engage in social tasks to test and
challenge their automatic thoughts. Behavioral experiments also
enhanced the interactivity of the massed intervention and
promoted participant engagement. A summary of the main
intervention modules is presented in Table 1. Among these, the
out-of-session behavioral experiments required participants to
complete a selected task during a 2-hour lunch break, based on
plans developed at the end of the morning session. Examples
included asking a passerby to take a photo of them with a trash
can or initiating a brief conversation with someone new in the
campus canteen. All participants completed a behavioral
experiment.

This intervention was conducted as a psychoeducational group
rather than a counseling group. First, we employed online slide
presentation as visual aids, combining didactic instruction for
efficient knowledge delivery with opportunities for experiential
practice of therapeutic techniques. Second, the intervention
accommodated a larger number of participants than is common
in counseling groups, with each workshop hosting 15‐20
individuals.

Table . Intervention modules.

ContentsTechniquesModule

PsychoeducationDay 1—Morning 1. Introduce the concept of social anxiety:
definition, prevalence, diagnostic criteria,
typical age of onset, and negative impacts

2. Provide an overview of cognitive models
and contributing factors

3. Introduce treatment approaches for social
anxiety

Cognitive restructuring

(Part 1)

Day 1—Afternoon 1. Practice the first 2 steps of cognitive restruc-
turing:

• Identify automatic thoughts
• Identify cognitive biases

Behavioral experimentsDay 2—Morning 1. Explain the purpose and steps of behavioral
experiments

2. Conduct in-session behavioral experiments
3. Design out-of-session behavioral experi-

ments for lunch break

Cognitive restructuring

(Part 2)

Day 2—Afternoon 1. Reflect on behavioral experiments conduct-
ed during lunch break

2. Practice the final 2 steps of cognitive restruc-
turing
• Challenge automatic thoughts
• Develop realistic, rational thoughts

3. Develop an action plan and conclude the
session

Treatment Fidelity
The intervention was delivered by a leader and an assistant. The
leader was a PhD-level counselor intensively trained in CBT,
and the assistant was a master’s student in psychology.
Psychoeducational content was presented primarily through
PowerPoint slides, with all procedures structured around the
slide content. This ensured a highly standardized delivery and
strong adherence to the intervention protocol.

Measurements

Primary Outcome—Social Anxiety
The Chinese version of the 17-item SPIN, developed by Connor
et al [48] and revised by Xiao et al [49], was used to assess the
severity of social anxiety. The scale comprises 3 subscales: fear
(6 items; eg, fear of embarrassment or rejection), avoidance (7
items; eg, avoiding social situations because of fear), and
physiological symptoms (4 items; eg, blushing or sweating in
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social settings)—covering the core clinical manifestations of
social anxiety. It uses a 5-point Likert rating scale from 0 (not
at all) to 4 (extremely), with higher scores indicating greater
levels of social anxiety. In this study, the SPIN had a Cronbach
α of 0.94 at baseline.

Secondary Outcomes

Fear of Negative Evaluation

The Chinese version of the 12-item Brief Fear of Negative
Evaluation Scale (BFNES), developed by Leary [50] and revised
by Chen [51], was used to assess individuals’ concerns about
being negatively evaluated by others. It uses a 5-point Likert
scale from 1 (not at all characteristic of me) to 5 (extremely
characteristic of me), with higher scores indicating greater fear
of negative evaluation. In this study, the BFNES had a Cronbach
α of 0.95 at baseline.

Depression, Anxiety, and Stress

The Chinese version of the 21-item Depression Anxiety Stress
Scales–Short Form (DASS-21), developed by Lovibond and
Lovibond [52] and revised by Gong et al [53], was used to assess
the severity of depressive symptoms, anxiety or autonomic
arousal, and stress. It uses a 4-point Likert scale from 0 (did not
apply to me at all) to 3 (applied to me very much or most of the
time), with higher scores indicating greater symptom severity.
In this study, the DASS-21 had a Cronbach α of 0.93 at baseline.

Social Anxiety Knowledge

The self-developed Social Anxiety Knowledge Test (SAKT)
was used to assess participants’ knowledge of the definition,
symptoms, treatment, and related aspects of social anxiety.
Based on a literature review, the content was categorized into
8 domains: basic knowledge, symptoms, prevalence, age of
onset, gender differences, cultural differences, risk factors, and
treatment. An initial pool of 23 single-choice items (with 4
answer options each) was rated and reviewed by 7 experts for
content validity, and semistructured cognitive interviews were
conducted with 5 nonspecialists. After revisions based on the
expert ratings and cognitive interview results, 21 items were
retained. Responses were scored as correct (1 point) or incorrect
(0 points), with higher total scores (maximum=21) indicating
better social anxiety literacy. The SAKT has been adopted in
several interventions and shown good validity to test social
anxiety−related knowledge [29,54].

Stigmatizing Attitudes Toward Social Anxiety

The self-developed Social Anxiety Stigma Inventory (SASI)
was used to assess individuals’ stigmatizing attitudes toward
social anxiety. The 10-item questionnaire uses a 5-point Likert
scale from 0 (strongly disagree) to 4 (strongly agree), with
higher scores indicating stronger stigma. The scale demonstrated

good structural validity (χ232= 80.4, root mean square error of
approximation=0.061, comparative fit index=0.933,
Tucker-Lewis index=0.906, root mean square residual=0.048)

and an internal consistency reliability of 0.75. In this study, the
SASI had a Cronbach α of 0.86 at baseline. The SASI has been
adopted in several interventions and shown good reliability and
validity to assess the stigma toward social anxiety [29,54].

Attitudes Toward Seeking Professional Psychological Help

The Chinese version of the 10-item Attitudes Toward Seeking
Professional Psychological Help Scale–Short Form
(ATSPPH-SF), developed by Fischer and Farina [55] and revised
by Fang et al [56], was used to assess individuals’ attitudes
toward psychological help-seeking. This instrument employs a
4-point Likert scale from 0 (strongly disagree) to 3 (strongly
agree), with higher scores indicating a stronger willingness to
seek help. In this study, the ATSPPH-SF had an acceptable
Cronbach α of 0.73 at baseline.

Data Analysis
The data were analyzed following the intent-to-treat principle,
including all randomized participants. The Shapiro-Wilk test
was employed to assess residual normality for each scale across
groups and time points. Intervention effects over time were
examined using linear mixed models, which are less sensitive
to missing data. Given that residuals for certain variables at
specific time points were skewed and the sample size was
limited, a bootstrap method with 1000 resamples was applied
to estimate the linear mixed model fixed-effect parameters and
their 95% CIs, thereby enhancing the robustness of statistical
inferences and avoiding strict distributional assumptions [57].

Cohen d was calculated to determine both between-group and
within-group effect sizes. Owing to baseline differences between
the intervention and waitlist control groups, Morris’
baseline-adjusted formula was applied to adjust the
between-group effect sizes at posttest and follow-up [58]. The
effect size was based on mean pre-post change (Mpost, T – Mpre,

T) in the intervention group minus the mean pre-post change
(Mpost, C – Mpre, C), divided by the pooled pretest standard
deviation (SDpre). All analyses were conducted using RStudio
(version 4.5.0).

d=(Mpost,  T−Mpre,  T)−(Mpost,  C−Mpre,  C)SDpre

where the pooled standard deviation is defined as

SDpre=(nT−1)SDpre,T2+(nC−1)SDpre,C2nT+nC−2

Results

Participants’ Demographic Characteristics and
Baseline Scores
The detailed flow of participants’ recruitment, allocation, and
analysis is presented as Figure 1. No significant differences
were found between the intervention and control groups in
demographic variables or baseline outcome scores (see Table
2).
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Figure 1. Participant flow.
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Table . Demographic characteristics and the baseline of participants.

P valueChi-square (df)t test (df)GroupAllVariable

Control

(n=37)

Intervention

(n=32)

.17—a−1.39 (67)23.76 (4.48)22.47 (2.99)23.16 (3.89)Age, mean (SD) (y)

.530.39 (1)—Gender, n (%)

8 (21.6)9 (28.1)17 (24.6)    Man

29 (78.4)23 (71.9)52 (75.4)    Woman

.302.41 (2)—Residence, n (%)

10 (27)14 (43.8)24 (34.8)    Rural area

8 (21.6)4 (12.5)12 (17.4)    Township

19 (51.4)14 (43.8)33 (47.8)    City

.4951.41 (2)—Education, n (%)

22 (59.5)18 (56.3)40 (58)    Bachelor

14 (37.8)11 (34.4)25 (36.2)    Master

1 (2.7)3 (9.4)4 (5.8)    Doctor

Baseline scores,
mean (SD)

.56—−0.58 (67)37.00 (11.69)38.97 (15.78)—    SPINb

.71—−0.37 (67)45.51 (7.76)46.19 (7.41)—    BFNESc

.36—−0.92 (67)18.54 (10.53)20.84 (10.16)—    DASS-21d

.14—1.47 (67)11.22 (2.18)10.34 (2.67)—    SAKTe

.96—0.05 (67)17.49 (6.06)17.41 (6.71)—    SASIf

.61—0.51 (67)19.72 (4.15)19.19 (4.64)—    ATSPPH-SFg

aNot applicable.
bSPIN: Social Phobia Inventory.
cBFNES: Brief Fear of Negative Evaluation Scale.
dDASS-21: Depression Anxiety Stress Scales–Short Form.
eSAKT: Social Anxiety Knowledge Test.
fSASI: Social Anxiety Stigma Inventory.
gATSPPH-SF: Attitudes Toward Seeking Professional Psychological Help Scale–Short Form.

Shapiro-Wilk Normality Test
Shapiro-Wilk normality tests were conducted separately for the
intervention and waitlist control groups at each time point for
all outcome variables. The results showed that for both groups,
the residuals of the 5 outcome variables across 4 time points
were generally normally distributed (W=0.93‐0.98,
P’s=.052-.902, n=35). Exceptions were observed in a few cases:
the BFNES in the waitlist group at T1 (W=0.93, P<.05) and T4
(W=0.89, P=.004) and the DASS-21 in the intervention group
at T2 (W=0.91, P<.05) and T4 (W=0.90, P<.05) and in the
waitlist control group at T4 (W=0.89, P=.003). Overall, these
findings suggest that the residual distributions did not exhibit
significant skewness.

Primary Outcomes
According to the results (Table 3), the main effects of group
and time on SPIN scores were not significant. However, the
group×time interaction was significant (β=−4.00, 95% bootstrap
CI −6.55 to −1.22), indicating that compared to the waitlist
control group, the intervention group experienced a significant
reduction in social anxiety over time (see Figure 2 for the trend).
Moreover, the intervention group exhibited significant
reductions with large effect sizes at T2 (d=−0.81, 95% CI −1.28
to −0.33), T3 (d=−0.97, 95% CI −1.44 to −0.49), and T4
(d=−0.81, 95% CI −1.28 to −0.33; Table 4).
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Table . Results of linear mixed model analysis.

Group×timeTimeGroupVariable

95% boot CIβ95% boot CIβ95% boot CIβ

−6.55 to −1.22−4.00−1.71 to 6.803.26−4.48 to 9.192.76SPINa

−2.64 to −0.08−1.37−1.31 to 2.640.65−2.50 to 4.601.22BFNESb

−3.42 to 0.17−1.77−1.81 to 4.211.20−2.18 to 7.372.89DASS-21c

0.05 to 1.170.62−1.14 to 0.38−0.43−1.93 to 1.10−0.42SAKTd

−1.43 to 0.62−0.43−2.41 to 0.62−0.85−2.09 to 3.430.46SASIe

−0.39 to 1.090.32−1.04, 1.030.02−2.87 to 0.94−0.75ATSPPH-SFf

aSPIN: Social Phobia Inventory.
bBFNES: Brief Fear of Negative Evaluation Scale.
cDASS-21: Depression Anxiety Stress Scales–Short Form.
dSAKT: Social Anxiety Knowledge Test.
eSASI: Social Anxiety Stigma Inventory.
fATSPPH-SF: Attitudes Toward Seeking Professional Psychological Help Scale–Short Form.
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Figure 2. Change of outcomes. ATSPPH-SF: Attitudes Toward Seeking Professional Psychological Help Scale–Short Form; BFNES: Brief Fear of
Negative Evaluation Scale; DASS-21: Depression Anxiety Stress Scales–Short Form; SAKT: Social Anxiety Knowledge Test; SASI: Social Anxiety
Stigma Inventory; SPIN: Social Phobia Inventory.
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Table . Means, Standard deviations, and Cohen d for outcome variables by group and timea.

db-g
c (95% CI)Control groupIntervention groupVariable

d w-gMean (SD)dw-g
b (95% CI)Mean (SD)

SPINd

0.14 (–0.33 to 0.62)—37.00 (11.69)—e38.97 (15.78)    T1

–0.81 (–1.28 to –0.33)0.10 (–0.27 to 0.41)37.59 (12.98)0.71 (–1.07 to –0.31)29.31 (13.16)    T2

–0.97 (–1.44 to –0.49)–0.08 (–0.45 to 0.29)36.46 (12.71)–0.91 (–1.27 to –0.51)26.03 (13.44)    T3

–0.81 (–1.28 to –0.33)–0.11 (–0.48 to 0.25)34.87 (14.00)–0.89 (–1.24 to –0.53)25.78 (14.96)    T4

BFNESf

0.009 (–0.39 to 0.56)—45.51 (7.76)—46.19 (7.41)    T1

–0.29 (–0.76 to 0.19)–0.01 (–0.44 to 0.32)44.57 (6.48)–0.52 (–0.81 to –0.17)42.81 (6.19)    T2

–0.56 (–1.03 to –0.09)–0.12 (–0.53 to 0.28)43.00 (7.00)–0.74 (–1.09 to –0.40)40.16 (6.61)    T3

–0.46 (–0.93 to 0.01)–0.20 (–0.52 to 0.24)43.52 (6.72)–0.76 (–1.04 to –0.42)40.7 (7.08)    T4

DASS-21g

0.22 (–0.25 to 0.70)—18.54 (10.53)—20.84 (10.16)    T1

–0.42 (–0.89 to 0.05)0.02 (–0.35 to 0.32)17.97 (12.17)–0.63 (–1.01 to –0.26)16.66 (9.24)    T2

–0.34 (–0.81 to 0.13)–0.22 (–0.55 to 0.15)16.14 (10.82)–0.71 (–1.17 to –0.31)15.41 (9.85)    T3

–0.43 (–0.90 to 0.05)–0.07 (–0.41 to 0.31)16.32 (13.23)–0.78 (–1.19 to –0.36)14.22 (10.18)    T4

SAKTh

–0.36 (–0.84 to 0.12)—11.22 (2.19)—10.34 (2.67)    T1

1.53 (1.06 to 2.01)0.23 (–0.12 to 0.50)11.65 (2.98)1.21 (0.67 to 1.70)14.19 (3.82)    T2

0.86 (0.38 to 1.33)0.40 (0.01 to 0.76)12.46 (2.86)0.98 (0.48 to 1.48)13.31 (3.92)    T3

0.98 (0.51 to 1.45)0.11 (–0.30 to 0.47)11.61 (2.26)0.77 (0.37 to 1.18)13.11 (3.59)    T4

SASIi

0.01 (–0.49 to 0.46)—17.49 (6.06)—17.41 (6.71)    T1

–0.01 (–0.49 to 0.46)–0.55 (–0.86 to –0.16)14.51 (7.76)–0.44 (–0.85 to –0.05)14.84 (6.73)    T2

0.27 (–0.75 to 0.20)–0.50 (–0.85 to –0.06)14.27 (8.15)–0.78 (–1.19 to –0.38)12.88 (7.09)    T3

0.14 (–0.62 to 0.33)–0.74 (–1.15 to –0.19)13.61 (7.41)–0.68 (–0.96 to –0.23)12.63 (7.14)    T4

ATSPPH-SFj

0.12 (–0.60 to 0.35)—19.73 (4.15)—19.19 (4.64)    T1

0.20 (–0.27 to 0.67)0.15 (–0.25 0.42)20.03 (4.41)0.19 (–0.19 to 0.56)19.84 (3.96)    T2

0.30 (–0.17 to 0.77)0.14 (–0.20, 0.51)20.32 (4.36)0.34 (–0.10 to 0.68)20.69 (4.86)    T3

0.31 (–0.17 to 0.78)0.31 (–0.09, 0.70)20.35 (4.52)0.39 (0.01 to 0.75)21.15 (4.97)    T4

aNegative values reflect reductions from the baseline. Bootstrapped 95% CIs are reported in parentheses.
bWithin-group Cohen d.
cBetween-group Cohen d.
dSPIN: Social Phobia Inventory.
eNot available.
fBFNES: Brief Fear of Negative Evaluation Scale.
gDASS-21: Depression Anxiety Stress Scales–Short Form.
hSAKT: Social Anxiety Knowledge Test.
iSASI: Social Anxiety Stigma Inventory.
jATSPPH-SF: Attitudes Toward Seeking Professional Psychological Help Scale–Short Form.
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Secondary Outcomes
The main effects of group and time on BFNES scores were not
significant. However, the group×time interaction effect was
significant (β=−1.37, 95% bootstrap CI −2.64 to −0.08),
indicating that compared to the waitlist control group, the
intervention group experienced a significant reduction in fear
of negative evaluation over time. However, this reduction was
statistically significant only at T3, with a moderate effect size
(d=−0.56, 95% CI −1.03 to −0.09).

For DASS-21 scores, neither the main effects of group and time
nor the group×time interaction effect was significant (β=-1.77,
95% bootstrap CI −3.42 to 0.17). This indicates that no
significant differences existed between the groups in terms of
depression, anxiety, or stress symptom trajectories over time.

The main effects of group and time on SAKT scores were not
significant. However, the group×time interaction effect was
significant (β=.62, 95% bootstrap CI 0.05 to 1.17), indicating
that compared to the waitlist control group, the intervention
group showed a significant increase in social anxiety knowledge
over time. Large effect sizes were observed at T2 (d=1.53, 95%
CI 1.06-2.00), T3 (d=0.86, 95% CI 0.38-1.33), and T4 (d=0.98,
95% CI 0.51-1.45).

For SASI scores, the main effects of group and time, as well as
the group×time interaction (β=−.43, 95% bootstrap CI −1.43
to 0.62), were not significant. This suggests that there were no
significant differences between the groups in terms of social
anxiety stigma over time. Similarly, no significant effects were
found for ATSPPH-SF scores. The pattern of results mirrored
that of the SASI, indicating no significant between-group
differences in attitudes toward seeking professional
psychological help over time.

Discussion

General Findings
This study examined the effectiveness of a CBT-based MBPG
delivered via videoconference for addressing social anxiety in
university students. The results showed that the intervention
led to significant improvements in social anxiety, including
reductions in participants’ fear of negative evaluation over a
certain period and a marked increase in social anxiety
knowledge. However, no significant improvements were
observed in emotional distress (ie, depression, anxiety, and
stress as measured by the DASS-21), social anxiety stigma, or
attitudes toward seeking professional psychological help.

First, compared to the waitlist control group, participants in the
intervention group reported significant reductions in social
anxiety, with large effect sizes observed in both the short term
(1-week posttest and 1-month follow-up) and longer term
(3-month follow-up). Moreover, fear of negative evaluation
significantly decreased 1 month after the intervention, consistent
with the study’s hypotheses. A recent meta-analysis reported
that various forms of remote CBT yield medium-to-large effect
sizes in treating social anxiety [19]. While this study did not
directly compare videoconference delivery to other remote CBT
modalities, the observed effect sizes align with those reported
in prior research on remote CBT for social anxiety, with

relatively durable effects. This further suggests that core CBT
techniques, particularly cognitive restructuring and behavioral
experiments targeting automatic thoughts, can be effectively
delivered in both in-person and remote formats, likely without
significant differences in efficacy.

Second, this study employed a massed brief intervention,
delivering 12 hours of intervention intensively over 2
consecutive days. High-frequency delivery of this kind has been
shown to sustain participants’motivation and engagement [36].
The selected intervention components in this study are
well-established techniques for reducing social anxiety, and the
massed format enables tighter integration across modules,
allowing therapeutic gains to accumulate within a short period
[59]. Therefore, despite involving fewer sessions than
full-protocol interventions, this brief intervention yielded robust
therapeutic outcomes. Given that fear of negative evaluation is
a core cognitive mechanism in the development and maintenance
of social anxiety [60], its reduction further supports the
intervention’s efficacy. However, in this study, improvement
in fear of negative evaluation was significant only at the 1-month
follow-up. This suggests that the observed reduction in social
anxiety may involve additional mediating mechanisms beyond
cognitive change alone, which warrants further investigation in
future research.

However, the intervention did not have significant effects on
anxiety, depression, or stress, which was inconsistent with the
study’s hypotheses. Cognitive restructuring, a core component
of this intervention, is a widely applicable CBT technique and
is theoretically effective for treating anxious or depressive
symptoms as well [61]. Moreover, prior studies using
videoconferencing group CBT for social anxiety have reported
significant reductions in DASS-21 scores [40,41]. A 1-day
CBT-based workshop for secondary vocational students with
social anxiety also significantly reduced DASS-21 scores, with
moderate effect sizes [29]. However, not all prior findings are
consistent: an in-person group CBT intervention for social
anxiety using a full treatment protocol found no improvements
in depressive symptoms [62]. Taken together, the absence of
significant change in DASS-21 scores in this study may suggest
that the MBPG via videoconference has limitations in the
intervention’s depth. Compared to full-protocol CBT, the brief,
massed format involves fewer techniques and a considerably
shortened duration. Specifically, spaced CBT interventions
commonly provide opportunities for participants to practice
newly learned skills between weekly sessions through homework
assignments, thereby consolidating gains and facilitating
symptom improvement [63]. Although the MBPG also allowed
participants to practice during sessions and lunch breaks, these
chances were still limited, which in turn constrained the extent
to which negative beliefs and cognitive biases could be
corrected. This may inherently limit its capacity to address
broader emotional symptom domains beyond social anxiety or
reduce the extent of therapeutic change achievable within
participants. In addition, the DASS-21 primarily assesses
physiological arousal and subjective emotional experiences,
rather than cognitive content. As this intervention targeted
participants’ cognitive biases, improvements in social anxiety
were likely driven by cognition-focused changes. Such changes,
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however, are not readily captured by the DASS-21. Although
the DASS-21 is commonly used in social anxiety interventions,
it may be less suitable for detecting the specific types of
cognitive changes targeted in this study.

The outcomes related to mental health literacy on social anxiety
were somewhat complex, with the corresponding hypotheses
only partially supported. Participants’ knowledge of social
anxiety significantly improved, reflecting the most direct impact
of the psychoeducational component and aligning with the
study’s hypotheses. However, no significant changes were
observed in social anxiety stigma or in attitudes toward seeking
professional help. Prior research has shown that when
individuals’ mental health literacy regarding social anxiety
improves, they tend to adopt a more objective view of the
condition, experience reduced stigma, and show a greater
willingness to seek professional help [64]. Furthermore, Cui et
al [54] conducted a 6-week, in-person psychoeducation group
with the same measurements and found significant
improvements in knowledge, stigma, and help-seeking attitudes.
We believe several factors may account for the discrepancy
between their findings and ours. First, disclosure among people
with mental illness is an effective strategy to manage stigma
[65], yet opportunities for interpersonal contact were highly
constrained in the online format compared with in-person
groups. This limitation likely hindered meaningful changes in
stigma. Second, help-seeking attitudes are influenced by multiple
factors, including mental health literacy and perceived service
accessibility [66], and improving these attitudes requires shifts
in participants’ deeper beliefs and motivations [64]. However,
participants in the online workshop were recruited from diverse
regions across the country, resulting in variability in access to
mental health resources. For participants from low-resource
backgrounds, severely limited perceived accessibility of services
may have constrained improvements in help-seeking attitudes.
Therefore, no significant change in help-seeking attitudes was
observed at the group level. Nonetheless, these findings
tentatively suggest that improvements in social anxiety
symptoms may occur independently of changes in stigmatizing
attitudes toward social anxiety.

Implications, Limitations, and Future Research
This study has several notable strengths. First, it employs a
videoconference platform to deliver a new format of
intervention, that is, the MBPG, which offers numerous
advantages. The videoconferencing delivery format overcomes
geographical barriers, increasing access to evidence-based
interventions. At the same time, however, online delivery
inevitably reduces opportunities for in-person exposure. It must
be carefully considered when selecting intervention techniques,
as the effectiveness of exposure-based strategies may be more
substantially limited. In this intervention, both the cognitive
restructuring and behavioral experiments were
cognition-targeted techniques that do not rely on exposure in
vivo, thereby minimizing the potential impact of the
videoconferencing format on treatment effects. The massed
format—delivered over a short, tightly scheduled period—may
improve efficiency and reduce dropout. Moreover, the

psychoeducational group format accommodates more
participants per session, and its highly structured, slide-based
delivery reduces the demands on group leaders while ensuring
treatment fidelity. Finally, the use of a randomized controlled
trial design provides preliminary yet promising evidence for
the efficacy of this intervention model.

The study also has some limitations. First, the sample size was
relatively small, and we conducted our intervention only in the
nonclinical sample. Future research should expand upon these
findings by conducting large-scale, multicenter randomized
controlled trials in both clinical and community samples to
further evaluate the effects of the MBPG-based program for
social anxiety. Second, videoconferencing-based CBT has
inherent constraints compared to the face-to-face format. These
include increased exposure to distractions, reduced attentional
engagement, and limited ability for leaders to observe and
monitor participant cues [67], which further reduce opportunities
for direct contact and spontaneous communication both between
the leaders and participants and among participants themselves.
Such limitations may reduce intervention efficacy, warranting
improved technological solutions and content organization to
address these challenges. In addition, compared to traditional
treatments, the massed brief intervention format offers limited
opportunities for participants to practice newly acquired
cognitive skills. As a result, these skills may not be sufficiently
reinforced, which in turn constrains the depth of therapeutic
change. Future iterations of the intervention protocol should
incorporate additional strategies to address this limitation.
Finally, the follow-up period was limited to 3 months.
Longer-term follow-up (eg, 6 months, 1 year, or beyond) is
necessary to assess the maintenance of treatment gains over
time.

We finally derived several implications from this intervention
for future research. First, although online delivery is convenient
and lowers access barriers, it is important to select a platform
that supports essential interactive features, particularly breakout
rooms and spaces that allow participants to communicate more
freely, which may partially mitigate the limitations associated
with reduced in-person exposure. Second, because the content
of this workshop was delivered in a highly structured,
slide-based format, future dissemination could broaden not only
the reach of the program but also the range of potential leaders.
Beyond mental health professionals, trained paraprofessionals
or nonspecialists (eg, peer counselors or students majoring in
psychology or related fields) could deliver the intervention using
standardized materials, such as guidance menus and slide decks,
thereby enhancing the accessibility of mental health care.

Conclusion
This study demonstrates that a videoconferencing CBT-based
massed brief psychoeducational group can produce meaningful
and sustained improvements in social anxiety among university
students. Future research should focus on scaling up this model
through larger randomized controlled trials, adapting it for more
diverse populations, and exploring the feasibility of delivery
by nonspecialist leaders.
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Abstract

Background: Atopic dermatitis (AD) is a chronic, relapsing inflammatory skin condition that affects approximately 10% to
20% of children, imposing substantial health and economic burdens. Although education for patients and caregivers is acknowledged
as a crucial element in the management of AD, conventional approaches, such as workshops or in-person consultations, are often
resource intensive and face challenges related to scalability, personalization, and relapse prevention. Digital tools present promising
alternatives; however, empirical evidence supporting their effectiveness in young children is currently limited.

Objective: This study aimed to evaluate whether a smartphone-based patient-caregiver educational program could reduce relapse
rates in children aged 0 to 6 years with moderate-to-severe AD, compared with conventional outpatient consultation alone.

Methods: In this multicenter, randomized, parallel-controlled trial, 615 children were enrolled across 12 tertiary pediatric
dermatology centers in China and randomized (1:1) to receive either a smartphone-based digital education program with standard
care (intervention group) or conventional face-to-face consultation only (control group). The 12-week digital program, delivered
via the WeChat-based Skin Care E-Station platform, included structured multimedia modules, interactive educational materials,
and a dynamic electronic action plan tailored to the child’s age and disease stage. The primary endpoint was the 12-week relapse
rate after the acute treatment phase. The secondary endpoints included changes in disease severity (Scoring Atopic Dermatitis,
Peak Pruritus Numerical Rating Scale, and Patient-Oriented Eczema Measure) and quality of life (Children’s Dermatology Life
Quality Index or Infant’s Dermatitis Quality of Life Index and Dermatitis Family Impact) up to 52 weeks.

Results: Among 615 randomized participants (mean age 3.3, SD 1.7 y; n=317, 51.5% male), relapse at 12 weeks occurred
significantly less frequently in the digital education group than in the control group (16.6% vs 24.0%; relative risk 0.69, 95% CI
0.50‐0.96; P=.02). Kaplan-Meier analysis showed superior relapse-free survival over the first 100 days (hazard ratio 0.688,
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95% CI 0.490‐0.966; P=.03). Differences in relapse rates beyond 12 weeks and in secondary outcomes were not statistically
significant. Engagement tracking indicated high adherence to the intervention, with 58.0% of caregivers maintaining regular
weekly use of the digital platform.

Conclusions: A structured smartphone-based patient-caregiver educational intervention significantly reduced short-term relapse
risk among young children with moderate-to-severe AD, likely through improved caregiver recognition and early management
of disease flares. Although effects diminished beyond 12 weeks, this approach demonstrates that scalable digital education is a
feasible and effective adjunct to standard care in pediatric AD. Future research should focus on sustaining engagement, optimizing
long-term reinforcement, and assessing cost-effectiveness in diverse caregiver populations.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2000031474; https://www.chictr.org.cn/showproj.html?proj=32400

(J Med Internet Res 2026;28:e79559)   doi:10.2196/79559

KEYWORDS

atopic dermatitis; digital education; smartphone-based intervention; caregiver engagement; relapse prevention; randomized
controlled trial; pediatric dermatology; telemedicine portal; self-management; multicenter study

Introduction

Atopic dermatitis (AD) is a chronic inflammatory skin condition
characterized by intense pruritus and eczematous lesions,
accompanied by episodic exacerbations and persistent skin
symptoms [1]. AD is recognized as a global health concern,
affecting up to 20% of children and approximately 3% of adults
worldwide [2]. In China, the prevalence of AD stands at
approximately 30.48% among infants aged <1 year [3] and
12.94% among children aged 1 to 7 years [4], imposing
substantial economic and public health burdens [5,6]. The
recurrent nature of AD presents unique challenges, as patients
often experience periods of exacerbation interspersed with
phases of relative remission [1]. This cyclical pattern highlights
the necessity for effective management strategies that not only
address current symptoms but also equip patients and their
caregivers with the knowledge and skills to prevent future
recurrences [7].

Patient-caregiver education has emerged as a pivotal component
of AD management, as highlighted in many international
guidelines [8-12]. It is important to note that for pediatric AD
populations, the primary focus of education is often on parents
and caregivers, especially for infants and young children. As
children grow older and their understanding develops, education
can be progressively tailored and delivered directly to the
patients themselves, in an age-appropriate manner. Providing
patients and their caregivers with comprehensive information
about the condition, its triggers, management strategies, and
the importance of adherence to treatment regimens can empower
them to take an active role in their own care [13]. Studies have
shown that patients and families who receive structured
educational programs are more likely to engage in treatment
and preventive measures, leading to better overall outcomes
and reduced disease severity, as evidenced by metrics such as
Scoring Atopic Dermatitis (SCORAD) and Children’s
Dermatology Life Quality Index (CDLQI) [14]. Furthermore,
patient-caregiver education may contribute to interrupting the
“atopic march” toward comorbidities such as allergic rhinitis
[15]. Despite the recognized importance of education, gaps
remain in the current approaches used to educate patients with
AD and their caregivers. Existing educational models, including
workshops [16-19], eczema schools [20-23], and printed

materials [19,24-26], are resource intensive, lack
personalization, or fail to sufficiently address the specific
concerns and experiences of patients and caregivers. As a result,
patients and their families may feel overwhelmed or unsupported
in managing their condition, leading to suboptimal adherence
and an increased risk of recurrent flares [27,28]. In addition,
prior investigations have predominantly focused on the
short-term efficacy of educational interventions, whereas the
impact of education on the prevention of AD relapse remains
considerably underexplored [29].

The COVID-19 pandemic has instigated a paradigm shift toward
digital health [30], resulting in an increased willingness among
patients with AD and caregivers to use digital tools. Mobile
platforms that integrate multimedia content, such as videos,
interactive texts, and illustrated narratives, offer advantages in
accessibility, engagement, and personalized learning
experiences. These platforms theoretically address traditional
limitations by providing scalable and adaptive interventions.
However, empirical evidence supporting such innovations
remains limited, particularly in children with AD.

In this multicenter, randomized controlled trial (RCT), we aim
to assess the efficacy of a smartphone-based digital educational
program in comparison to conventional outpatient consultation
alone on the relapse rates of AD. By leveraging high smartphone
penetration, this trial seeks to develop a more effective
educational intervention that will ultimately reduce the burden
of AD.

Methods

Study Design
This multicenter, parallel RCT (ChiCTR2000031474) was
conducted within the pediatric dermatology departments of 12
tertiary public hospitals across China, including locations in
Chongqing, Beijing, Liaoning, Shanghai, Shenzhen, Zhejiang,
Hunan, Xi’an, Suzhou, Tianjin, Kunming, and Guangdong
(Multimedia Appendix 1). The trial adhered to the CONSORT
(Consolidated Standards of Reporting Trials) reporting
guidelines (Checklist 1).
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Participants
Children aged 0 to 6 years diagnosed with AD according to the
American Academy of Dermatology Consensus criteria were
eligible for inclusion if they presented with moderate-to-severe
AD (SCORAD ≥25; Investigator’s Global Assessment [IGA]
≥3) and had caregivers proficient in reading Chinese characters
and using a smartphone. All participants were recruited through
in-person clinical visits. Exclusion criteria included children
with severe infections, psychiatric disorders, primary or
secondary immune deficiencies, malignancies, or other medical
conditions that significantly impair quality of life. Additionally,
caregivers with mental disorders or cognitive impairment, prior
participation in any patient-caregiver education program, and
severe AD requiring systemic treatment were excluded.

Most caregivers were the patients’ parents, and a minority were
grandparents. All caregivers lived in the same household as the
child, as families of “left-behind children,” defined as children
who remain in their hometowns in China for more than 6 months
under the care of grandparents or other relatives while both
parents migrate to urban areas for work, were excluded to avoid
potential confounding due to social and environmental
separation. Caregiver demographic details (eg, age and education
level) were not collected, as the original study design focused
on patient-level outcomes.

Randomization and Blinding
Eligible patients were randomly assigned in a 1:1 ratio to either
the intervention group (smartphone-based digital education
program plus standard care) or the control group (conventional
outpatient consultation only). Randomization was conducted
using a computer-generated number table with a block size of
4. The digital educational intervention protocol was developed
and administered through a secure cloud-based platform
operated by an independent clinical research organization (CRO)
not involved in trial execution. This third-party CRO was
responsible for maintaining the randomization database,
delivering standardized digital educational content (including
interactive modules, video tutorials, and self-assessment tools),
and monitoring intervention adherence by automated adherence
reminders (SMS text messaging or telephone) and digital
footprint tracking (platform logins and content interaction time).
Crucially, the CRO had no involvement in participant

recruitment, clinical management, or outcome evaluation
processes to ensure blinding integrity.

Intervention and Procedures

Overview
Before trial initiation, all participating dermatologists completed
a 4-hour standardized training program on evidence-based
patient-caregiver education.

At baseline enrollment, all patients were provided with a 1-page
education leaflet (Multimedia Appendix 2) and completed
disease severity assessments along with standardized
questionnaires. Subsequently, participants entered a 2-week
acute-phase treatment period, conducted strictly according to
established clinical guidelines [10-12]. The acute-phase regimen
included once-daily topical pharmacotherapy, 0.05% desonide
or 0.1% hydrocortisone butyrate for those aged 0 to 2 years and
0.1% mometasone furoate for children older than 2 years,
combined with nonpharmacological care. The
nonpharmacological regimen consisted of twice-daily
application of a ceramide-dominant emollient and daily bathing
restricted to fewer than 10 minutes at water temperatures below
38°C. Patient status was reassessed every 14 (SD 2) days using
the IGA. Patients achieving an IGA score ≤2 were advanced to
the maintenance phase.

Digital Education Intervention
Upon entering the maintenance phase, participants in the
intervention group were instructed to receive the digital health
education program via the WeChat (Tencent Holdings
Ltd)–based online platform “Skin Care E-Station” (Figure 1).
This digital portal contained all educational components and
could be accessed by scanning a QR code, without requiring
any additional software installation. A procedural overview of
patient enrollment and identity verification within the platform
is provided in Multimedia Appendix 3. As WeChat is a widely
used multifunctional communication, social, and payment
application in China, this ensured high accessibility and user
engagement. The platform consisted of three core components:
(1) structured multimedia educational modules, (2) automated
follow-up reminders, and (3) emergency response protocols for
disease exacerbations.
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Figure 1. Skin Care E-Station workflow. Participants in the digital education group accessed the clinical research organization–managed smartphone
platform, receiving thrice-weekly education action plans (Mondays/Wednesdays/Fridays) for 12 wk alongside 54 structured multimedia modules
(text/images/video/animations) distributed evenly throughout the 52-week program. The content covered AD pathophysiology, care routines, treatments,
lifestyle, and mental health support, with real-time clinician access via an encrypted telemedicine portal (<8 h response) during flares. The illustration
was created on the FIGDRAW 2.0 platform. AD: atopic dermatitis.

The digital education comprised 2 major elements. The first
element was an electronic education action plan (EAP). Each
participant in the intervention group received a digital,
dynamically tailored EAP (Multimedia Appendix 4), customized
according to the child’s age group (1‐2 y vs 2‐6 y) and
disease phase (acute flare vs maintenance). The EAP provided
phase-specific guidance on bathing routines, emollient
application, medication use, self-assessment of disease severity,
and access to emergency consultations. The EAP was
automatically delivered 3 times per week (Mondays,
Wednesdays, and Fridays) for 12 consecutive weeks. The second
element was structured multimedia educational modules. The
core educational curriculum was collaboratively developed by
the 12 participating centers, integrating an analysis of the most
frequent caregiver concerns and key clinician recommendations
from routine practice, supplemented by insights and experiences
from other research teams [17-24]. This content was organized
into 6 domains (AD pathophysiology, patient behaviors, lifestyle
modifications, daily care, treatment strategies, and mental health
support) and subsequently produced by an independent
third-party company into 54 structured multimedia modules.
These modules were delivered in formats tailored for children
aged 0 to 6 years and their caregivers, including illustrated text
(sample in Multimedia Appendix 5), images (sample in
Multimedia Appendix 6), videos (sample in Multimedia
Appendix 7), and animated stories (sample in Multimedia
Appendix 8). The intervention group did not receive any
additional systematic face-to-face patient education during
scheduled follow-up visits or at unscheduled clinical encounters.

Control Group
Participants in the control group received only conventional
education, consisting of a 15-minute face-to-face counseling
session conducted at each scheduled follow-up visit. They were
also provided with access to the “Skin Care E-Station” platform

for noneducational purposes, including data collection and
automated follow-up reminders, but did not receive any
educational content, such as the EAP or structured multimedia
modules.

Maintenance-Phase Treatment Regimen
Both the intervention and control groups received identical
pharmacological treatments during the maintenance phase. In
the 0 to 2 years age group, maintenance therapy comprised
twice-weekly application of 0.05% desonide or 0.1%
hydrocortisone butyrate cream, together with daily emollient
use. In children aged >2 years, maintenance consisted of
twice-weekly application of 0.03% tacrolimus ointment,
alongside regular emollient therapy.

Assessments and Outcomes
Assessments were conducted at 4, 8, 12, 24, 36, and 52 weeks
following randomization. Disease severity was evaluated using
SCORAD, IGA, Peak Pruritus Numerical Rating Scale
(PP-NRS) for pruritus, and the Patient-Oriented Eczema
Measure (POEM). Quality of life was assessed using the
Dermatitis Family Impact (DFI), the CDLQI, and the Infant’s
Dermatitis Quality of Life Index (IDQOL). The assessments
were completed as follows: If the child was able to attend an
in-person visit, the evaluations were performed by physicians
not involved in the educational intervention; if not, caregivers
uploaded photos and completed the PP-NRS, POEM, Quality
of Life (QoL) questionnaires, and SCORAD self-assessment
(Multimedia Appendix 9) on the platform. Subsequently,
physicians not involved in the educational intervention
performed the IGA and SCORAD assessments based on the
uploaded photos and the SCORAD self-assessment form.

In addition, the timing of each relapse was meticulously
recorded. Relapse was defined as an increase of ≥10 points in
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the SCORAD score relative to the value recorded at the
conclusion of the 2-week acute-phase treatment. The primary
endpoint was the relapse rate at 12 weeks. The secondary
endpoints included the changes in disease severity scores
(SCORAD, PP-NRS, and POEM) and quality of life scores
(CDLQI/IDQOL and DFI) from week 2 (end of the acute-phase
treatment) to weeks 4, 8, 12, 24, 36, and 52 in both groups.

Statistical Analyses
Statistical analyses were performed using R (version 4.0.5; R
Foundation for Statistical Computing). Sample size estimation
was based on an expected 12-week relapse rate of 30% in the
digital education group and 45% in the control group, which
were derived from a multicenter randomized controlled clinical
study on long-term intermittent maintenance therapy for children
with AD conducted in China [31]. Assuming a 1:1 allocation
ratio and a 30% expected dropout rate, an empirically supported
adjustment commonly recommended in sample size estimation
to maintain statistical power for both completer and
intention-to-treat (ITT) analyses [32], a minimum of 229 patients
per group was required to achieve 80% power with an α level
of .05.

All analyses followed the ITT principle, which includes all
randomized participants in the groups to which they were
originally assigned. This approach maintains the integrity of
randomization and provides a conservative estimate of treatment
effectiveness in real-world clinical settings. To address missing
data, multiple imputation by chained equations (MICEs) was
performed under the assumption that the data were missing at
random. Missing at random implies that the probability of
missingness depends only on observed data and not on
unobserved data. MICEs generate multiple plausible values for
missing data based on observed variables, and we used 5
imputations (m=10) to account for uncertainty. The results from
the imputed datasets were combined according to Rubin’s rules.
Normality of continuous variables was evaluated using the
Kolmogorov-Smirnov test, a nonparametric test that compares
the empirical distribution of the data with a theoretical normal
distribution to assess deviations from normality. Data with
normal distributions were presented as mean (SD) and compared
using independent t tests. Nonnormally distributed data were
presented as median (IQR) and analyzed using the
Mann-Whitney test.

For the primary outcome, the 12-week relapse rate was
compared between groups using the chi-square test. Time to
relapse over 100 days was visualized using Kaplan-Meier curves
and compared using the log-rank test. Cox proportional hazards
regression was used to estimate hazard ratios (HRs) and 95%
CIs, both unadjusted and adjusted for age and sex.

For continuous outcomes repeatedly measured over time
(SCORAD, POEM, PP-NRS, IDQOL/CDLQI, and DFI),
population-averaged generalized estimating equations were
used with a Gaussian family, identity link, exchangeable
correlation structure, and robust SEs to account for
within-subject correlations. Each model was adjusted for
baseline score, age, and sex. Missing data in these repeated
measures were handled using MICEs (10 imputations), with
final estimates combined using Rubin’s rules.

A 2-sided P value of .04 was considered statistically significant.

Ethical Considerations
This study was reviewed and approved by the Medical Research
Ethics Committee of the Children’s Hospital of Chongqing
Medical University (approval No. 2019-44-1). Written informed
consent was obtained from all participants and their guardians
before their involvement in the study. All collected data were
deidentified to protect participant privacy and confidentiality.
No compensation was provided to the participants.

Results

Participant Flow and Cohort Characteristics
The multicenter trial was conducted across 12 tertiary
dermatology centers in China from July 2020 to March 2021,
with a detailed CONSORT flow presented in Figure 2. Of 980
screened children with moderate-to-severe AD, 615 (62.8%)
met inclusion criteria and were subsequently randomized into
the digital education group (n=307, 49.9%) and the control
group (n=308, 50.1%). Significant differences in attrition rates
were observed at 12 weeks, with 20.2% (62/307) in the digital
education group and 27.6% (85/308) in the control group (95%
CI 0.66‐0.98; χ²1=4.1; P=.04). Ultimately, 48.62% (299/615)
completed the 52-week follow-up, comprising the per-protocol
population: digital education (n=148, 24.1%) and control
(n=151, 24.6%).

Baseline characteristics demonstrated adequate randomization
balance (Table 1), with no significant differences observed in
gender distribution (men: 52.1% vs 50.8%; P=.74), mean age
(3.2, SD 1.8, vs 3.4, SD 1.7 y; P=.21), or disease severity
measures, including SCORAD (49 [40, 59] vs 47.5 [37, 55];
P=.29), PP-NRS (6 [6, 8] vs 6 [5, 8]; P=.31) and POEM (15
[11, 20] vs 15 [11, 19]; P=.50). Similarly, no significant
differences were noted in quality-of-life measures, including
DFI (9 [4, 16] vs 10 [5,16]; P=.77) and QoL scores (13 [11, 15]
vs 14 [11, 16]; P=.11). Quality of life was assessed using the
CDLQI for children and IDQOL for infants.
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Figure 2. CONSORT diagram of the randomization and follow-up of the study participants. AD: atopic dermatitis.
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Table . The details of clinical characteristics of randomized patients. QoL was assessed using the Children’s Dermatology Life Quality Index for
children and the Infants’ Dermatitis Quality of Life Index for infants.

P valueControl (n=308)Digital education (n=307)Characteristic

.7450.852.1Gender, male (%)

.213.4 (1.7)3.2 (1.8)Age (y), mean (SD)

.2947.5 (37, 55)49 (40, 59)SCORADa, median (Q1b ,Q3c)

.316 (5, 8)6 (6, 8)PP-NRSd, median (Q1, Q3)

.7710 (5, 16)9 (4, 16)DFIe, median (Q1, Q3)

.5015 (11, 19)15 (11, 20)POEMf, median (Q1, Q3)

.1114 (11, 16)13 (11, 15)QoLg, median (Q1, Q3)

aSCORAD: Scoring Atopic Dermatitis.
bQ1: the first quartile.
cQ3: the third quartile.
dPP-NRS: Peak-Pruritus Numerical Rating Scale.
eDFI: Dermatitis Family Impact.
fPOEM: Patient-Oriented Eczema Measure.
gQoL: quality of life.

Intervention Adherence and Participant Engagement
Intervention adherence, as measured by digital footprint
tracking, demonstrated that 58.0% (178/307) of participants in
the digital education group maintained regular engagement,
averaging 1.64 (SD 0.38) sessions per week, and 26.7% (82/307)
accessed the expedited physician consultation portals during
disease flares. In the control arm, clinic attendance at the
52-week follow-up was 49.0 % (151/308). The 9.0% absolute
difference in adherence between groups was statistically
significant (Z=2.3, 95% CI 1.15%-16.85%; P=.03).

Primary Outcome: Relapse Prevention
The ITT analysis revealed a significant reduction in relapse
rates in the digital education group at 12 weeks (16.6% [51/307]
vs 24.0% [74/308]; relative risk [RR] 0.69, 95% CI 0.50‐0.96;

χ²1=5.1; P=.02). However, there was no statistically significant
difference between the 2 groups at other time points: 4 weeks
(8.79% vs 12.99%; RR 0.68, 95% CI 0.42‐1.09; χ²1=2.8;
P=.10), 8 weeks (15.64% vs 21.43%; RR 0.73, 95% CI
0.52‐1.02; χ²1=3.4; P=.07), 24 weeks (21.82% vs 27.60%; RR
0.79, 95% CI 0.60‐1.04; χ²1=2.8; P=.10), 36 weeks (23.13%
vs 29.22%; RR 0.79, 95% CI 0.60‐1.03; χ²1=3.0; P=.09), and
52 weeks (24.76% vs 31.17%; RR 0.79, 95% CI 0.62‐1.03,
χ²1=3.1; P=.08).

Kaplan-Meier analysis (100-d follow-up) further supported the
12-week finding, showing a significant difference in relapse
risk between groups (HR] 0.688, 95% CI 0.490‐0.966; χ²1=4.7;
P=.03; Figure 3). In a Cox proportional hazards model adjusting
for age and sex, the HR remained significant (adjusted HR
0.665, 95% CI 0.469‐0.943; P=.02).
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Figure 3. Kaplan-Meier estimates of relapse. Hundred-day relapse-free survival curves in the intention-to-treat set analysis.

Secondary Outcomes: Disease Severity Trajectories
Changes in disease severity scores (including SCORAD,
PP-NRS, and POEM) and QoL scores (IDQOL/CDLQI and
DFI) from week 2 (the end of the acute treatment phase) were
compared between the 2 groups at weeks 4, 8, 12, 24, 36, and
52. Using population-averaged GEE models adjusted for
baseline score, age, and sex, the results demonstrated no
statistically significant differences between the groups in the
magnitude of score changes at any of the predefined follow-up
time points (Multimedia Appendix 10).

Discussion

Principal Findings
This multicenter RCT demonstrated that a structured,
smartphone-based multimodal digital education program for
caregivers, when integrated with standard care, significantly
reduced the substantial proportion of early relapses in children
aged 0 to 6 years with moderate-to-severe AD, compared to
conventional outpatient consultation alone. This early benefit
was further supported by Kaplan-Meier survival analysis
showing a clearer separation of relapse-free curves during the

early follow-up period. Consistent with the study’s primary
objective, these results confirm that the digital educational
intervention effectively achieved short-term relapse prevention.
However, differences in relapse rates appeared to diminish over
time, and no notable differences were observed in secondary
end points assessing disease severity or quality of life across
the 52-week follow-up.

The observed reduction in early relapse aligns with the core
principle of AD management, which emphasizes the critical
role of effective patient and caregiver education in improving
clinical outcomes [8-12]. The success of our digital program
likely stems from its multimodal design, which combined
frequent, brief multimedia modules with a “Real-Time Clinician
Access” pathway (“Green Channel”). This combination probably
enhanced caregivers’ ability to detect early signs of worsening
and initiate prompt interventions, thereby preventing progression
to full-blown relapse, even in the absence of measurable changes
in objective severity indices. The platform’s adherence rate
suggested better engagement compared with what is often
observed in traditional formats [33], indicating improved
feasibility and user engagement.
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Our findings are consistent with prior evidence demonstrating
that structured education improves short-term management and
adherence in pediatric AD [16-23,34-37]. However, they also
highlight a common challenge: achieving long-term disease
modulation with brief interventions is difficult. The diminishing
effect on relapse prevention after the initial 12 weeks may be
attributed to several factors. First, the structured program builds
knowledge and habits, but its impact may wane without ongoing
reinforcement [38]. Second, the natural relapsing-remitting
course of AD may eventually overshadow the effects of a
time-limited intervention. Furthermore, despite good initial
adherence, participant engagement with digital health
interventions often declines over time [39].

A critical component contributing to the early success was the
integrated “Real-Time Clinician Access,” used by a notable
portion of participants during flares or uncertainty. This feature
provided timely guidance, effectively replicating the benefit of
rapid in-person intervention during exacerbations without the
associated logistical burdens. This mechanism, improved early
recognition and intervention facilitated by accessible education
and on-demand clinical support, provides a plausible explanation
for the significant reduction in early relapse rates, underscoring
that the primary value of the intervention lies in optimizing the
behavioral and self-management aspects of AD care.

The absence of significant differences in disease severity and
QoL scores suggests that while the intervention improved
caregivers’ short-term flare management, it did not
fundamentally alter the underlying core inflammatory process
within the assessed follow-up period. This distinction has
practical implications: digital education may be most valuable
as a tool to reduce short-term exacerbations and health care
utilization, complementing rather than replacing ongoing
medical and pharmacological strategies needed to modify
underlying disease activity.

Traditional educational formats (face-to-face counseling [34-37],
workshops [16-19], and eczema schools [20-23] are effective
but face significant scalability challenges due to their
resource-intensive nature, geographical barriers, and time
constraints for families and clinicians [35]. Passive educational
materials, such as leaflets and videos, are limited by a lack of
interactivity and personalization [26,36,37]. Our study addresses
these limitations by leveraging widespread smartphone access
to deliver a scalable, multimodal intervention. The platform’s
use of brief, engaging modules (animated stories, videos, and
illustrated texts) delivered 3 times weekly made essential
educational topics accessible to caregivers with varying literacy
levels and busy schedules.

Limitations
Several limitations must be acknowledged. First, smartphone
proficiency was an enrollment requirement, potentially
excluding digitally underserved groups (eg, from rural or
socioeconomically disadvantaged backgrounds) and limiting
the generalizability of our findings to urban or digitally
connected families. Future implementations should consider
hybrid delivery models combining digital modules with printed

materials or in-person sessions to enhance inclusivity. Second,
understanding of the educational materials was not formally
assessed, which may influence outcomes. Third, although early
retention differed between groups, a considerable number of
participants did not complete long-term follow-up, potentially
affecting the accuracy of long-term outcome estimates. Fourth,
although outcome assessors were blinded, caregivers and
clinicians were not, creating potential for performance or
reporting bias. Fifth, caregiver demographic variables (eg, age,
education, and occupation) were not collected, limiting our
ability to explore effect modification by caregiver
characteristics. While the exclusion of ‘left-behind children’
and the predominance of parent caregivers likely reduced
heterogeneity in living arrangements and direct caregiving
availability, unmeasured socioeconomic or educational
differences could still influence the uptake and use of digital
education. Finally, while the control group also had access to
the platform for noneducational purposes (eg, data entry, random
allocation, and scheduling visits), they did not receive the
structured educational modules or ‘Green Channel’ clinician
access. Therefore, the observed effect likely reflects the
combined impact of the educational content and the interactive
digital delivery modality, rather than platform access alone.
Future trials should include comparative arms using alternative
digital formats (eg, app-based platforms and interactive chatbots)
to disentangle which specific features most strongly influence
adherence and relapse outcomes.

Conclusions and Broader Implications
In conclusion, this large multicenter RCT demonstrates that a
structured, smartphone-based digital education program for
caregivers, featuring interactive modules and real-time clinician
support, can significantly reduce early relapse rates in young
children with moderate-to-severe AD. This finding indicates
that scalable digital education can strengthen short-term relapse
prevention by optimizing caregiver empowerment and flare
management, a strategy particularly relevant in regions with
high smartphone penetration.

The broader implications of our study are 3-fold. First, given
the high burden of AD and the scalability of digital tools, such
interventions hold promise for improving access to quality
education and potentially reducing health care disparities.
Second, the lower dropout rate in the intervention group suggests
that well-designed digital platforms may improve retention in
long-term pediatric dermatology research and care. Finally, the
transient nature of the benefit underscores that digital education
should be viewed as a complementary adjunct to, not a
replacement for, ongoing medical management.

Future research should prioritize (1) developing hybrid models
that integrate digital education with targeted in-person support
to enhance emotional connection and engagement; (2) designing
strategies for sustained engagement, such as “booster” modules
and adaptive content; (3) ensuring digital accessibility for
underserved populations to address health equity; (4) conducting
rigorous economic evaluations; and (5) conducting head-to-head
comparisons of different digital features and mechanistic studies
to identify the active ingredients of digital education.
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Abstract

Background: Adherence to antiseizure medications (ASMs) is a cornerstone of effective epilepsy management. However,
current consensus guidelines for assessing medication adherence via therapeutic drug monitoring (TDM) may neglect individual
patient characteristics, thereby compromising the accuracy of adherence assessments.

Objective: This study proposed an innovative Bayesian–based pharmacokinetic (PK) framework integrated with TDM data to
address the above limitations, with a focus on 14 widely prescribed ASMs, including brivaracetam, carbamazepine, clobazam,
eslicarbazepine acetate, lacosamide, lamotrigine, levetiracetam, oxcarbazepine, perampanel, phenobarbital, topiramate, valproic
acid, vigabatrin, and zonisamide.

Methods: Comprehensive clinical trial simulations were conducted to investigate the PK of ASMs in patients with epilepsy
under conditions of full adherence and various nonadherent dosing behaviors, including omission of the last dose and consecutive
missed doses. Bayesian posterior probabilities of these dosing behaviors were derived by integrating validated population PK
models, individual patient demographics (eg, age, weight, creatinine clearance), dosing history, prior adherence probabilities and
TDM measurements. Additionally, the influence of covariates on assessment outcomes was systematically evaluated.

Results: The Bayesian-based PK approach demonstrated robust discriminative ability. Under idealized simulation conditions
with minimized variabilities, the approach achieved accurate retrodiction of the last 1 or 2 doses across all 14 ASMs and partial
retrodiction of extended nonadherence trajectories for 6 ASMs. Concentration thresholds for adherence classification varied
significantly across drugs and are influenced by patient-specific factors, comedications, formulation, sampling time, and prior
probability. To translate these insights into practice, an adaptable web-based dashboard was developed using the shiny package
in R software to enable precise and real-time assessments of medication adherence.

Conclusions: This study establishes a Bayesian-based PK approach to enhance the assessment of ASMs adherence. This approach
facilitates a paradigm shift from population-based management to patient-specific adherence profiling, offering a practical
methodology for the precise evaluation of medication-taking behaviors.

(J Med Internet Res 2026;28:e77917)   doi:10.2196/77917

KEYWORDS

antiseizure medications; medication adherence; therapeutic drug monitoring; Bayesian theory; population pharmacokinetics

Introduction

Epilepsy is the second most common neurological disease
globally. Antiseizure medications (ASMs) represent the
cornerstone of treatment for epilepsy [1,2], with long-term
medication adherence being critical to achieving successful
therapeutic outcomes [3]. However, adherence to ASMs among

people with epilepsy is often suboptimal [4-6], which is strongly
associated with a range of adverse clinical outcomes, including
increased mortality, heightened morbidity, greater health care
utilization, and substantial economic burden [7,8]. Therefore,
when evaluating treatment failures, it is imperative for health
care providers to comprehensively assess patients’ adherence,
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to identify underlying issues and provide tailored support to
improve seizure control and treatment efficacy.

In clinical practice, self-reported adherence is inherently
subjective and prone to bias [9], in contrast to therapeutic drug
monitoring (TDM), which offers a more objective measure of
recent medication-taking behaviors [10,11]. Accurate TDM
interpretation is straightforward in some situations, such as a
notably low drug concentration suggesting nonadherence.
However, it becomes much more complex in other cases due
to various intrinsic and extrinsic confounders that affect drug
concentrations, including organ function, drug-drug interactions
and dosing intervals.

The Consensus Guidelines for TDM in
Neuropsycho-pharmacology: 2017 update [12] (hereafter
referred to as the 2017 Guidelines) provide reference ranges for
commonly used ASMs, which are specifically tailored for
steady-state trough concentrations (C0) in adult patients
undergoing monotherapy. The reference ranges for each ASM
were determined by multiplying the daily dose by dose-related
concentration factors, and then could be used to help identify
nonadherence [12]. However, the reference ranges were based
on average pharmacokinetic (PK) parameters from an adult
population, and do not account for key subpopulations, such as
pediatric, geriatric and pregnant patients, who exhibit clinically
significant PK differences [13-15].

PK modeling and simulation approaches have been successfully
used to evaluate the impact of medication nonadherence [16,17],
and to design remedial dosing strategies for missed or delayed
doses [16,18]. When combined with Bayesian principle, this
methodology offers a powerful framework for integrating
individual TDM data with population PK models [19,20]. By
leveraging this approach, it becomes possible to infer posterior
probabilities of different dosing patterns, thereby enabling a
more refined and quantitative assessment of medication-taking
behavior.

In light of the above, this study aims to characterize medication
adherence patterns to ASMs using TDM measurements and a
Bayesian-based PK approach. Additionally, a user-friendly
dashboard is developed to offer health care providers an
intuitive, practical tool for assessing individual adherence levels,
thereby optimizing ASM therapy and improving the treatment
outcomes of ASMs.

Method

Ethical Considerations
As this study exclusively used computational modeling and
simulation techniques without involving direct human subject
participation or personal data collection, it is exempt from

institutional review board approval requirements in accordance
with international ethical guidelines.

Rationale
When patients fully adhere to their medication regimens, the
drug concentration fluctuates in a predictable manner. However,
if patients miss any of their doses, the drug concentration will
gradually decline to a suboptimal level, which may ultimately
result in treatment failure. The differences in the probability
distribution of drug concentration provides a valuable reference
for differentiating between adherence to the prescribed
medication and nonadherence.

In this study, the Bayesian-based PK approach, calculating the
posterior probability of special dosing events, was used to assess
medication adherence. The principle of the Bayesian approach
is as follows [19]: given the probability of the occurrence of a
specific scenario (ie, the prior probability, P(ωj)) and the
probability of a particular drug concentration at a given scenario
ωj (ie, conditional probability, P(C|ωj)) , the probability of the
scenario at a given drug concentration (ie, posterior
probability,P(ωjC) can be estimated, as presented in Equation
1.

(1)P(ωj∣C)=P(ωj)×P(C∣ωj)P(C)

Where P(C) is the full probability and could be calculated with
Equation 2.

(2)P(C)=∑jP(ωj)×P(C∣ωj)

The prior probability Pωj refers to the pre-existing or baseline
probability estimate of a patient’s likelihood to adhere to a
prescribed medication regimen before any new, specific data
related to that individual patient’s adherence behavior in the
current treatment course is considered. The conditional
probability P(C|ωj) is calculated using Monte Carlo simulations
based on population PK. Once these probabilities have been
obtained, the posterior probability P(ωjC of each individual
scenario is calculated using Equations 1; 2. The scenario with
the highest posterior probability is considered the most likely
to occur, while the one with the lowest posterior probability is
deemed the least probable.

In our study, the dosing event scenario is defined by whether

patients adhere to or miss their scheduled doses. There are 2n

possible scenarios when considering the last n dosing events
prior to sampling. For instance, as depicted in Figure 1A, there
are two scenarios (ω0 and ω1) when considering the last dosing
instance. This can be expanded to four scenarios (ω00, ω01,
ω10, and ω11) when the last two dosing instances are considered
(Figure 1B), and eight scenarios (ω000, ω010, ω100, ω001,
ω110, ω011, ω101, ω111) when the last three dosing events
are taken into account (Figure 1C).
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Figure 1. The dosing scenarios when the most recent one (A), two (B) or three (C) dosing events are considered. ω: medication-taking behavior, where
the first, second and third digit after ω indicates the most recent one, two and three medication-taking events prior to sampling, respectively, where 1
indicates dose taken and 0 indicates dose missed.

The workflow of adherence assessment is graphically
represented with Figure 2, using the example of a 70 kg adult
patient receiving oxcarbazepine 300 mg every 12 hours (q12h)
and reached steady state. C0 of oxcarbazepine was used to infer
the patient’s dosing behavior over the last two dosing intervals.

When the C0 approaches zero, the posterior probability of at
least one missed dose is high. As C0 increases, this probability
decreases, while the posterior probability of complete adherence
rises correspondingly, eventually approaching 100%.
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Figure 2. The workflow of adherence assessment by therapeutic drug monitoring with Bayesian-based pharmacokinetic approach.

The C0 value at which the posterior probabilities of two distinct
dosing scenarios are equal, can be derived from Equations 1;
2, serving as a threshold to discriminate between these scenarios.
As depicted in Figure 2, the posterior probabilities of missing
two doses (ω00) and missing only the last dose while having
taken the second last dose (ω01) are equal when the C0 is
approximately 3 mg/L. When C0 is less than 3 mg/L, the
probability of ω00 is the highest. Similarly, the C0 range maps
to the most probable scenario as follows: 3‐7.5 mg/L to ω01,

7.5‐11.5 mg/L to missing the second-last dose but taking the
last dose (ω10) , and levels above 11.5 mg/L to taking both of
the last two doses (ω11).

In this case, all dosing events could have a maximum posterior
probability exceeding 80%, which was defined as complete
retrodiction (Figure 3A). If only one or none dosing events had
a maximum posterior probability exceeding 80%, it was defined
as no retrodiction (Figure 3C). Other cases were defined as
partial retrodiction (Figure 3B).
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Figure 3. Illustration of retrodiction types based on posterior probabilities of dosing events prior to sampling. (A) complete retrodiction: the maximum
posterior probabilities of all dosing events are ≥80%; (B) partial retrodiction: only events which are fully adherent and fully nonadherent have a maximum
posterior probability ≥80%; and (C) no retrodiction: only one or no dosing events have a maximum posterior probability ≥80%.

Population Pharmacokinetic Characteristics
To characterize the conditional probability associated with each
dosing scenario, a systematic literature search was conducted
in PubMed and Embase to collate available population PK
parameters for ASMs across various formulations, including
conventional tablets, oral solutions, suspensions, syrups, and
extended-release (ER) formulations. In our previous study [18],
population PK models for 10 commonly used ASMs were

identified up to March 31, 2022, including carbamazepine,
clobazam, eslicarbazepine acetate, lamotrigine, levetiracetam,
oxcarbazepine, phenobarbital, topiramate, valproic acid, and
zonisamide. An update search was then performed up to
November 30, 2024. Additionally, the population PK
characteristics of brivaracetam, lacosamide, perampanel and
vigabatrin were also incorporated in the study. Details of the
literature review were summarized in Multimedia Appendix 1.
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Assessment of Adherence
During the adherence assessment, pediatric patients (aged 8 y,
weighing 25 kg, and measuring 127 cm), adult patients (aged
40 y, weighing 70 kg, and measuring 180 cm), and pregnant
women (aged 25 y, weighing 70 kg, measuring 160 cm, 30 wk
pregnant) taking conventional tablet of ASMs were selected as
typical patients. All typical patients had normal renal and liver
function and were not taking any concomitant medications.

The evaluated dosing behaviors included the administration of
the last one, two, and three doses prior to sampling at steady
state. Sampling was conducted immediately before the
subsequent dose. As for prior probability, it was assumed that
each scenario had an equal chance of occurring. Specifically,
this implies a probability of 50% for each scenario when
considering only the last dosing behavior, 25% when considering
the last two dosing behaviors, and 12.5% when considering the
last three dosing behaviors.

For the Monte Carlo simulations, the parameters were fixed
according to the final reported values, except for the residual
unexplained variability (RUV) to obtain the “true”
concentration-time profiles under various nonadherence
scenarios. Consequently, RUV was set to negligible levels
[21]—specifically 0.01 mg/L for additive error and 0.1% for
proportional error—to minimize noise in the study. A total of
40,000 virtual patients were generated for each scenario. The
Monte Carlo simulations were conducted using R programming
(version 4.2.2; R Foundation for Statistical Computing) with
the rxode2 package (version 2.1.2). The results were plotted
using the ggplot2 package (version 3.5.1).

Evaluation of Critical Factors Affecting Adherence
Assessment
The factors reported to significantly influence the PK of ASMs
were investigated for their impact on adherence assessment,
including renal function (estimated glomerular filtration rate,

eGFR: 30, 60 and 90 mL/min/1.73m2) and concomitant
medications. Additionally, the effect of formulation (extending
dosing interval to every 24 h for ER formulation), sampling
time (2 h earlier or later), and prior probabilities (10%, 30%,
50%, 70%, and 90%) on medication adherence was also tested.
The impact of these factors was assessed from two perspectives:
the first was the ability to retrodict the number of the last
scheduled doses, and the second was their influence on the
concentration threshold used to distinguish between
nonadherence patterns.

Development of Web-Based Dashboard
To facilitate quick calculation, an interactive online dashboard
was developed to assess ASMs’medication adherence, informed

by TDM results, and individual characteristics that were
determined as significant factors on PK parameters in the
included models. This tool was built using rxode2 (version
2.1.2), ggplot2 (version 3.5.1), and shiny (version 1.8.1.1) within
the R framework (version 4.2.2; R Foundation for Statistical
Computing).

Results

Population Pharmacokinetic Characteristics
A total of 23 population PK models encompassing 14 ASMs
were ultimately included in the analysis [22-44]. Among these,
models for adult [22-25,27-29,31,33,35,36,38,40,42] and
pediatric patients [22,23,25-30,32,34,36,37,39,44] were
available, while models specific to pregnant women were only
available for lamotrigine [41] and levetiracetam [43]. Since age
was consistently identified as a significant covariate for PK
parameters in adults, elderly patients were thus grouped with
the adult population. Models characterizing multiple
formulations were identified for eslicarbazepine acetate [34],
lamotrigine [36] and valproic acid [30,42]. Details of the
identification of literature, included studies, and the final
parameter estimates used in the analysis were comprehensively
summarized in Figures S1-S9 in Multimedia Appendix 1 and
Tables S1-S2 in Multimedia Appendix 1.

Assessment of Adherence
The posterior probabilities of various dosing behaviors when
considering the last one, two, and three dosing behaviors for
each ASM are detailed in Figure S10-S23 in Multimedia
Appendix 1. Figure 4 demonstrates the ability to retrodict the
number of the last scheduled doses for each ASM in typical
patients under conditions of minimized RUV. Results indicated
that when investigating the most recent dosing behavior, all
ASMs can be fully retrodicted. Regarding the scenarios
involving the last two dosing behaviors, complete retrodiction
was achievable only for oxcarbazepine in pediatric patients,
whereas other ASMs were partially retrodicted. When extending
to the last three dosing behaviors, no ASMs can be fully
retrodicted, and only carbamazepine, clobazam, eslicarbazepine
acetate, oxcarbazepine, phenobarbital and zonisamide could be
partially retrodicted across all investigated population. From a
pharmacokinetic perspective, ASMs with higher clearance are
eliminated rapidly, thereby diminishing the concentration
“signal” necessary to distinguish earlier dosing events.
Furthermore, the traceability may vary in clinical scenarios
where patient characteristics significantly deviate from the
typical population.
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Figure 4. The ability to retrodict the last one, two and three dosing behaviors prior to sampling for typical patients in theoretical condition when
minimizing residual unexplained variabilities. D1: the last dosing behavior; D2: the last two dosing behaviors; D3: the last three dosing behaviors; CR,
complete retrodiction, which is defined as when the maximum posterior probabilities of all dosing events are ≥80%; PR, partial retrodiction, which is
defined as when only events which are fully adherent and fully nonadherent ( have a maximum posterior probability ≥80%; NR: no retrodiction, which
is defined as when only one or no dosing events have a maximum posterior probability ≥80%. Adults: aged 40 y, weighing 70 kg, and measuring 180
cm; children: aged 8 y, weighing 25 kg, and measuring 127 cm; pregnant women: aged 25 y, weighing 70 kg, measuring 160 cm, and being 30 weeks
pregnant. Residual unexplained variabilities were minimized by defining additive error as 0.01 mg/L and proportional error as 0.1%.
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Impact of Critical Factors on Adherence Assessment
It has been reported that renal function affects the apparent
clearance (CL/F) of eslicarbazepine acetate [33], levetiracetam
[24], oxcarbazepine [38] and vigabatrin [28]. As renal function
decreases, there is no significant effect on the identification of
nonadherence patterns. The effect of renal function on
levetiracetam is illustrated in Figure S24 in Multimedia
Appendix 1, with levetiracetam, oxcarbazepine, and vigabatrin
demonstrating similar trends.

Pregnancy enhances the clearance of lamotrigine and
levetiracetam, leading to lower systemic drug exposure and,
consequently, may decrease the concentration thresholds (Figure
S15-S16 in Multimedia Appendix 1). Similarly, pediatric
patients show higher clearance per body weight compared with
adults, leading to the decreased concentration thresholds (Figure
S10-S23 in Multimedia Appendix 1).

The effects of concomitant inducers and inhibitors were also
evaluated. Administration of inducers or inhibitors did not alter
the fundamental distinguishability of nonadherence patterns but
shifted the concentration threshold required for their
discrimination. Specifically, the threshold was lowered by
inducers and raised by inhibitors. The magnitude of these
adjustments varied substantially across ASMs (Figure S25 in
Multimedia Appendix 1). For instance, in a typical adult patient
taking lamotrigine, coadministration with enzyme inducers (eg,
carbamazepine, phenobarbital) lowered the threshold by
approximately 67%, whereas the inhibitors valproic acid
elevated it by approximately 83%. The effect on topiramate was
less pronounced.

The impact of formulation on adherence assessment was
evaluated for eslicarbazepine acetate, lamotrigine and valproic
acid. At equivalent total daily doses, ER formulations with
prolonged dosing intervals enhanced the discriminative capacity
for dosing behaviors compared to immediate-release (IR) or
other oral formulations requiring more frequent administration
(Figure S15, S21 in Multimedia Appendix 1). In contrast,
formulations such as oral suspensions and syrups exhibited
minimal impact on the assessment (Figure S13, S21 in
Multimedia Appendix 1).

Sampling time also influences adherence assessment (Figure
S26 in Multimedia Appendix 1). Sampling 2 hours earlier or
later than the scheduled time does not significantly influence
the distinguishability of nonadherence patterns. However,
compared to sampling just before administration, the
concentration threshold for distinguishing nonadherence patterns
increases when sampling is done earlier and decreases when
sampling is done later. The magnitude of this change varies
among different ASMs.

The impacts of prior probabilities on adherence assessment were
also evaluated. The results indicated that prior probabilities
could not only significantly affect the distinguishability of the
nonadherence dosing scenarios, but also notably alter the
concentration threshold for distinguishability (Figure S27 in

Multimedia Appendix 1). The magnitude of the concentration
threshold change was found to be dependent on the type of
ASMs.

Application of Web-Based Dashboard
A web-based dashboard for assessing medication adherence has
been developed and is freely accessible online [45]. After
inputting the type of ASMs, patient characteristics (age, body
weight, height, gender), scheduled dosing regimens, sampling
time, TDM data, and prior probabilities for each scenario, the
system estimates the posterior probabilities of each dosing
scenario and plots them against the drug concentration. RUV
are initialized with literature-reported values (as listed in Table
S2 in Multimedia Appendix 1) when requiring consideration,
but remain user-adjustable to accommodate specific clinical
situations, thereby enabling the precise identification of
medication adherence patterns.

Figure 5A presents a case of a 75-year-old male (70 kg) with

epilepsy and impaired renal function (eGFR 40 mL/min/1.73m2)
who had remained seizure-free for over 3 years on
oxcarbazepine 300 mg q12h. Following a recent increase in
seizure frequency, TDM was performed to assess potential
nonadherence. The measured C0 of oxcarbazepine was 12 mg/L,
which lies within the conventional therapeutic range of 10‐35
mg/L and aligns with the recommended range of 6‐24 mg/L
as per the 2017 guidelines [12]. However, model-based estimates
from the dashboard indicated a nearly negligible probability of
full adherence and a high probability of having missed at least
one dose. The posterior probability of full adherence remained
at 0%, regardless of whether the prior probability was set as
low as 1% (suggesting poor adherence) or as high as 99%
(denoting high adherence) (Figure S28 in Multimedia Appendix
1), demonstrating the minimal influence of the prior in this case.
By contrast, increasing the RUV from 0.1% to 30% increased
the posterior probability of full adherence from 0% to 56%
(Figure S29 in Multimedia Appendix 1), underscoring the
substantial impact of RUV on the adherence assessment in this
case.

Figure 5B illustrates another case of a 10-year-old (30 kg) boy
with epilepsy and normal renal/hepatic function, treated with
valproic acid tablet 500 mg and carbamazepine 150 mg q12h.
His measured C0 of valproic acid was 40 mg/L, below both the
conventional therapeutic range (50‐100 mg/L) and the 2017
guideline-recommended range (62.2‐134.8 mg/L). Although
subtherapeutic concentrations initially raised suspicion of
nonadherence, model-based analysis estimated a probability of
full adherence exceeding 80%, suggesting that the low valproic
acid concentration likely resulted from carbamazepine-induced
metabolic induction rather than missed doses. Varying the prior
probability of adherence from 1% to 99% had minimal impact
on this conclusion (Figure S30 in Multimedia Appendix 1).
Similarly, increasing RUV from 0.1% to 30% altered the
posterior probability of full adherence by only 5% (Figure S31
in Multimedia Appendix 1), demonstrating the robustness of
the assessment against RUV variation in this clinical scenario.
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Figure 5. Screenshot of the dashboard for adherence assessment. (A) Elderly patient, 75 years old, weighing 70 kg, measuring 180 cm, eGFR 40

mL/min/1.73m2, taking oxcarbazepine 300 mg q12h; (B) pediatric patient, 10 years old, weighing 30 kg, measuring 130 cm, taking valproic acid 500
mg q12h and carbamazepine 100 mg q12h.  00: missing two continuous doses before sampling;  01, missing the second-to-last dose but taking the last
dose;  10, missing the last dose but taking the second-to-last dose;  11, taking all doses.

Discussion

Principal Findings
This study is the first to introduce a clinical framework to
investigate the role of TDM in assessing medication adherence
for 14 commonly used ASMs among diverse patients. By
integrating Bayesian theory with population PK, we
demonstrated that routine TDM, when combined with clinical
factors, enables quantitative retrodiction of recent
medication-taking behaviors for all investigated ASMs. The

Bayesian-based PK framework can also be easily available
through the open-access dashboard developed in this study.

Comparison to Prior Work
The 2017 Guideline established reference ranges encompassing
approximately 66% of patients for commonly used ASMs,
primarily derived from PK data obtained in adult patients
receiving monotherapy [12]. While clinically useful, these
population-derived thresholds have limited generalizability to
special populations with distinct PK profiles. In contrast, the
model-informed algorithm developed in this study enables a
more personalized assessment of medication adherence. This
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approach explicitly accounts for patient-specific factors
including age (eg, pediatric and geriatric populations), pregnancy
status, renal and hepatic function, concomitant use of enzyme
inducers or inhibitors, formulation characteristics. It thereby
provides a refined framework for evaluating medication-taking
behavior across diverse clinical scenarios.

Interpretation of the Findings
We identified multiple critical factors that influence the
adherence assessment, including intrinsic factors (physiological
differences, concomitant medication, renal function, formulation
, etc) and extrinsic factors (prior probability, RUV, etc).

The influence of intrinsic factors on adherence evaluation is
primarily mediated through alterations in PK parameters, most
notably systemic drug clearance. Enhanced drug clearance,
commonly observed in pediatric and pregnant patients, as well
as in those receiving enzyme inducers, reduces both the ability
to differentiate adherence patterns and the corresponding
concentration thresholds. In pediatric populations, the higher
clearance per body weight results from ongoing organ
maturation, larger organ size-to-body weight ratios, and
increased metabolic enzyme activity [15,36,46]. In pregnant
women, elevated clearance arises from increased cardiac output,
enhanced renal blood flow, and hormonally mediated induction
of metabolic pathways [14,41,47,48]. Conversely, reduced
clearance, frequently encountered in patients with renal
impairment or those receiving enzyme inhibitors, may improve
differentiation ability or raise the concentration thresholds
required for pattern discrimination.

Despite the increasing use of ER formulations of ASMs,
conventional formulations continue to account for a substantial
proportion of prescriptions due to their lower cost and wider
availability [49,50]. Consequently, population PK studies have
more frequently characterized conventional formulations. Based
on the limited population PK data available for ER ASMs, our
findings suggest that ER formulations may improve the
differentiation of adherence behaviors, a finding attributable to
the extended dosing interval (eg, from 12 to 24 h) and the
resulting concentration-time fluctuation.

Prior probability is essential for estimating the posterior
probability of dosing behaviors. In this study, we adopted an
equiprobable prior probability to reflect a state of maximum
uncertainty before considering the evidence (TDM
measurements). This represents a conventional and conservative
strategy in Bayesian modeling when reliable, specific prior
knowledge is unavailable [19,51]. In real clinical settings, the
prior probability can be informed by pharmacy refill data or
population-average adherence estimates. When individual-level
data are absent, population-based priors derived from patients
with comparable covariates (eg, age, comorbidities, and
socioeconomic status) may be applied. Although the impact of
the prior was limited in the cases illustrated in Figure 5, its
influence on adherence assessment can be substantial and
depends on both the specific ASM and TDM measurements.
Consequently, the ability for user-defined priors implemented
in the dashboard remains highly valuable.

RUV in population PK analysis captures unexplained stochastic
variations, including assay error, sampling inaccuracies, and
model misspecification. As these elements may confound
medication adherence assessments, RUV was intentionally
minimized in the present analysis to reduce setting-specific
noise and facilitate clearer characterization of covariate effects.
To enhance real-world applicability, the accompanying
dashboard allows users to adjust the RUV level based on
reported values from source population PK studies (Table S2
in Multimedia Appendix 1), known assay variability, or clinical
experience.

Limitations
The study has several limitations. First, there are numerous
patterns of nonadherence and we only considered the scenario
of missing doses. Other types of nonadherence, such as delayed
doses, missed partial doses, and inadvertent overdoses, were
not considered. Second, due to the lack of population-PK
studies, specifically in pediatric patients, pregnant women, and
for ER formulation, we did not include all these scenarios in
our analysis. However, our dashboard can be readily extended
to include these populations, or novel formulations once their
population PK parameters become available. In addition, it is
important to note that while we provide accurate estimation of
probabilities for recent medication events, the clinical judgment
should not be solely based on it. Comprehensive assessment
must be performed to incorporate the patient’s overall condition,
medication history, and relevant information.

Future Directions
As epilepsy pharmacotherapy evolves, the dashboard will be
updated to incorporate emerging population PK models for
novel ASMs when available. Concurrently, it will extend to
pharmacodynamic models to bridge the gap between PK and
clinical outcomes, thereby quantifying the risks of breakthrough
seizures from nonadherence trajectories. Leveraging prior work
on remedial dosing regimens on ASMs [18], the tool can be
expanded to provide remedial dosing strategies for clinicians
to safely restore therapeutic concentrations after missed doses.
Finally, the integration with multidimensional data, such as
digital biomarkers and electronic health records, will be
explored. The comprehensive strategy will ultimately facilitate
the realization of precise, patient-specific life-cycle management
in epilepsy treatment.

Conclusion
In conclusion, this study establishes a Bayesian-based PK
approach to enhance the objective assessment of ASM
adherence. By leveraging TDM data, the approach showed large
improvement in assessing nonadherence patterns compared to
the previous guidelines. In addition, to bridge the methodology
with clinical practice, we developed an interactive dashboard
that translates PK principles into visual and interpretable outputs.
The work demonstrates the feasibility of transitioning from
traditional population-based monitoring to individual-specific
management for patients with epilepsy.
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Abstract

Background: A digital-first strategy is increasingly implemented to reduce participant burden, accelerate recruitment, collect
real-world data, and increase the diversity of the study population. However, fully remote studies lack face-to-face interaction,
which may affect motivation, particularly in the delivery of personalized nutritional advice. Additionally, self-reported data may
vary in terms of standardization and completeness.

Objective: The study’s primary objective is to evaluate the feasibility of conducting a fully remote, fully digital randomized
controlled nutritional intervention, including participant experience and the capability to perform do-it-yourself anthropometric
measurements at home. Secondary objectives are to determine whether self-collected data could detect changes in body weight
and other anthropometric outcomes, and to compare the effectiveness of generic versus personalized nutrition advice, with and
without personalized food boxes.

Methods: We conducted a fully online, 3-arm randomized controlled trial including adults with overweight or obesity who
were motivated to lose weight. Participants were assigned to a control group that received generic advice (n=43), a personalized
intervention group that received personalized advice only (n=40), or a personalized intervention plus group that received
personalized advice plus personalized food boxes (n=39). The 6-week intervention was delivered entirely digitally, and all
anthropometric measurements, questionnaires, and dietary data were self-collected at home. Feasibility was assessed using
adherence metrics, completion of self-measurements, and a user-experience questionnaire. Secondary analyses evaluated weight
loss, changes in anthropometry, and exploratory associations, including sex differences.

Results: Feasibility was high—102 out of 122 (83.6%) participants found the self-measured anthropometric assessments easy
to perform, and 112 (91.8%) participants reported that completing questionnaires from home was easy. For secondary outcomes,
participants receiving personalized, but not generic, nutritional advice significantly lost body weight (–1.0 kg; P=.002). Participants
receiving personalized food boxes in addition to personalized nutritional advice lost significantly more body weight than the
other 2 groups (–2.5 kg; P=.001) and also showed a decrease in hip circumference (–2.9 cm; P=.01). Personalized advice was
not easier or more enjoyable to implement than generic nutritional advice, whereas the addition of personalized food boxes
improved the ease of implementing personalized nutritional advice (P<.001). All participants, irrespective of the intervention
arm, reduced intake of unhealthy food groups, including ready-made meals (113.6 g vs 78.5 g, –30.9%); sauces and gravy (18.8
g vs 10.0 g, –46.8%); sweet snacks (84.8 g vs 64.1 g, –24.4%); savory snacks (50.5 g vs 40.0 g, –20.1%); bread, pasta, rice, and
wraps (nutritional quality score of 1.9 vs 1.7, –10.5%); and vegetables (129.0 g vs 118.7 g, –8.0%); and replaced coffee with tea.

Conclusions: This study demonstrates that fully remote, participant-led nutritional intervention studies are feasible, with
participants able to independently perform anthropometric measurements and self-report data of sufficient quality to detect
meaningful effects. Personalized nutritional advice resulted in greater weight loss than generic advice, and the addition of
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personalized food boxes further enhanced the beneficial anthropometric effects of the intervention. We conclude that such
nutritional intervention studies can be conducted fully online, resulting in measurable anthropometric effects after 6 weeks.

Trial Registration: ClinicalTrials.gov NCT06547983; https://clinicaltrials.gov/ct2/show/NCT06547983

(J Med Internet Res 2026;28:e73367)   doi:10.2196/73367

KEYWORDS

personalized nutrition; digital; dietary advice; behavior; feedback; digital first; real-world study; remote; do it yourself; DIY

Introduction

Decentralization of clinical trials is on the rise, meaning that
participant inclusion and data collection are performed by the
participants themselves, for example, from their homes. This
may help attenuate the burden of trial participation, improve
participant recruitment, and decrease study dropout [1]. In this
way, decentralization helps to avoid insufficient recruitment
and underpowered clinical trials [2,3], or complete trial failure
[4,5]. Online recruitment and study inclusion may also create
opportunities to reach a more diverse population, that is, a better
representation of the complete population [6]. In addition, data
collected through decentralized trials may represent real-world
data, revealing whether interventions work when implemented
in real-world settings.

Nutrition studies often require a large sample size, with possibly
multiple follow-up measurements and multiple (control) groups.
Therefore, decentralization is of interest in this field; however,
this may also introduce novel caveats, since protocol adherence
and, subsequently, data quality could be jeopardized, possibly
leading to false conclusions. A limited number of nutritional
studies have indicated that similar results can be produced at
home compared with a controlled laboratory setting [7-9].
However, this topic remains understudied, and research is
needed to assess participant experience and capability to perform
simple measurements from home and fill in questionnaires.

Concomitantly, the paradigm of nutritional intervention studies
aiming to improve dietary habits is shifting toward more
personalized approaches. Personalized nutrition interventions
are tailored for specific individuals based on their individual
data, such as phenotype, nutritional habits, and biomarkers [10].
Ideally, personalized nutrition approaches also consider
socioeconomic, behavioral, and cultural factors, as well as the
food environment [11]. Decentralized studies conducted in
real-world settings offer an opportunity to assess external
validity and to explore how these contextual factors, such as
the local food environment and broader food systems [12],
influence intervention effectiveness. Moreover, they provide a
unique opportunity to investigate behavioral patterns within the
food environment and the food systems framework.

Studies have shown that such personalized nutritional advice
is more effective than a generic one-size-fits-all approach in
improving dietary habits [10,13] and in promoting weight loss
in individuals with obesity [14,15]. However, more research is
needed in this field to understand the contexts in which
personalized nutrition is most effective [14]. Some studies have
suggested that personalized nutrition is more effective than
generic advice due to its face-to-face aspect and its perception

as personally relevant [16,17]. Consequently, it can be
questioned whether personalized nutrition interventions are as
effective when delivered through the internet, possibly failing
to provide recipients with the same level of motivation.
Therefore, we chose to test the effectiveness of personalized
versus generic nutritional interventions in this real-life, fully
remote study.

In summary, the primary objective of this study was to evaluate
the feasibility of conducting a fully remote, fully digital
nutritional intervention, including participants’ experience and
their ability to perform do-it-yourself anthropometric
measurements from home. In addition, feasibility was evaluated
by examining the reliability of self-reported anthropometric
data through analyses of correlations among changes in body
weight, waist circumference, and hip circumference. Feasibility
was defined as the capability of participants to independently
perform all study procedures, including self-measured
anthropometry and digital questionnaire completion, in a fully
remote setting. Secondary objectives were to assess whether
significant changes in body weight and other anthropometric
outcomes could be detected using self-collected data, and to
compare the effectiveness of generic versus personalized
nutritional advice delivered digitally. In addition, we explored
whether the provision of personalized food boxes enhanced
adherence and led to greater weight loss, and we conducted
exploratory analyses of sex differences.

Methods

Ethics Statement
This study was reviewed and approved by the independent
Internal Ethical Review Board of The Netherlands Organization
for Applied Scientific Research (TNO), registration number
#2023-083, in September 2023. The study was registered at
ClinicalTrials.gov (NCT06547983). All participants provided
written informed consent before inclusion in the study. The
study was conducted in accordance with the Declaration of
Helsinki. All analyses presented in this paper were conducted
in accordance with the primary approved study protocol. All
data were anonymized. Each participant received a Christmas
food box (valued at €90 [US $106]) as compensation for their
participation in the trial. Additionally, depending on group
allocation, some participants received free daily meals during
the trial.

Study Population
Participants were 25-60 years of age and had a BMI between

25 and 40 kg/m2. Participants were included only if they were
motivated to lose weight; had the skills to complete digital
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questionnaires; and had a computer and a smartphone, a
weighing scale, and a measuring tape to perform the
anthropometric measurements, as confirmed in the screening
questionnaire (Multimedia Appendix 1). Participants were
excluded if they had a food allergy, followed specific diets (eg,
a keto or vegan diet), suffered from a chronic disease that
influences food intake (eg, inflammatory bowel disease), or
participated in another intervention study. Females in menopause
transition, as defined through the screening questionnaire, were
excluded as well. A formal power calculation was not feasible
because reliable estimates of effect size and variance for this
specific intervention and outcomes were not available at the
time of study design. Instead, the sample size was based on the
results of previous studies [13,18,19], in which 37, 59, or 82
participants were included and exposed to personalized
nutritional advice for 16, 9, or 10 weeks, respectively.
Consequently, a sample size of 150 at the start of the
intervention was considered acceptable for this study. This
number was higher than those in the cited previous studies due
to the shorter intervention period (6 weeks), which was expected
to require a larger sample size. To compensate for an anticipated
10%-20% dropout rate during the intervention, a total sample
size of 180 participants was selected.

Participant recruitment was organized via advertisements on
social media, as well as through the Dutch participant database
of Norstat [20], focusing on zip codes to which food boxes could
be delivered (Uitgekookt Meal Service). Only individuals who
indicated that their motivation to participate in the study was
to lose weight were selected (participants could select 1 of 4
predefined reasons). These participants were randomly allocated
to 1 of 3 intervention groups, while taking into account the
covariates biological sex, age, and BMI. Allocation was

performed by calculating the Euclidean distance for the variable
sex and the Kullback-Leibler divergence for the variables age
and BMI for each permutation separately. The permutation with
the best overall score (ie, the most balanced distribution among
the groups) was selected. This allocation process was automated
and blinded to both participants and investigators involved in
data collection and analysis.

Study Design
The primary objective of this study was to evaluate the
feasibility of conducting a fully remote, fully digital nutritional
intervention trial, including participants’ ability to perform
do-it-yourself anthropometric measurements, adherence to the
protocol, and user experience. To further evaluate feasibility,
the reliability of self-reported anthropometric data was examined
by analyzing correlations among changes in body weight, waist
circumference, and hip circumference. Secondary objectives
were to assess whether self-collected data could detect
significant changes in body weight and other anthropometric
measures, and to compare the effectiveness of generic versus
personalized nutritional advice, with and without personalized
food boxes. Exploratory analyses included examining sex
differences to assess the reliability of the self-assessed
anthropometric data. The study was a randomized controlled
trial with 1 control intervention arm and 2 personalized
intervention arms (Figure 1). The study duration was 6 weeks.
Participants allocated to the control group received generic
nutritional advice (see example in Multimedia Appendix 2),
which was based on the Dutch national guidelines for healthy
nutrition, assembled by the Dutch Health Council
(Gezondheidsraad), an independent scientific advisory body for
the Dutch government.

Figure 1. Overview of the study design. Self-measured anthropometric data, including body weight, and assessments of fiber intake and physical
activity (via questionnaires) were collected through the online How Am I app at weeks 0, 2, 4, and 6. All intervention groups received feedback on their
self-assessments at weeks 0, 2, 4, and 6. Nutritional advice provided to intervention groups P and PP was updated based on participants’ self-assessments.
Qualitative assessments of study experience were collected at weeks 2, 4, and 6. Habitual food intake was assessed at the beginning and end of the trial
using the Nutri+ module. P-group: personalized intervention group; PP-group: personalized plus intervention group.
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Study Intervention
Participants allocated to the personalized intervention group
(P-group) received personalized advice instead of generic
advice. The personalized advice entailed information on the
specific number of calories to consume on a daily basis to meet
their personal goal of weight loss. Furthermore, the proportion
of macronutrients the participant should consume to reach their
weight loss goal was also made explicit in the nutritional advice
(see example in Multimedia Appendix 2). The prescribed caloric
intake provided a daily energy deficit of 400 kcal below the
daily energy requirement, as calculated using the Ten Haaf
Formula [21] at the start of the trial, based on personal
information including age, sex, and physical activity level
(PAL). In addition, instructions were provided for the
implementation of the Eetmeter application (Voedingscentrum
[22]), a freely available digital application that participants were
advised to use to check whether their daily meals matched their
personalized nutritional advice according to the Dutch dietary
guidelines.

Participants allocated to the personalized plus intervention group
(PP-group) received the same personalized advice as the
P-group; however, they also received personalized food boxes
containing meals that were composed to match the personalized
nutritional advice in terms of calories and macronutrients. These
food boxes contained 3 main meals (breakfast, lunch, and
dinner) and 3 snacks to be consumed between the main meals
(Uitgekookt Meal Service, IJsselmuiden). The food boxes
provided a daily energy deficit of 200-600 kcal below the daily
energy requirement. The food boxes were provided on 5 out of
7 days per week. On the remaining 2 days, participants were
instructed to use the online Eetmeter application to select and
follow their diet based on the provided personalized advice.

Participants allocated to groups receiving personalized
interventions received updated nutritional advice based on the
outcomes of the self-measurements in terms of calories and
macronutrients, whereas the control group received the same
generic advice at weeks 2, 4, and 6.

Remote Data Collection
The study was fully digital, without any face-to-face contact
between participants and researchers. To this end, participants
were required to install the online research application, the How
Am I app (TNO), through which all instructions, feedback,
nutritional advice, questionnaires, and reminders were provided,
and which served as the data collection platform [23]. At weeks
0, 2, 4, and 6, participants submitted data via the How Am I
app on feasibility-related user experience items, self-measured
anthropometric measurements, body weight, and brief questions
related to fiber intake and physical activity (Multimedia
Appendix 1). PAL and fiber intake were calculated according
to validated methodologies, as described by Healey et al [24]
and in the Food and Agriculture Organization (FAO)/World
Health Organization (WHO)/United Nations University (UNU)
Expert Consultation Report [25]. At weeks 2, 4, and 6, all
participants received a reminder via the TNO How Am I app
to complete all anthropometric measurements and questions
and were provided with feedback on their measurements (see
Multimedia Appendix 2). Researchers monitored data entry,

issuing a reminder to participants who did not complete their
questionnaires within 48 hours and instructing them to respond
within an additional 24-hour period. Participants who remained
noncompliant after this interval were excluded from the study.

Feasibility Outcomes
The primary outcome of this study was the feasibility of
conducting a fully remote, fully digital nutritional intervention.
Feasibility was assessed at weeks 2, 4, and 6 through
participants’ reported user experience, including ease of
performing anthropometric measurements, clarity of instructions,
and perceived burden, measured using multiple-choice
questions, Likert scales, and visual analog scales (see
Multimedia Appendix 1). Feasibility was further evaluated by
examining the reliability of self-reported anthropometric data,
based on correlations among changes in body weight, waist
circumference, and hip circumference.

Self-Measured Anthropometrics and Body Weight
Secondary outcomes related to anthropometrics and body weight
were also evaluated. At baseline and at weeks 2, 4, and 6, all
participants were requested to self-measure body weight (kg).
Using a measuring tape, participants were asked to measure
height (cm), waist circumference (cm), and hip circumference
(cm) according to standard operating procedures [26]. Detailed
instructions on performing the anthropometric measurements
were provided via the TNO How Am I app through videos
containing step-by-step guidance. Body weight and height were

used to calculate BMI (kg/m2).

Measurement of Habitual Dietary Intake
At the start and end of the trial, all participants completed the
Nutri+ module (TNO), a web-based questionnaire consisting
of 89 questions that measures the dietary intake of 21 food
groups for each participant and thereby estimates habitual food
intake. Consequently, the average food intake for certain food
groups (eg, fruit, meat, dairy) or the average frequency of
consumption per week (eg, bread, potatoes, cooking fats) was
calculated.

Statistical Analysis
All analyses were conducted using GraphPad Prism 10
(GraphPad Software) or IBM SPSS Statistics 29. Outlier analysis
was performed, and data points greater than 3× the IQR were
excluded. As the study aimed to evaluate intervention efficacy
based on complete longitudinal data, analyses were performed
per protocol. Participants with incomplete datasets (eg, due to
dropping out) were not included in the analysis, as missing
repeated-measures data would have violated model assumptions
and precluded valid within-participant comparisons over time.
Normality was confirmed using the D’Agostino and Pearson
test. All data are reported as means (SD). Two-tailed P values
were used, and P values <.05 were considered statistically
significant.

User experience data collected via Likert scales, multiple-choice
questions, and visual analog scales were analyzed descriptively.
Group differences in categorical or ordinal feasibility responses
were evaluated using Pearson chi-square tests, with
Bonferroni-adjusted post hoc tests applied when appropriate.
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The internal validity of self-reported anthropometric
measurements was examined through Pearson correlations
among changes in body weight, waist circumference, and hip
circumference.

Differences between groups at baseline were tested using
one-way ANOVA with Tukey post hoc tests. Anthropometric
outcomes collected across multiple time points (weeks 0, 2, 4,
and 6) were analyzed using repeated-measures ANOVA, with
“time” as a within-participant factor and “group” as a
between-participant factor. The Tukey post hoc tests were
performed when main effects or interactions were detected.
Categorical variables were compared using Pearson chi-square
tests with Bonferroni corrections. Sex-stratified analyses were
also performed to explore potential sex differences in
anthropometric changes by testing for significant interaction
effects with sex. Correlations between variables were assessed
using the Pearson correlation coefficient, and statistical
significance was defined as P<.05.

Results

Baseline Study Population Characteristics
A total of 315 participants were screened, and of these, 91 were
excluded from participation for various reasons (Figure 2). The
remaining 224 participants were invited to participate in the
study, of whom 180 responded positively and were included in
the study and randomly allocated to 1 of the 3 groups. Of the
180 recruited participants, 43 did not respond to the
questionnaires and were consequently excluded from the study
(Figure 2). Data from the remaining 137 participants were
included in the analysis. An additional 15 participants were
excluded based on outlier analysis, resulting in a final sample
size of 122 participants. Results are reported in accordance with
CONSORT (Consolidated Standards of Reporting
Trials)-EHEALTH recommendations (Multimedia Appendix
3).

Figure 2. A flowchart of the recruitment and selection process, randomization, and group allocation of included participants.

No statistically significant differences in any baseline
characteristics were detected among the 3 intervention groups
(Table 1). Habitual food intake was also measured for each food
group before the intervention (Table 2). No statistically
significant differences in habitual food intake were detected

among the 3 intervention groups for any food group, except for
sauces and gravy. Similarly, no statistically significant
differences were found in baseline PAL among the 3 groups
(Table 3; P=.15).
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Table 1. Baseline characteristics of the study population.

P valuePersonalized plus intervention (n=39)Personalized intervention (n=40)Control (n=43)Characteristics

.6040.9 (5.9)41.0 (6.0)39.9 (6.1)Age (years), mean (SD)

.1819 (49)27 (68)27 (63)Female sex, n (%)

.6592.4 (14.1)89.5 (13.3)89.9 (12.0)Weight (kg), mean (SD)

.541.75 (0.10)1.75 (0.11)1.75 (0.09)Height (m), mean (SD)

.8131.2 (4.8)30.2 (4.5)30.4 (4.1)BMI (kg/m2), mean (SD)

.26103.0 (12.4)101.3 (10.0)99.0 (10.1)Waist circumference (cm), mean (SD)

.36110.8 (8.9)108.3 (7.5)108.3 (10.1)Hip circumference (cm), mean (SD)

.483.0 (0.8)3.2 (0.7)3.0 (0.6)Self-perceived health (out of 5 points,
5 being the highest score), mean (SD)

.151.40 (0.1)1.44 (0.1)1.40 (0.2)Physical activity level, mean (SD)

.9912.5 (10.6)12.4 (8.4)11.3 (5.2)Fiber intake (g), mean (SD)

Table 2. Baseline habitual food intake (based on the Nutri+ module) per food group of the study population.a

P valuePersonalized plus intervention (n=39),
mean (SD)

Personalized intervention (n=40),
mean (SD)

Control (n=43),
mean (SD)

Food group

.53113.3 (95.4)136.7 (130.6)141.6 (110.3)Fruit (g/day)

.69125.2 (63.4)132.6 (56.7)122.3 (47.6)Vegetables (g/day)

.91151.2 (161.6)148.1 (202.1)172.3 (284.0)Legumes (g/week)

.092.1 (0.7)1.8 (0.7)1.8 (0.6)Bread (nutritional quality score)

.232.1 (0.7)1.9 (0.9)1.8 (0.9)Pasta, rice, and wraps (nutritional
quality score)

.362.2 (1.3)2.7 (1.7)2.4 (1.5)Potatoes (nutritional quality score)

.792584.9 (1650.3)2422.8 (1336.4)2367.9 (1737.8)Meat (g/week)

.40218.9 (232.9)223.1 (242.1)348.8 (701.5)Fish (g/week)

.60233.8 (163.3)263.8 (210.6)209.5 (305.1)Eggs (g/week)

.39197.3 (193.3)308.3 (301.5)314.6 (573.5)Dairy (g/day)

.248.3 (10.3)12.9 (16.4)15.1 (22.7)Nuts (g/day)

.941.1 (0.8)1.2 (1.0)1.1 (0.9)Spreadable fats (nutritional quality
score)

.471.4 (0.8)1.3 (0.7)1.5 (0.6)Cooking fats (nutritional quality score)

.6494.3 (68.6)83.4 (83.9)77.6 (83.3)Sweet snacks (g/week)

.3954.3 (49.4)41.8 (37.4)55.6 (74.0)Savory snacks (g/week)

.7398.8 (97.2)112.9 (85.9)127.3 (218.5)Ready-made meals (g/week)

.0217.0 (17.1)b24.5 (22.8)b15.0 (20.6)bSauces and gravy (g/week)

.820.5 (0.8)0.7 (1.2)0.7 (1.1)Alcohol (units drank/day)

.49278.3 (489.4)176.1 (272.0)209.4 (374.2)Soft drinks and fruit juice (g/day)

.63400.2 (399.0)360.7 (390.7)453.1 (448.1)Tea (g/day)

.67403.5 (451.5)338.8 (378.1)424.7 (476.0)Coffee (g/day)

aData represent the average habitual food intake. Nutritional quality scores reflect factors such as whether whole wheat versus multigrain products were
consumed or whether olive oil versus butter is used for frying. A lower score represents a healthier food choice. Extensive descriptions of these nutritional
quality scores are attached as Multimedia Appendix 4.
bControl versus personalized intervention, P=.02; control versus personalized plus intervention, P=.54; personalized intervention versus personalized
plus intervention, P=.23.
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Table 3. Physical activity levels during the study period.

Week 6Week 4Week 2Week 0Physical activity level

1.41 (0.2)1.42 (0.2)1.40 (0.2)1.40 (0.2)Control group, mean (SD)

1.45 (0.1)1.44 (0.1)1.45 (0.1)1.44 (0.1)Personalized intervention, mean (SD)

1.40 (0.1)1.40 (0.1)1.41 (0.1)1.40 (0.1)Personalized plus intervention, mean (SD)

Participant-Reported Usability and Reliability of
Measurements
The ease of collecting anthropometric data by participants
themselves and completing the questionnaires digitally via the
How Am I app was reported (Multimedia Appendix 1). The
majority of participants indicated that they could perform the
anthropometric measurements very easily or easily (102/122,

83.6%, participants across all groups; Figure 3A), with no
differences among groups. In addition, most participants
reported that they could understand the questionnaires (112/122,
91.8%, participants across all groups; Figure 3B). The quality
of anthropometric data was cross-validated, as significant
correlations were detected between changes in body weight,
waist circumference, and hip circumference (week 6 to week
0; all P<.001, r>0.34; Figure 3C-3E).

Figure 3. Ease and ability to perform anthropometric measurements at home and to complete questionnaires. (A) Ease of independently performing
anthropometric measurements. (B) Clarity of the questionnaires. (C) Correlation between Δ body weight and Δ waist circumference. (D) Correlation
between Δ body weight and Δ hip circumference. (E) Correlation between Δ waist and Δ hip circumference. In all correlation analyses, Δ values were
calculated as the difference between measurements at the beginning and end of the 6-week trial. P-group: personalized intervention group; PP-group:
personalized plus intervention group.

Trial Experience and Self-Reported Dietary Changes
No significant differences were detected in the experienced ease
of implementing generic versus personalized nutritional advice
during the trial (P=.43; Figure 4A). However, participants in

the PP-group, who received personalized food boxes in addition
to the personalized nutritional advice, reported that they could
implement the nutritional advice more easily (P<.001; Figure
4A). At week 4 only, participants in the PP-group reported
experiencing a greater amount of pleasure while implementing
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their nutritional advice (P<.001 at week 4; Figure 4B), whereas
no differences were observed between the groups receiving
generic versus personalized nutritional advice. No differences
in self-reported changes in diet were detected between the
control group and the P-group (Figure 4C), while the PP-group

consistently reported significant changes in their diet during the
trial (P<.001; Figure 4C). Similarly, the PP-group reported
significantly more often that they assessed their diet as being
healthier at week 2 (P=.01; Figure 4D).

Figure 4. Participants' experience of participating in the fully digital trial. (A) Ease of implementing the nutritional advice during the trial. (B) Enjoyment
of implementing the nutritional advice during the trial. (C) Self-reported changes in participants' diets during the trial. (D) Self-reported improvements
in dietary healthfulness during the trial. *P<.05, **P<.01, ***P<.001. P-group: personalized intervention group; PP-group: personalized plus intervention
group.

Changes in Body Weight, BMI, and Anthropometric
Measures
After 6 weeks, the average body weight of the control group
did not change compared with the start of the trial (P=.06; Figure
5A). In the P-group, body weight was significantly lower at
week 4 (–0.8 kg; P=.04) and week 6 (–1 kg; P=.002) compared
with baseline (Figure 5A). In the PP-group, body weight was

significantly lower at week 2 (–0.9 kg; P=.004), week 4 (–1.6
kg; P=.002), and week 6 (–2.3 kg; P=.001) compared with
baseline (Figure 5A). With respect to BMI, similar differences
between the groups were observed (Figure 5B). BMI decreased

significantly more in the PP-group (–0.8 kg/m2, P=.001)

compared with the P-group (–0.3 kg/m2; P=.002) and the control

group (–0.2 kg/m2; P=.06) at week 6 (Figure 5B).
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Figure 5. Effects of the different interventions on anthropometric measurements. (A) Body weight, (B) BMI, (C) hip circumference, and (D) waist
circumference during the trial. Data are expressed as means (SDs). *P<.05 and **P<.01. The $ symbols indicate significant differences attributable to
a statistically significant time effect in the absence of an interaction effect. P-group: personalized intervention group; PP-group: personalized plus
intervention group.

Hip circumference decreased significantly over time (P=.01),
but no significant interaction between time and group was
detected (P=.22; Figure 5C). Post hoc analysis revealed that the
time effect was mainly driven by a significant loss of hip
circumference in the PP-group, which decreased at week 4 (–2.2
cm; P=.04) and week 6 (–2.9 cm; P=.01) compared with baseline
(Figure 5C). No significant effects were observed on waist
circumference (Pinteraction =.33, Ptime=.24; Figure 5D).

Changes in Habitual Food Intake and Physical Activity
Changes in intake of the food groups vegetables, bread,
pasta/rice/wraps, sweet snacks, savory snacks, ready-made
meals, sauces and gravy, tea, and coffee were observed (Table
4). The intake of all these food groups was lower after 6 weeks
compared with baseline (vegetables, –9.0 g; bread, –0.2 times
eaten per week; pasta/rice/wraps, –0.2 times eaten per week;
sweet snacks, –21.1 g; savory snacks, –10.7 g; ready-made

meals, –60.3 g; sauces and gravy, –8.7 g; coffee, –62.1 g),
except tea, which significantly increased (+64.5 g; Table 4). No
changes were detected for the food groups fruit, legumes,
potatoes, meat, fish, eggs, dairy, nuts, spreadable and cooking
fats, alcohol, or soft drinks and fruit juice. Only time effects
were significant (see Table 4), without interaction effects,
implying that changes in food intake occurred across all
intervention groups, but no group-specific effects were observed.
Only the food group legumes nearly reached statistical
significance for both personalized interventions compared with
the control group (P=.051), with increased intake
postintervention for both the P- and PP-groups, whereas the
control group, on average, showed decreased intake
postintervention. Fiber intake was measured every 2 weeks, but
no changes were detected (Multimedia Appendix 5). In addition,
PALs did not change during the study (Table 3).
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Table 4. Habitual food intake per food group before and after the intervention.a

Interaction
effect (P val-
ue)

Time effect
(P value)

Personalized
plus interven-
tion (postinter-
vention), mean
(SD)

Personalized
plus interven-
tion (preinter-
vention), mean
(SD)

Personalized in-
tervention
(postinterven-
tion), mean
(SD)

Personalized in-
tervention
(preinterven-
tion), mean
(SD)

Control
(postinterven-
tion), mean
(SD)

Control
(preinterven-
tion), mean
(SD)

Food group

.92.64105.5 (82.4)113.3 (95.4)128.8 (136.5)136.7 (130.6)142.5 (101.4)141.6 (110.3)Fruit (g/day)

.35.03b123.6 (57.6)125.2 (63.4)116 (52.0)132.6 (56.7)113.4 (44.0)122.3 (47.6)Vegetables
(g/day)

.051.90183.6 (225.3)151.2 (161.6)172.0 (266.3)148.1 (202.1)121.7 (166.8)172.3 (284.0)Legumes
(g/week)

.37.02b1.9 (0.6)2.1 (0.7)1.7 (0.7)1.8 (0.7)1.6 (0.7)1.8 (0.6)Bread (nutri-
tional quality
score)

.57<.01b1.9 (0.8)2.1 (0.7)1.5 (0.9)1.9 (0.9)1.6 (0.8)1.8 (0.9)Pasta, rice,
and wraps (nu-
tritional quali-
ty score)

.97.711.9 (1.1)2.2 (1.3)1.5 (1.5)2.7 (1.7)1.6 (1.6)2.4 (1.5)Potatoes (nutri-
tional quality
score)

.50.652280.3 (1300.9)2584.9 (1650.3)2473.0 (1605.4)2422.8 (1336.4)2428.8
(1809.2)

2367.9
(1737.8)

Meat (g/week)

.64.61257.4 (237.1)218.9 (232.9)229.4 (267.8)223.1 (242.1)337.5 (710.7)348.8 (701.5)Fish (g/week)

.76.40212.2 (200.1)233.8 (163.6)248.8 (250.0)263.8 (210.6)211.9 (265.7)209.5 (305.1)Eggs (g/week)

.68.49159.1 (172.0)197.3 (193.3)284.0 (383.7)308.3 (301.5)327.0 (800.3)314.6 (573.5)Dairy (g/day)

.80.1111.7 (13.1)8.3 (10.3)15.3 (18.3)12.9 (16.4)16.2 (19.9)15.1 (22.7)Nuts (g/day)

.91.651.0 (0.8)1.1 (0.8)1.1 (0.8)1.2 (1.0)1.1 (0.8)1.1 (0.9)Spreadable
fats (nutrition-
al quality
score)

.41.321.3 (0.8)1.4 (0.8)1.3 (0.8)1.3 (0.7)1.2 (0.7)1.5 (0.6)Cooking fats
(nutritional
quality score)

.59<.01b62.2 (60.6)94.3 (68.6)65.4 (56.4)83.4 (83.9)64.5 (89.6)77.6 (83.3)Sweet snacks
(g/week)

.47<.01b36.5 (47.8)54.3 (49.4)35.0 (37.0)41.8 (37.4)48.0 (67.6)55.6 (74.0)Savory snacks
(g/week)

.66.01b80.0 (88.3)98.8 (97.2)78.2 (71.2)112.9 (85.9)77.4 (114.7)127.3 (218.5)Ready-made
meals
(g/week)

.70<.01b9.9 (14.3)17.0 (17.1)13.8 (18.2)24.5 (22.8)6.7 (9.1)15.0 (20.6)Sauces and
gravy
(g/week)

.66.660.5 (0.7)0.5 (0.8)0.5 (0.9)0.7 (1.2)0.7 (1.2)0.7 (1.1)Alcohol
(U/day)

.66.77218.3 (329.9)278.3 (489.4)204.8 (341.9)176.1 (272.0)212.1 (345.9)209.4 (374.2)Soft drinks
and fruit juice
(g/day)

.95.03b467.2 (464.2)400.2 (399.0)403.7 (433.0)360.7 (390.7)536.6 (504.6)453.1 (448.1)Tea (g/day)

.20.02b280.9 (277.5)403.5 (451.5)303.6 (384.7)338.8 (378.1)396.3 (449.2)424.7 (476.0)Coffee (g/day)

aNutritional quality scores reflect factors such as whether whole wheat versus multigrain products were consumed or whether olive oil versus butter is
used for frying. A lower score represents a healthier food choice. Extensive descriptions of these nutritional quality scores are attached as Multimedia
Appendix 4.
bSignificant values (ie, <.05).
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Sex Differences and Correlations in Body Composition
Changes
Exploratory analyses revealed that the waist-to-hip ratio was
higher in males compared with females (Figure 6A).
Furthermore, weight loss correlated similarly with loss in hip

circumference in females (r=0.48, P<.001) and males (r=0.44,
P<.001), as no significant interaction with biological sex was
detected (P=.15; Figure 6B). Body weight loss correlated
differently with loss in waist circumference in females (r=0.26,
P=.02) and males (r=0.44, P<.001), as a significant interaction
with biological sex was detected (P=.01; Figure 6C).

Figure 6. Sex differences in anthropometric measurements and fat mass loss. (A) Sex differences in waist-to-hip ratio at week 0, assessed fully online;
data are expressed as means (SDs). Sex-specific correlations between Δ body weight and Δ waist circumference (B) and Δ hip circumference (C). In
all correlation analyses, Δ values were calculated as the difference between measurements at the start and end of the 6-week trial. *P<.05.

Discussion

Principal Findings
The primary aim of this study was to evaluate the feasibility of
conducting a fully remote, fully digital nutritional intervention
in adults with overweight or obesity. Our findings demonstrate
that such a digital-first approach is feasible: most participants
reported that anthropometric measurements were easy to perform
at home, the digital questionnaires were clear and
understandable, and the reliability of self-reported measurements
was supported by consistent correlations among changes in
body weight, waist circumference, and hip circumference
(Figure 3). Together, these results indicate that participants were

able to self-collect anthropometric data of sufficient quality for
use in a randomized controlled trial.

The secondary aim of the study was to assess whether
meaningful anthropometric changes could be detected using
self-collected data. Participants who received personalized
nutritional advice lost more body weight than those receiving
generic advice (Figure 5), confirming the greater effectiveness
of personalized advice even in a fully digital format. This effect
was not explained by differences in the ease of implementing
the advice, which increased only when personalized food boxes
were provided in addition to the advice (Figure 4). The addition
of personalized food boxes further increased weight loss and
reduced hip circumference more than either form of advice
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alone. Taken together, these results indicate that nutrition studies
can be effectively conducted in a real-life, fully remote setting,
achieving measurable intervention effects while maintaining
ease of participation and high-quality data collection.

Exploratory analyses provided additional insights into sex
differences in anthropometric responses. As expected from prior
literature, males had higher waist-to-hip ratios and showed
stronger correlations between weight loss and reductions in
waist circumference compared with females. These findings
support the biological plausibility of the self-measured data and
highlight potential sex-specific patterns in responsiveness to
nutritional interventions.

Comparison With Prior Work
An important factor underlying the success of personalized
nutrition is the tailoring of the information provided to the
recipient [27], which makes the advice perceived as personally
relevant, for which face-to-face contact could be an important
contributor [16,17]. Digital delivery of advice lacks this
potentially important component, which may reduce its
effectiveness. Importantly, in this study, we show that although
all advice was provided digitally without any face-to-face
contact, personalized nutritional advice still led to a significant
loss of body weight, whereas generic nutritional advice did not
produce a statistically significant effect on body weight or other
anthropometric measurements (Figure 5A). This finding is
consistent with other studies comparing digitally provided
generic versus personalized advice in populations with obesity
[28-31]. Together, the findings of these studies and our study
provide evidence for the added value of personalized nutritional
advice compared with generic advice, even when delivered
online. Yet, it remains a topic of discussion whether the same
personalized nutritional advice would have been more effective
if delivered in person, rather than online. Interestingly, one
study compared the effect of delivering personalized nutritional
advice online with or without a personal coach [32]. Participants
receiving similar advice through an online coach demonstrated
greater engagement with the program and had an increased
likelihood of achieving clinically relevant weight loss. This
finding suggests that receiving feedback from an actual human
can enhance protocol adherence, possibly due to an increased
sense of accountability, motivation, and perception of receiving
care tailored to an individual’s specific needs. Similarly, another
study found that offline nutritional advice was more effective
than online advice in a small sample of rugby athletes [25],
highlighting the potential added benefit of in-person delivery
[33]. However, conventional face-to-face counseling also has
its downsides, as it is more expensive, less flexible in terms of
time and location, and ultimately less scalable compared with
online methods [34]. Consequently, both online and in-person
approaches have their own strengths, and one may be more
appropriate than the other depending on an individual’s personal
preferences and needs.

Interestingly, participants in the PP-group, who received
personalized food boxes based on their personalized advice,
were able to lose more body weight compared with the other
two groups. This effect was not due to differences in physical
activity, as PAL did not change in any of the groups (Table 3).

This outcome may reflect the difficulty of translating
personalized nutritional advice into an actual diet over a
prolonged period. Indeed, these participants reported greater
ease in following the personalized nutritional advice, as well
as a greater perceived dietary change, compared with
participants in the control and P-groups (Figure 4A and 4C).
This novel finding suggests that future interventions may benefit
from placing particular emphasis on helping participants
translate their advice into practice, for example, by simplifying
meal planning and reducing decision fatigue. These data also
revealed that participants in the P-group did not find it easier
or more enjoyable to implement their personalized advice
compared with participants in the control group receiving
generic advice (Figure 4A and 4B). However, participants in
the P-group did achieve a significant loss of body weight, which
was not observed in the control group (Figure 5A). These
findings suggest that the success of personalized nutritional
advice is not necessarily due to greater ease or enjoyment of
implementation, which would be expected to increase protocol
adherence. Instead, a better fit and higher quality of the advice
are likely the main contributors to the enhanced effectiveness
of personalized nutritional advice.

Habitual food intake was also measured, which indicated that
all intervention groups changed their dietary habits in a similar
way. All groups reduced the intake of ready-made meals (113.6
g vs 78.5 g, –30.9%); sauces and gravy (18.8 g vs 10.0 g,
–46.8%); sweet snacks (84.8 g vs 64.1 g, –24.4%); savory snacks
(50.5 g vs 40.0 g, –20.1%); bread, pasta, rice, and wraps
(nutritional quality score of 1.9 vs 1.7, –10.5%); and vegetables
(129.0 g vs 118.7 g, –8.0%); and replaced coffee with tea (Table
4). These results indicate that the intake of unhealthy food
groups was particularly reduced, while the intake of healthy
food groups such as fruit, legumes, nuts, and fish was
maintained. Only vegetable intake decreased, but to a lesser
extent (129.0 g vs 118.7 g, –8.0%). Fiber intake was also
maintained and did not change (Multimedia Appendix 5). This
suggests that all 3 intervention groups shifted their dietary intake
toward a healthier habitual pattern, in line with the nutritional
advice provided. No significant time × group interaction effects
were found in the habitual food intake data. This is noteworthy,
as the diet of the PP-group changed substantially—they received
personalized food boxes for all meals throughout the
study—while the control group and P-group did not receive
such food boxes. Based on this approach, we hypothesized that
the PP-group would show greater changes in habitual food
intake compared with the other groups; however, these changes
were not detected. This suggests that participants in the
PP-group may have had difficulty accurately recalling the foods
they consumed. In contrast to the habitual food intake data, the
anthropometric data revealed group-specific effects of the
nutritional interventions. For these reasons, we suspect that the
collected habitual food intake data were not accurate enough to
detect group-specific effects. Therefore, future studies may
benefit from incorporating new technology-based dietary
assessment tools that combine web-based programs with mobile
apps and wearable devices [35]. Interestingly, legume intake
showed a divergent pattern between groups, with a decrease in
the control group and an increase in both intervention groups.
Although this difference did not reach conventional statistical
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significance (interaction P=.051), the trend suggests a potential
effect of the personalized interventions. Participants in the P-
and PP-groups received targeted advice regarding protein and
macronutrient intake, which may have encouraged higher
legume consumption, whereas the control group received only
general dietary guidance. Moreover, although the
between-person variability in habitual food intake was
considerable, this is not unexpected in nutritional intervention
studies. Such variability likely reflects differences in individual
dietary habits, adherence, and reporting accuracy. This
observation emphasizes the importance of personalized dietary
assessment and highlights the inherent heterogeneity in dietary
behavior, even within relatively homogeneous study populations.

Sex differences in fat tissue distribution and fat loss across the
waist and hip regions were observed in this fully remote study.
Consistent with the literature, females had a lower waist-to-hip
ratio compared with males (Figure 6A) [36]. Notably, body
weight loss correlated more strongly with waist circumference
loss in males (r=0.45) than in females (r=0.26, interaction
P=.01; Figure 6B), which is also consistent with previous
findings [37]. This sexual dimorphism is likely explained by
the fact that males store more fat in the waist region compared
with females, making the waist region more responsive to weight
loss [37]. Together, these findings provide evidence for the
accuracy of remotely collected data and demonstrate its potential
to study sex differences in responses to nutritional interventions.

Strengths and Limitations
Strengths of the study included its 3-arm design, with a total of
122 participants who were randomized and completed the
collection of real-world study data, providing an ecological
sample. This design allowed for the evaluation of the
effectiveness of the nutritional interventions, albeit in a setting
that was less controlled compared with a classical nutritional
intervention study. However, there were some limitations
associated with this study. First, no comparison was made with
nondigital nutritional interventions. Such a comparison would
have been valuable, as it could reveal potential differences in
the direct effect size of online versus offline personalized
nutrition advice. Future studies could include a nondigital
control group to address this. Second, the study duration was 6
weeks, reflecting only short-term effects. The long-term impact
of the interventions remains unknown, and future research with
longer follow-up is needed to assess sustained effects. Third,
due to dropouts, the PP-group included a relatively higher
proportion of males (Table 1). This likely resulted in a slightly
higher baseline body weight in the PP-group compared with
the other groups, although the difference was not statistically
significant. Randomization and statistical adjustments were
applied to mitigate this imbalance, but future studies could aim
for larger sample sizes to avoid similar discrepancies. Fourth,
although this study demonstrated short-term beneficial effects
of personalized nutritional interventions, these results do not
guarantee long-term benefits, such as sustained weight loss.
Previous studies have shown that maintaining weight loss is
challenging, with many individuals regaining weight within 2-5
years [38,39]. In addition, long-term success is influenced not
only by individual behavior change but also by broader factors,
such as the food environment and supportive public health

policies [40], which were beyond the scope of this study. Future
research should therefore investigate whether personalized
digital interventions can contribute to sustainable behavior
change when combined with strategies addressing environmental
and policy-level determinants. Fifth, a potential bias in studies
relying on self-reported outcomes is participants’ tendency to
report behaviors that align with perceived study goals, such as
weight loss. To minimize this potential bias, we provided
standardized instructions for anthropometric measurements,
used validated dietary and activity questionnaires, and
emphasized the importance of accurate reporting. The
randomized design helped distribute any residual bias across
study arms. In the food-provision arm, reporting bias may have
been slightly higher due to participants’ awareness of the
intervention; however, randomization and the use of multiple
anthropometric measures (body weight, waist, and hip
circumference) enhanced the robustness of the results.
Cross-validation analyses (Figure 3) and sex-specific effects
(Figure 6), consistent with prior literature, further support the
reliability of our findings. Sixth, a sample size of 150 at the
start of the intervention was considered sufficient to demonstrate
the effectiveness of the personalized nutritional interventions.
However, due to a relatively high number of dropouts (n=43
due to noncompliance and an additional n=15 due to outlier
exclusion), only 122 participants were included in the final data
analysis. This reduction in sample size may have limited the
statistical power to detect the intended effects. While a dropout
rate of 10%-20% was anticipated, the actual dropout due to
noncompliance was 23.9% (43/180 participants), with an
additional 8.3% (15/180 participants) excluded as outliers. This
relatively high attrition rate may be attributed to the remote
digital study design without any face-to-face contact and may
also reflect a relatively high burden of participation. Data from
noncompliant participants were excluded from the analysis, and
it is important to acknowledge that the exclusion of participants
who did not complete the procedures may have led to an
overestimation of feasibility outcomes. Moreover, the high
number of outliers could reflect increased misreporting, possibly
resulting from unclear instructions. In future studies, real-time
plausibility checks could be helpful to flag implausible values
and prompt participants to reenter their measurements.
Additionally, digital-first studies should account for potentially
higher dropout rates and provide clear participant instructions.
Despite the attrition, the final sample remained balanced across
the 3 study arms, with 39-43 participants per group, allowing
for meaningful comparisons of intervention effects. Seventh,
because 91 individuals were excluded before participation, the
feasibility results reflect only those who entered and completed
the study. This selective inclusion may limit generalizability
and could lead to an overestimation of feasibility in the broader
target population.

Future Directions
While personalized nutrition approaches hold promise in
tailoring dietary advice to individual characteristics and
improving adherence, it is important to recognize that individual
choices are embedded within a broader socioecological context.
Dietary behavior is shaped not only by biological and
psychological factors but also by the surrounding food
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environment, which includes the availability, affordability,
accessibility, and cultural norms of food consumption. A
growing body of public health literature emphasizes the
importance of considering food systems and food environments
when designing interventions, as these structural factors often
constrain or facilitate the adoption of individualized
recommendations [12]. Furthermore, diets are a key driver of
environmental change, linking nutrition with planetary health
challenges, such as climate change, biodiversity loss, and
unsustainable land and water use [41]. Integrating personalized
approaches with strategies that improve local food environments
and align with sustainable food system goals may therefore
offer a more comprehensive and equitable pathway for
improving dietary behavior and long-term health outcomes.
Moreover, factors such as socioeconomic status, language
barriers, and digital literacy can influence both access to and
adherence with personalized digital nutrition advice. For
example, populations living in socioeconomically deprived
neighborhoods often face cumulative disadvantages, including
unhealthy food environments, financial constraints, and limited
digital access, which can undermine the effectiveness of digital
health tools [42]. These considerations suggest that personalized

nutrition approaches are likely to be most effective when
coupled with efforts to reduce structural barriers and enhance
inclusivity, such as tailoring content to different languages,
improving accessibility for individuals with lower digital skills,
and embedding interventions within supportive community and
policy contexts.

Conclusions
We conclude that it is feasible to conduct a fully remote, fully
digital nutritional intervention study. Participants were able to
independently perform anthropometric measurements at home,
reported positive user experiences, and generated self-collected
data of sufficient internal validity to detect meaningful changes
over time. In addition, the study demonstrated that personalized
nutritional advice led to greater weight loss than generic advice,
even in the absence of face-to-face contact. The provision of
personalized food boxes further facilitated the translation of
advice into daily dietary behavior, resulting in the largest
reductions in body weight and hip circumference. Taken
together, our findings indicate that fully online nutritional
intervention studies can be successfully implemented and offer
a scalable approach for reaching broader populations while still
producing reliable and actionable outcomes.
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Abstract

Background: The rapid growth of user-generated web-based health information increases the complexity of cancer information
seeking. One promising strategy for promoting high-quality cancer information consumption is through targeted interventions
that are intentionally designed to reach individuals in the web-based spaces they occupy. However, there is a paucity of
evidence-based information on the best strategies for designing and implementing web-based health behavior change interventions
to improve individuals’ cancer-related knowledge and prevent cancer.

Objective: This study aimed to develop and pilot test a theory-based intervention via the web to reduce 6 cancer risk factors
among rural emerging adults (EAs) through community-engaged research.

Methods: This mixed methods evaluation describes the development of a web-based cancer prevention intervention aimed at
rural EAs aged 18-26 years in the United States and delivered in Facebook private groups. The intervention was guided by
behavior change theory and cocreated with EA and Stakeholder Organization Advisory Boards to ensure relevance, accessibility,
and appropriateness. We report on 3 formative surveys, a pilot intervention, protocol development, and the community-engaged
process for intervention development. Descriptive statistics were applied to the surveys and pilot intervention baseline results to
produce means and SDs using R.

Results: We developed posts (n=400) for a Facebook feed aimed at reducing 6 cancer risk behaviors (unhealthy diet, lack of
physical activity, tobacco use, alcohol use, sun exposure, and human papillomavirus infection) with iterative input from the EA
and stakeholder advisory boards. Formative surveys with rural EAs (n=297) and a pilot study of the intervention with this
population (n=26) were conducted. In the pilot study, the intervention reached participants across rural counties, with sustained
engagement (post views=1060, reactions=346, comments=72) over a one-month period. Key modifications to the intervention
content and design emerged from both advisory boards, the formative surveys, and the pilot intervention, focusing on using
perceived reliable sources and direct links to source material.
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Conclusions: This web-based cancer prevention intervention is scalable and delivers engaging, evidence-informed health
information to rural EAs. We offer key insights into the design and implementation of web-based cancer prevention interventions
for EAs by describing the resources, timelines, and expertise needed to design and implement the intervention. Considerations
for fully engaging EA and community stakeholder partners are presented, and we discuss how their involvement resulted in
modifications that strengthened the intervention. Finally, we highlight the importance of theory-based health-behavior messaging,
digital messaging skillsets, and platform-tailored dissemination strategies for maximizing web-based intervention acceptability.

Trial Registration: ClinicalTrials.gov NCT05618158; https://classic.clinicaltrials.gov/ct2/show/NCT05618158

International Registered Report Identifier (IRRID): RR2-10.2196/50392

(J Med Internet Res 2026;28:e80803)   doi:10.2196/80803

KEYWORDS

emerging adult; web-based; intervention development; cancer; prevention; rural; community engagement

Introduction

Emerging adults (EAs) in rural and remote areas of the United
States face unique challenges that increase their vulnerability
to cancer. Emerging adulthood, a critical life stage from ages
18 to 26 years, is marked by increased autonomy and transitions
in financial, residential, and employment responsibilities [1].
However, many EAs establish unhealthy lifestyle patterns during
this period, including reduced physical activity, poor dietary
habits, nicotine and tobacco use, binge drinking, sporadic sun
safety practices, and skipping human papillomavirus (HPV)
vaccination [1,2]. Living in a rural setting can heighten feelings
of isolation and limit access to resources that support healthy
behaviors [3]. These modifiable risk factors contribute to
premature cancer morbidity and mortality, making rural EAs a
priority population for cancer prevention efforts.

Given its popularity among EAs [4], using a social web-based
intervention offers a promising avenue for addressing cancer
prevention among EAs in rural areas. Over 80% of individuals
in this age group access the internet several times per day [4].
Despite known flaws in information quality, web-based
interventions that are strategically and theoretically designed
are promising strategies for providing high-quality health
information from trusted voices [5]. Web-based educational
interventions can also disseminate timely and relevant public
health messages, leverage user-generated content to personalize
information, engage audiences in 2-way communication, and
be used to detect and respond to emerging trends [6,7]. The
success of web-based interventions hinges on their ability to
address the broader social determinants of health, community
and cultural perceptions, and built environments in which
individuals live. However, web-based media can also perpetuate
harmful and misleading health information [8-11], and
interventions that relate accurate and truthful cancer prevention
strategies are needed [12-16]. Studies of web-based interventions
have often lacked theoretical grounding, rigorous design and
evaluation procedures, and guidelines on the development of
content, limiting the rigor and reproducibility of this intervention
approach.

Rural communities often face unique barriers to engaging in
healthy lifestyles, such as limited health care access,
socioeconomic challenges, and geographic isolation [17-19].
EAs have limited interaction with traditional community

channels like schools, workplaces, and health care settings, so
web-based interventions may provide unique opportunities for
tailored, real-time engagement with EAs. Use of community
engagement strategies in the development of both the content
and structure of social media interventions can increase
relevance to the specific needs of rural EAs [20,21]. A
community-engaged approach to web-based intervention design
should increase the relevance of interventions to the specific
needs of rural EAs.

In this context, we developed a theory-based, web intervention
to reduce 6 cancer risk factors common among rural EAs,
including physical inactivity, unhealthy diets, nicotine/tobacco
use, binge drinking, unprotected ultraviolet exposure, and
preventing HPV infection. It was designed and pilot tested using
community-engaged methods. Herein, we describe the
development, pilot-testing, and refinement of our intervention
prior to its launch in a randomized quasi-experimental trial.
This developmental research project involved
community-engaged research methods with a dynamic group
of EAs and community stakeholders, a theory-informed process
for creating content tailored to rural EAs, and formative research
to refine and pilot test the intervention.

Methods

Setting and Study Design
The overall aim of the study was to create a web-based
intervention, named PEAK Wellness Chat, and evaluate its
effectiveness in a sample of EAs in a stepped wedge randomized
quasi-experimental trial design (NCT05618158) [22]. The
private-group function in Facebook was the platform for
intervention delivery. Facebook is used by a large number of
American adults, regardless of race/ethnicity, including EAs
(67% of adults use it and 70% of rural adults) [23]. The
private-group function cultivates the privacy of group members,
which is essential to control experimental exposure to the
intervention and avoid experimental contamination. Facebook
also allows a variety of content delivery by length and type (eg,
images and videos as well as links to other sites and sharing of
Facebook posts from other organizations) and allows posts to
remain in the group in perpetuity. Facebook also records
engagement of each participant with posts (ie, reactions and
comments) and tracks retention via group membership, to enable
testing of intervention dose effects. Finally, the Facebook
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algorithm promotes private-group posts in participants’ feeds
in terms of frequency and prominence when they engage more
with group posts.

Ethical Considerations
This study was approved by the WCG Institutional Review
Board (IRB20223673 and IRB20223673). Informed consent
was obtained and documented electronically prior to enrollment
in the formative surveys and pilot study described below.
Privacy and confidentiality were maintained by storing all
research subjects’ data in password-protected and encrypted
drives. No identifying information is presented herein.
Participants were provided with a modest incentive for
completing the formative survey (US $40) or pilot study (US
$50).

Community-Engaged Strategy for Developing PEAK
Wellness Chat
A library of Facebook posts for the PEAK Wellness Chat
intervention was created by a core team of investigators and
staff with expertise in cancer prevention, public health

promotion, health communication, and emerging adulthood.
The library was iteratively developed with structured community
input from an Emerging Adult Advisory Board (EAAB) and
Stakeholder Organization Advisory Board (SOAB), responses
by EAs to formative surveys, and guidance by experts in the 6
cancer risk factors. Intervention management by the study’s
administrative team and engagement by EAs were assessed in
a pilot study (Figure 1). The administrative team supported the
overall study procedures, meeting facilitation, coordination and
deployment of surveys, recruitment efforts, and software
acquisition for post illustrations. Additionally, the administrative
team produced and maintained a cancer information audit and
a resource website. The cancer information audit was updated
weekly with emergent cancer information and news about health
and wellness, alongside any emerging internet trends and current
events that should be incorporated into posts to promote
relevance and relatability of post content. The resource website
contained additional information about the cancer risk factors,
community and national resources (eg, quit smoking hotline
and food banks), and links to health education resources.

Figure 1. Community-engaged strategy for designing a Facebook post library. EA: emerging adult.

EAABs and SOABs
We used partnership processes aligned with the
community-based participatory research model of Wallerstein
et al [20] as a framework for the participatory approach. Through
regular advisory board meetings, we addressed: (1) knowledge
of rural “Contexts” that inform catchment area needs; (2)
culturally informed “Partnership Processes” that facilitated a
regular and iterative feedback cycle between the advisory
boards, content experts, and post creation committee to refine
the design features, language, and content of the Facebook posts;
(3) development of responsive “Intervention & Research”
protocols for rural conditions; and (4) participatory “Outcomes”
that were iteratively disseminated to community partners through
the intervention development and advisory board meetings (and

are continuing during the intervention implementation in the
trial).

EAAB and SOAB Composition
A total of 15 EAs, representing the composition of participating
rural communities, agreed to serve on the EAAB. EAAB
members were recruited through word-of-mouth referrals from
the research teams’ community networks. The EAAB held
quarterly meetings to give input on the lived experiences of
EAs, review the web-based intervention plans and protocols
(eg, engagement strategies in posts), consider appropriateness,
relevance, and engagement of proposed posts, and advise on
recruiting EAs for the trial. Project investigators and staff at
each participating Cancer Center also led direct engagement
efforts with stakeholder organizations that serve rural EAs to
convene members of the SOAB, which had 14 members. The
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SOAB complemented the EAAB by identifying local resources
for cancer risk reduction, reviewing intervention plans,
protocols, and posts, and supporting recruitment and
dissemination efforts in biannual meetings. Topics for discussion
in the EAAB and SOAB meetings were jointly decided based
on project needs, PEAK Wellness Chat content, and priorities
of the board members.

Creation of the PEAK Wellness Post Library
The library of Facebook posts contained messages educating
EAs about strategies to improve the 6 cancer risk behaviors.
Messages were also created to increase EAs’ media education
about cancer and cancer prevention. Finally, posts were
produced to enhance EAs’skills for communicating with family
and friends because they reported: (1) living in a variety of
arrangements, (2) relying on family and friends for acquiring
and preparing food and paying for health care, and (3) living
with others who engaged in the cancer risk behaviors. A focus
week of up to 8 posts for each cancer risk factor was designed
to emphasize messages on one important principle for improving
the cancer risk factor. A focus week of posts on each of the 6
risk factors is being delivered during each 3-month period during
the intervention.

Post Development Process
Each post was designed to address key features of health
behavior change theories (self-determination theory, social
cognitive theory, and diffusion of innovation theory [24-26])
to ensure the posts are conceptually driven to impact EAs’health
behaviors. Specific principles incorporated into the posts
included: intrinsic motivation, extrinsic motivation, social
support, relatedness, personal goals, ability to control,
self-efficacy, response efficacy, injunctive norms, descriptive
norms, cancer risk perceptions, response cost, compatibility
with values, observable benefits, autonomy, and simplicity.
Table S1 in Multimedia Appendix 1 provides examples of posts
incorporating each principle. Principles from self-determination
theory, social cognitive theory, and diffusion of innovation were
operationalized using messaging design and engagement
strategies to ensure messages were not only informative but
also encouraged motivation and engagement. Message design
strategies included polls, narratives, calls for sharing,

testimonials from EAs, source credibility, behavioral skills, and
referrals to community resources. Engagement techniques
included content from near peers, invitations to comment,
cultural barriers and facilitators, images of ethnically diverse
EAs, stories, videos or other visuals, question and answer
formatting, and behavioral change techniques (ie,
self-improvement and freedom to act), and high-interest, useful,
and current event content. The framework also included message
strategies to promote engagement (eg, visuals, current event
content, cultural barriers/facilitators, polls, requests for
comments, story requests, knowledge test, picture request).
These features will be tracked and evaluated to ensure a variety
of engagement strategies and best practices for health behavior
change are integrated throughout the campaign. The post library
was created and maintained in Microsoft Excel, where each
post was coded for key theoretical concepts and engagement
features (Table 1).

For this phase of intervention development, the EAAB and
SOAB provided timely feedback on the content and design of
posts, novel engagement strategies (ie, videos, use of polls),
trustworthy and credible source material, and incorporation of
local resources where possible. Along with the post library, the
authors developed protocols for disseminating the intervention,
moderating the Facebook group, and verifying the legitimacy
of a participant’s Facebook account. These included procedures
for scheduling posts, responding to questions, and auditing the
cancer prevention communication environment to identify
emergent topics that should be included in the intervention to
make messages relatable, relevant, and engaging. For example,
the protocols included specific guidance for the moderator. Per
the protocol, the moderator reacted (ie, like, love, and care) to
every participant’s comment left on posts. If a participant’s
comment resonated with the moderator, they would respond
with their own comment to foster an authentic sense of
community. Moderators will also respond to any direct Facebook
messages participants send regarding the study (ie, questions
about certain topics the participant does not want to share
publicly). The protocol also includes boundaries for the
moderator to model feasible and replicable interactions with
the groups (eg, not to like comments that are misinformation).
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Table 1. PEAK wellness post library.

ExampleDefinitionPost features

1, 2, and 3Indicates the order of the post and record numberPost #

26 February, 2025 9:00 AMCalendar date, time postedDate and time posted

Wednesday and SaturdayDifferentiate weekdays from weekendsDay of week

Sun safety, HPVa prevention strategies, healthy dietIdentifies one of the 6 cancer prevention risk
factors, media literacy, or family communication

Topic

Knowing how to correctly use sunscreen to protect your skin is impor-
tant. Here are some general guidelines.

Main content shared in the postMessage

https://www.cdc.gov/tobacco/campaign/tips/quit-smoking/index.htmlSource content link to be shared in the comments
with viewers

Link

Team created/external content creator, TikTok video, YouTube video,
infographic, or photo

Indicates the type of visual content that should
be included in the post

Post visual suggestions

URLLink to the post on Facebook for tracking and
review purposes

Facebook post link

Woman, man, N/Ab if noneIndicate the visual gender presentation of people
in the posts

Gender presentation

Athletic build, Asian, conventionally attractiveIndicate the body type, presenting race/ethnicity,
and conventionally attractive features

Character features

Red, blue, green2-3 main colorsColors used in graphics

Poll, “Tell us in the comments,” share a story, knowledge test, picture
request

Indicator of whether or not the post is designed
to promote engagement

Engagement post

Cancer risk, autonomy, cooking skills, increased physical activity,
preventing drunk driving, vaping knowledge, winter sun protection

Health behavior addressed with the post, also
includes key topics addressed in the post

Primary/secondary outcome
addressed

Intrinsic motivation, extrinsic motivation, social support, relatedness,
personal goals, ability to control, self-efficacy, response efficacy, in-
junctive norms, descriptive norms, cancer risk perceptions, response
cost, compatibility with values, observable benefits, simplicity

Key behavior mediators designed to promote
behavior and health belief change

Theoretic mediators

Moderator instructions, referral to community resources, testimonials

from EAsc
Key design features based on health communi-
cation practices

Message design features

Visuals, current event content, cultural barriers/facilitators, poll, “Tell
us in the comments,” share a story, knowledge test, picture request

Strategies used in the post to promote engage-
ment

Engagement techniques

aHPV: human papillomavirus.
bN/A: not applicable.
cEA: emerging adult.

Formative Surveys With Rural EAs

Overview
During the development of the post library, we administered 3
web-based surveys with rural EAs to evaluate initial reactions

to the posts (Table 2). The surveys also collected information
on EAs lived experiences, use of Facebook and other web-based
channels, and perceived credibility of potential information
sources used in the posts.
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Table 2. PEAK Wellness Chat intervention development surveys.

Fielded datesSample size (N)PurposeSurvey name

February 2024100Health topics of interest, popular influencers or content creators, and
credibility of health information sources.

Formative survey 1

July 2024100Discussing health behaviors with others, cancer risk behaviors by house-
hold, Facebook group name, and dietary experiences

Formative survey 2

January 202597EAs’a engagement in physically active jobs and recreational activity, access
to and perceptions of healthy and affordable food

Formative survey 3

March 202426Baseline test of health behaviors, mediators, other covariates, and demo-
graphics

Pilot pretest survey

April 202423Baseline test of health behaviors, mediators, other covariates, and demo-
graphics

Pilot posttest survey

aEA: emerging adult.

Participants
Eligible individuals were ages 18-26 years, living in counties
designated as Rural Urban Continuum Codes (RUCC) 4-9 [27]
in Colorado, Idaho, Montana, Nevada, New Mexico, Utah, and
Wyoming, and Rural Urban Commuting Area Codes 4-10,
which classifies rurality by census tract [28] in Arizona where
RUCC codes excluded several key rural communities. To
facilitate adequate recruitment for the full trial, we expanded
our recruitment to states beyond the original 4 corners states,
and this modification was reflected in the formative survey
participants. They also needed to be able to access a web-based
survey and to use Facebook once or more times per week.
Participants were identified through a survey panel company,
Dynata [29]. The overall survey response rate was 302/1080
(28.0%), and the overall survey completion rate was 297/302
(98.3%).

Measures and Analysis
Posts were purposefully selected for inclusion in the surveys,
focusing on issues that arose during post development and
discussions with the EAAB, SOAB, and content experts. For
example, the credibility of sources cited in the posts was a
concern, so we selected posts with local and national source
material (eg, Centers for Disease Control, newspapers, and local
health departments). Respondents were asked to (1) rate each
post for appropriateness, relevance, believability, amount of
text, and trustworthiness on 5-point Likert scales; (2) indicate
their potential engagement with the post through reading,
scrolling past, reacting to, commenting on, and clicking on links
(no, yes maybe, yes definitely); and (3) suggest ways for
improving the post (open ended).

Surveys also contained questions on EAs lived experiences that
informed postdevelopment. In the first survey (February 2024),
participants were asked about topics of interest, popular
influencers/content creators, and the credibility of information
sources. In the second survey (July 2024), they were reported
on discussing health behaviors with parents, siblings, partners,
and friends, cancer risk behaviors by household members (use
of nicotine products, consumption of alcohol, and intentional
suntanning), preferences for the Facebook group name, and
dietary experiences including sources of food, dependence on
others for food purchasing, and sources of free food. In the third

survey (January 2025), questions inquired about EAs’
engagement in physically active jobs and recreational physical
activity outside work, access to healthy and affordable food,
and perceptions about healthy eating. Formative surveys are
available upon reasonable request from the authors.

Analysis of EA Survey Responses
Summary statistics of participants’ sociodemographics, lived
experiences, and post feedback were calculated for each survey,
using RStudio (Posit Software, PBC), 2024. Two open-ended
questions (“What would you comment on this post?” and “How
would you improve this post?”) were coded to identify emergent
themes. All responses were categorized into an individual theme.
From the Comment question, 134 responses were analyzed, and
53 responses were excluded due to being out of context,
incomplete statements, or illegible responses. The 81 responses
coded resulted in the following themes: message-specific
reactions and affirmative comments. From the Improvement
question, 506 responses were analyzed, and 73 responses were
excluded due to being out of context, incomplete statements,
or illegible responses. The remaining 433 responses were coded
by 2 coders in the following themes: suggestions on image,
dislike or wrong audience, more information requested, reinforce
source/suggestions on source, suggestion on content, too much
information, unclear message, nothing to change, unsure.

Survey and open-ended feedback were iteratively reviewed by
the full study team to improve the content and format of the
posts in the intervention feed and ensure that posts were
responsive, timely, and engaging for rural EAs. Summary reports
of formative survey results were discussed in EAAB and SOAB
meetings to review thematic findings and explore contextual
and social considerations.

PEAK Wellness Chat Pilot Study

Overview
A 4-week pilot test of the intervention was conducted with a
sample of rural EAs to refine procedures for the full trial
pertaining to recruitment, baseline and posttest surveys,
retention, and intervention protocols. Data were also obtained
to confirm that posts were engaging for EAs. The pretest survey
is available as a Multimedia Appendix 2.
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Participants
Participants were recruited by Verasight [30], a research services
company that recruits participants for studies through a
web-based panel and advertising. Eligible participants for the
pilot study were ages 18-26 years, living in counties designated
as RUCC 4-9 in Arizona, Colorado, New Mexico, and Utah,
and able to access the web-based survey. Pregnant participants
were excluded because they may depart from their normal
dietary and activity levels and consumption of alcohol and
nicotine due to the pregnancy. Participants were screened for
having an existing Facebook account for at least 1 year with
weekly activity, with 2 EAs deemed ineligible. In addition, 3
EAs were excluded because they did not friend the Group
Moderator and could not be joined to the Facebook private
group for the pilot feed.

Pilot Study Procedures
Participants were enrolled in a single group, pretest-posttest
design. Initially, they completed a baseline survey in REDCap
(Research Electronic Data Capture; Vanderbilt University). The
intervention was presented in a Facebook private group, with
2 posts made per day. During a 7-day period in the month, 8
posts in a focus week on physical activity were posted. This
focus week strategy was designed to provide an in-depth
intervention on improving self- and response-efficacy, increasing
perceived risk associated with not being physically active
[31-34], and linking cancer prevention to personal physical
activity goals. During the 4-week campaign, 62 posts were made
in the private group feed across domains related to physical
activity (n=13), diet (n=7), sun safety (n=7), tobacco cessation
(n=6), alcohol reduction (n=7), HPV prevention (n=7), media
education (n=3), and family communication (n=2). Media
literacy and family communication content were more general
and not specifically related to the 6 health behaviors. At the end
of the 4-week intervention period, participants were invited to
complete a posttest survey in REDCap.

Measures and Analysis
The pretest and posttest surveys included questions about the
6 cancer risk factors: physical activity (Global Physical Activity
Questionnaire [35]), diet (dietary screener; meal behaviors, food
insecurity) [36,37], alcohol intake (Alcohol Use Disorders
Identification Test–Consumption [38]), nicotine product use
(30-day and 7-day smoking or vaping, quit ladder) [39,40], HPV
prevention (initiation and completion of multi-shot vaccine
series) [41], and ultraviolet protection (use of personal sun
protection practices and sunburn) [42-45]. In addition, questions

assessed basic needs, self-efficacy for cancer risk-reduction
behaviors, cancer information overload, digital media use, health
insurance coverage, last routine check-up, personal and family
cancer history, and demographics.

Behavioral and experiential engagement with posts in the
Facebook private group feed was measured. Behavioral
engagement was assessed in two ways: (1) project staff kept a
log of posts published to the Facebook private group that tracked
date and time posted, topic, and post visual (graphic, gif, image,
link, poll, or video); and (2) project staff extracted Facebook
metadata reported in the private group platform, which included
obtaining the total number of views, likes (eg, like and sad),
and comments (comments from participants, comments from
moderator) [46]. Facebook’s reporting function permitted likes
and comments but not views to be associated with specific users.
The posttest survey contained questions assessing participants’
experiential engagement with the intervention (ie, frequency of
reading posts and sharing of content with others). Given the
very small sample, the analysis involved descriptive statistics.
All analyses were conducted in RStudio (version 4.4.2; Posit
Software, PBC). The STROBE (Strengthening the Reporting
of Observational Studies in Epidemiology) checklist is provided
in Multimedia Appendix 3.

Results

Facebook Post Library
We produced a library of 400 Facebook posts on reducing the
6 cancer risk behaviors, media education, and family
communication, using a real-time agile process to ensure posts
engaged EAs. The development process followed an iterative
feedback loop for each new post created. Content experts
identified the key topics and information to address in the posts
and essential mediators of behavior change for the cancer risk
behaviors. The content from these presentations was adapted
by a group of investigators and project staff into posts following
the theoretical framework shown in Table 1. Content experts
reviewed and approved the posts for inclusion in the final PEAK
Wellness library, suggesting revisions that were incorporated
to finalize the posts. Selected posts were pretested by having
them reviewed by both the EAAB and SOAB, and included in
the formative surveys for feedback as needed before finalization.
Figure 2 illustrates the evolution of one post (about binge
drinking) that was created using a photo visual and a local news
source.
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Figure 2. Evolution of a post through an iterative community-engaged development process. EA: emerging adult; EAAB: Emerging Adult Advisory
Board; SOAB: Stakeholder Organization Advisory Board.

Formative Rural EA Surveys
Formative surveys with rural EAs provided insights about
developing, revising, and finalizing posts, health behavior topics
of importance, and contextual information to include to improve
the posts. The 3 formative surveys with EAs obtained responses
from 99, 98, and 100 EAs, for a total sample of 297 rural EA
respondents. As shown in Table 3, the average age of
respondents was 22.5 (SD 2.49) years. The sample of
participants was primarily identified as 72.4% (n=215) female,
24.2% (n=72) Hispanic, 70.7% (n=210) White, 54.5% (n=54)
high school educated or less, 43.2% (n=82) unemployed, 46.2%
(n=90) living with a spouse/partner, and 34.3% (n=99) living
with other relatives besides parents. The majority, 63.6% (n=63),
had health insurance, and many EAs involved others in their
health decisions, primarily parents (56/99, 55.6%) and a
spouse/partner (40/99, 40.4%). Respondents resided in 8 states,
with subsamples ranging from Nevada (26/297, 8.8%) to Idaho
(61/297, 20.5%). Across the 3 formative surveys, respondents
provided feedback about 61 posts (survey 1=21 posts, survey
2=20 posts, survey 3=20 posts).

Content analysis of the 2 open-ended questions asking about
how participants would engage with the posts and improve the
posts resulted in 2 themes for post comments and 9 themes for
improving posts (Table 4). Content analysis was applied by one
research team member, who met with 2 other researchers to
discuss definitions, interpretations, and the application of codes.
Discrepancies were resolved through consensus, after which

coding was finalized. In terms of comments, themes focused
on respondents’ initial reaction to the post content and
affirmations or approvals of the post content, creator, or
message. Most posts received overwhelmingly positive
feedback, but there were suggestions for improvements on visual
appeal and less text across many posts. Due to this feedback,
the post campaign library was revised to incorporate more video
and photo content and eliminate text-only posts. Source material
was a primary area of feedback that also resulted in changes to
the campaign library, to provide greater transparency in primary
source material and emphasize trusted organizations (local
newspapers had lower levels of trust, while national
organizations were seen as more trustworthy). Another unique
theme related to the relevancy of the content, with sizable
numbers of rural EAs reporting that they did not drink alcohol
and thus felt alcohol-related posts were irrelevant. This
reinforced the decision to focus the intervention on all 6 cancer
risk behaviors rather than just one, so participants would likely
receive at least some posts relevant to them. A final salient
theme was the need for relatable characters in the posts. This
request led us to partner with EAAB members and content
experts to identify EAs who volunteered to record videos in
which they talked about their experiences with each health
behavior. These videos were developed following best practices
for health communication via microvideos [47-49], with
scripting designed to concisely convey the most important and
relevant information and be emotionally engaging and authentic.
Revised posts were reviewed by the health behavior content
experts to ensure information accuracy.
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Table 3. Formative rural emerging adult surveys respondent demographics.

Total (N=297)Category

22.5 (2.49)Age (years) (n=297), mean (SD)

State of residence (n=297), n (%)

29 (9.8)Arizona

34 (11.4)Colorado

61 (20.5)Idaho

37 (12.5)Montana

48 (16.2)New Mexico

26 (8.8)Nevada

32 (10.8)Utah

30 (10.1)Wyoming

Gender identity (n=297), n (%)

215 (72.4)Women

70 (23.6)Men

11 (3.7)Transgender/gender fluid/nonbinary

Ethnicity (n=297), n (%)

216 (72.7)Not Hispanic/Latino

72 (24.2)Hispanic/Latino

Racea (n=297), n (%)

26 (8.8)American Indian/Alaska Native

4 (1.3)Asian

17 (5.7)Black/African American

210 (70.7)White

19 (6.4)More than one group

Employmenta,b (n=197), n (%)

66 (38.1)Full-time

49 (24.1)Part-time

37 (13.1)Looking for work

82 (43.2)Unemployed, caregiver, student

Living situationb (n=197), n (%)

20 (13.0)Alone

57 (22.2)With parents

27 (14.1)With roommates/friends

90 (46.2)With spouse/partner

99 (34.3)With other relatives

Education c (n=99), n (%)

54 (54.5)High school or less

17 (17.2)Some college/trade school

20 (20.2)Four-year college degree

6 (6.1)Graduate degree

Health insurancec (n=99), n (%)

63 (63.6)Yes
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Total (N=297)Category

15 (15.2)No

Who helps with health decisions?a,c (n=99), n (%)

14 (14.1)I make them alone

56 (55.6)Parents

10 (10.1)Roommates/friends

40 (40.4)Spouse/partner

15 (15.2)Others

aMultiple responses could be selected, so totals may not equal 100%.
bQuestion not asked in the third round of surveys.
cQuestion not asked in the second or third round of surveys.
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Table 4. Thematic categories of feedback with reactions and recommendations for posts by rural emerging adults (EAs) responding to the formative
surveys (N=297), Emerging Adult Advisory Board (EAAB) members (N=17), and Stakeholder Organization Advisory Board (SOAB) members (N=16).

Resultant modifica-
tions

Example quote on how to improve postsDefinitionTheme

Comment

Specific unclear
messages were re-

Unique specific reactions, opinions,
or inquiries about the message or
content.

Message-specific re-
action

• What product do you use to clear up skin?
• Groceries are very expensive nowadays, you can just go shop-

ping and take whatever you want. You need to think twice… vised; additional
information was
provided

• Wow, I didn’t know this!
• Maybe I should try this.
• How urgently should I get it [HPV vaccine]?

Prioritization of
posts that received
ample affirmations

Positive receptivity or relatability,
makes a direct affirmative comment,
associates a positive reflection, or
indicates a positive personal reso-

Affirmative com-
ment

• That this statement is true
• That i like the message
• Thank you for trying to help society
• How helpful this ad would be

nance on the message, content, or
creator.

• This is great…how things like this can help people
• I appreciate the vote [of] confidence
• How I can relate 

Improvement

Inclusion of more
realistic images,

Improving visual elements that
would enhance the overall impact

Suggestions on im-
age

• Using a real image as opposed to clip-art/AI art style image
will help, as I would immediately see this as an ad and scroll
past it. Also, the tips at the top make the block of text too large,and reach of the posts. Selecting improvements in

image resolution,leading to less people reading it.images that are, but not limited to,
and emphasis onauthentic, relevant to the topic, visu- • Change the stock photo to a clearer image, this one is a bit

blurryally appealing, and tailored to look younger appearing
characters in postslike and engage the intended audi-

ence effectively.
• Since it is geared towards young adults, I would change the

picture to be of a young adult rather than an older woman.

Revision of posts
deemed irrelevant

The content, although potentially
valuable or well-constructed, fails
to engage them personally; misalign-

Dislike or wrong au-
dience

• I’m sure it’s helpful to many people but for me it isn’t
• It's a great post just not for me because I don't drink.
• It is well made, just irrelevant to me.

ment with their interests; direct or • I don't really keep up with influencer content, I don't know why
I should stop and listen or care about this person’s experienceindirect discontent with the post;

lack of connection with the message
or intent.

with quitting 

Revision of posts
to include addition-

Content, while engaging, lacks ade-
quate detail or depth.

More information
requested

• I would just add more facts of why you overeat when you’re
watching a show because it can happen

al detail where• More facts to back up the information
possible; additional• Give a description about what HPV is for people who do not

know and how one might contract this posts created when
more in-depth infor-
mation was request-
ed

Inclusion of source
material from vari-

Demands for greater transparency
and verification concerning the ori-

Reinforce source or
suggestions on
source

• Make sure any links provided and information listed is factual
and from a trusted source.

gins or credibility of the information
presented in post; any suggestion

ous outlets and im-
proved transparen-

• The “doctor” needs to have credentials posted so he is more
believable. Anyone can say they are a doctor.

cy of source materi-
al across posts

about the source materials or the
need to further elaborate on them;
avoid certain sources due to local

• I would add sources that you could click on so you could read
on more about it

• Maybe linking sites to help people quit
political climate, testimonials must • We are just a very politically charged town, I know some will

see CNN and just avoid itseem trustworthy, such as those
from partnering with influencers.
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Resultant modifica-
tions

Example quote on how to improve postsDefinitionTheme

Subtitles added to
video posts, empha-
sis on images that
align with main
messages, in-
creased use of inter-
active posts like
polls, addition of
posts with real-
world rural EAs
for relatability

• Add subtitles
• I would tell a story to help build common ground with people

who are addicted
• Maybe get a more attractive guy have him lose the hat, people

stop scrolling for people pleasing to the eye
• Explain why quitting nicotine is hard and not to beat yourself

up if you can’t quit immediately
• If she was wearing reflective clothing it'd get the point across

better.
• I would show examples of what could happen, perhaps provide

stories from real life people as well
• I’d be more likely to click on a poll post to also see how other

people responded

Direct and postspecific suggestions
that reflect a collection of feedback
aimed at improving the effective-
ness or engagement; recommenda-
tions on, but not limited to, enrich-
ing the informational depth, avoid
use of scare tactics, shocking words,
or condescension, keep tone posi-
tive, optimizing visual appeal,
adding interactive content, and con-
tent’s relevance and accuracy.

Suggestions on con-
tent

Revision of posts
to reduce text,
shorten videos
(limited to under 2
minutes), and ab-
breviate post cap-
tions

• I would make it a little more less detailed
• Maybe make the video a little shorter, or have graphic on the

screen with the overarching message (like the power of new
habits or something)

• This post is direct and straight to the point. It does have a lot
of text, so I would find a way to shorten the text to make it
more enticing to read.

• Limit what is said before the post. I've recently looked up the
information it is talking about but it says a bit too much before
having to click the link. 

Concerns about the overload of text
or information, highlights the need
for simplification and streamlining
in content presentation, emphasizing
that concise and clear communica-
tion often resonates better where at-
tention spans are short. Brief posts
and videos are preferred.

Too much informa-
tion presented

Unclear messages
were revised and
reviewed with
EAAB and SOAB
members and con-
tent experts to im-
prove clarity in
messaging

• I couldn't really tell if it was about limiting screen time or food
intake, and didn't really get how it was connecting them, so
maybe make the overall message/goal clearer

• Use less biased language, as it is already painting these spon-
sorships in a bad light, which will affect who clicks on the link
more than a neutral factual title

• Starting with something beside the question, or maybe a differ-
ent question. It just didn’t feel particularly intriguing.

• Make the message more clear. I do not really understand this
video

Content’s intended message is not
comprehensible or straightforward,
leading to confusion and diminished
engagement.

Unclear message

EAAB and SOAB Feedback and Resultant
Modifications
Finally, feedback from the EAAB and SOAB largely focused
on using widely recognized sources instead of smaller, more
local sources for posts due to the fact that EAAB members
stated they would feel weary of information provided by a
source they did not recognize and providing links to every
source used in the messaging as EAAB members felt the need
to vet the information for themselves in order to trust it (Table
4).

PEAK Wellness Pilot Study
There were 26 EAs who completed the pretest survey and took
part in the pilot study. Three participants were lost to follow-up
at posttest, with 23 (89%) participants completing posttests.
Participants were 85% female and 35% Hispanic, with a median
age of 23 years (SD 2.32). At pretest, many EAs reported having
elevated cancer risk factors: 53% engaged in <150 minutes of
moderate-to-vigorous physical activity weekly, 85% had low
daily intake of fruits and vegetables, 35% used nicotine products,
58% had binged alcoholic beverages in the past 30 days, 65%
were sunburned in the past 3 months, and 38% had not received
the HPV vaccination.

Among all participants there were 1060 post views (mean per
post: 16.6, mean per participant: 40.8), 346 reactions (mean per
post: 5.4, mean per participant: 13.3), and 72 comments (mean
per post: 1.2, mean per participant: 3.0). The participants viewed
most posts and reacted to some posts (Table 5). Comments from
participants on the posts included requests for more information,
and the intervention manager posted 6 responses. EAs viewed
posts on all topics a similar number of times, with most posts
receiving 16-17 views. Posts on nicotine product use, alcohol
consumption, diet, and physical activity received the most
reactions (Table 6). The higher viewership of the physical
activity posts was due in part to being the topic for the one focus
week of posts in the pilot feed. Media education posts received
the most comments. Most participants reported reading
Facebook posts from private groups in general at least once or
more per day, increasing from 58% at pretest to 77% at posttest.
Feedback about the Facebook group was largely positive: at
posttest 83% strongly agreed or agreed they would like to use
the group, thought it was easy to use (91%), felt confident using
the group (82%), and thought it was user-friendly (91.7% said
it was good, excellent, or best imaginable, Table S2 in
Multimedia Appendix 1).
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Table 5. Aggregated feedback on posts reviewed in the formative surveys (64 posts, across 26 participants).

Mean per participantMean per postTotalEngagement

40.816.61060Views

13.35.4346Reactions (eg, likes)

3.01.272Comments

Table 6. Aggregated engagement on posts reviewed in the formative surveys (64 posts, across 26 participants).

Comments, N
(mean/post)

Reactions, N
(mean/post)

Views, N (mean/post)Number of postsPost topic

14 (1.1)77 (5.9)216 (16.6)13Physical activity

10 (1.4)44 (6.3)118 (16.9)7Diet

8 (1.1)30 (4.3)115 (16.4)7Sun safety

2 (0.3)56 (9.3)99 (16.5)6Tobacco cessation

5 (0.7)52 (7.4)125 (17.9)7Alcohol reduction

4 (0.6)26 (3.7)115 (16.4)7HPVa vaccination

8 (2.7)15 (5.0)52 (17.3)3Media education

0 (0.0)2 (1.0)28 (14.0)2Family communication

aHPV: human papillomavirus.

Discussion

Principal Findings
The purpose of this paper was to illustrate the systematic,
iterative process for developing and pilot-testing a theory-based,
web intervention that engages rural EAs and promotes healthy
behaviors for cancer prevention in the United States. The process
described herein fills a gap in the existing literature on realistic
timelines, resources, and staffing required to rigorously design

a theory-based web intervention by including practical examples,
clear iterative steps in developing the intervention content, and
community engagement strategies. We demonstrated how to
combine health behavior theory, feedback from EAAB and
SOAB advisory boards, and web design to develop a robust
health intervention. Below, we describe keys to success, lessons
learned (Textbox 1), and limitations of this approach to add to
the literature on how to rigorously design reproducible
web-based interventions about healthy behaviors.

Textbox 1. Lessons learned in developing a social media–based health education intervention.

• Staffing and stakeholders: Coalescing and maintaining stakeholders required cultivating networks via dedicated personnel effort, and the strongest
stakeholder engagement resulted from continuous quarterly engagement.

• Post creation: Developing theory-informed, community-engaged content for posts required an iterative design and revision process that included
the community with stakeholders, content experts, and media experts.

• Protocols: In addition to post creation, which largely occurred before launching the intervention, protocols for handling questions and comments,
promoting audience engagement, and scheduling posts were useful for delegating tasks and enhancing the reproducibility of dynamic interventions.

Designing a successful web-based intervention required an
iterative and responsive approach to the development and testing
of post content, delivery processes, and engagement strategies.
Our process involved continuous refinement of Facebook posts,
ensuring that the posts were relevant, engaging, and theoretically
grounded. We built, tested, and revised messages based on
feedback from participants, allowing for an agile development
process that incorporated 4 groups of experts: a core intervention
post development team, health behavior content experts,
emerging adult and stakeholder organization advisory boards,
and an administrative core. Organizing these expert stakeholders
had implications for staffing and resources because it required
defining roles, maintaining iterative communication, providing
leadership, and delegating. Describing these components of the
community-engaged research process expands existing literature

by demonstrating realistic timelines, resources, and personnel
requirements. Our multi-round, expert-informed development
process reflects an agile, person-based approach consistent with
recommendations from Yardley et al [50], who emphasize
iterative refinement grounded in end user perspectives. Unlike
traditional static digital interventions, our approach involved
continuous testing and revision across multiple stakeholder
groups to increase the ability of participants to enroll in and
engage with our content, aligning with emerging literature
calling for more engaging, adaptive, and co-designed digital
health tools [51]. Our iterative process enabled us to balance
the needs and priorities of the communities we aimed to
engage—considering factors such as content sources, design
elements, and stylistic choices—alongside insights from health
behavior content experts and best practices for Facebook
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engagement. While prior social media–based cancer prevention
interventions have largely targeted older adult or urban
populations [52,53], our focus on rural EAs (ages 18-26 years)
is rare in digital intervention research. This population-specific
focus expands the literature by demonstrating how social media
messaging must be contextually adapted to audience
characteristics, including rural identity and platform use patterns.

This intervention was not only about delivering information but
also about motivating audiences to critically engage with
web-based content, underscoring the importance of strategic
engagement strategies. Given the widespread desire for reliable,
expert-driven web-based health content, our strategy involved
providing evidence-based information in the digital space.
Unlike most interventions that provide one-time educational
modules on media literacy [54-57], ours provides media literacy
education via real-time sourcing and question-and-answer
opportunities, improving responsiveness through timely
information correction and availability of content experts to
address information gaps. A unique contribution of our project
is insight into the digital skillsets required for creating a
web-based intervention (eg, web-based platform format, digital
editing, algorithm literacy). The intervention was fundamentally
community-driven, shaped by ongoing formative research,
engagement with stakeholders, and direct interactions with EAs.
Recognizing that there is no singular “perfect” message or
approach, we focused on key considerations to guide content
selection and refinement (eg, source material, visual appeal,
representativeness of rurality). While refining our messaging,
we also applied a system to assess message acceptability and
audience reception through multiple surveys with the target
population, whereas most social media-based health messaging
studies lack sufficient survey pretesting with small samples
[58,59]. This was of utmost importance because it helped us
understand which messages were and were not engaging to rural
EAs, beyond our EAAB.

Two additional strategies for web-based intervention
development emerged. The first is to include information sources
that feel reliable to participants, and here we acknowledge that
participant perceptions of reliability are critical, particularly
given that rural audiences likely differ from urban audiences in
their trust patterns in health information sources [60]. A key
component of our intervention was training users to assess the
quality of web-based information and equipping them with the
skills to evaluate content critically, which we refer to as media
education. Ideally, this media education will foster the
perception of our feed as a credible and dependable resource,
as well as help EAs make informed decisions about information
from competing sources. Second, including content experts in
user-generated engagement videos was seen as an important
strategy to enhance the credibility of the research team and the
intervention health messages. User-generated engagement videos
are a known strategy in advertising and web-based engagement
to build trust and authenticity [61], but are scarcely accepted in
academic research, which often values professionally designed
video content featuring influencers or clinical experts [62].

Designing posts that are theoretically informed and
community-engaged required an iterative process of review and
revision. In our case, it took two and a half years to develop

400 theoretically informed posts by a team that included 7 media
experts, 11 health behavior content experts, 29 community
advisors, 26 pilot study participants, and 297 formative survey
research participants. The extent of this effort is a likely reason
most social media–based interventions fail to incorporate theory
[63-66]. To balance structure with responsiveness, we adopted
an agile development process, starting with an initial library of
posts while continuously refining and expanding content in
response to EAAB and SOAB discussions, emerging health
information trends, and relevant current events. A yearlong
intervention was launched in a randomized trial in March 2025
with twice-daily posts. At the time of the trial launch, nearly
half of the posts were developed, with the remaining portion
being produced in near real-time to maintain relevance and
responsiveness to current events, and reactions and comments
from EA users. Our description of the web-based intervention
process provides rationale and justification for the inclusion of
stakeholder groups, professional networks, and research
personnel’s effort to iteratively design a robust web-based
intervention.

The pilot test provided valuable insights into the potential
acceptability of our messaging and the demographics of our
audience. A key focus was examining the prevalence of cancer
risk factors and understanding how our messages resonated with
a group of EAs by how they engaged with the messages. One
of the key lessons learned during the pilot study was the
necessity of engaging with audience comments in real-time—a
departure from traditional public health communication
approaches that historically emerge from larger organizations
and government, with little back-and-forth interaction with
individuals. This required the development of a structured
moderator protocol, including guidelines for managing post
schedules and crafting thoughtful reactions to audience
engagement, including responding to questions. We relied on
this dynamic process to uncover trends in user engagement and
tailor our final posts and schedules accordingly. This approach
should ensure that our intervention remains relevant, engaging,
and impactful.

Interestingly, none of the comments we received during the
pilot study actively disputed our messages. Instead, they
reflected EAs’genuine desire for more information, highlighting
the growing complexity of the web-based information ecosystem
and the challenges EAs face in navigating it. Determining
credible information has become increasingly challenging for
the public, underscoring the need for clear, accessible, and
responsive health communication strategies. Pretesting
participants’ views of the credibility of national and local
sources was an essential early step in intervention development
that should repeated as views of national and local health sources
may evolve over time. Adaptability in web-based public health
interventions was also essential to ensure that messaging
remained both informative and engaging in an ever-evolving
digital landscape. For example, health information from a local
source may be viewed as credible because of its familiarity to
participants or ability to relate it to a local context while
information from a national source may be seen as credible
because of name recognition and large resources to access key
information, demonstrating the nuance of how participants
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perceive credibility and the need to determine and respond to
participants’ perceptions.

Limitations
Several limitations to the generalizability of this analysis of
creating web-based health communication should be
acknowledged. Our study targeted EAs, and our analysis may
be limited to this age group, which is highly media-savvy and
among the heaviest users of digital platforms. Our development
process may also apply to interventions for middle-aged and
older adults who are also active on the web. However, it may
not fully translate as these older groups tend to have different
web-based engagement patterns (eg, higher use of different
platforms). Additionally, this formative research focused on the
Mountain West region, a geographic area with a highly rural
demographic composition compared with the rest of the United
States, which may additionally limit the generalizability of our
findings. Furthermore, the intervention is currently limited to
the Facebook platform for its wide use (even among EAs) and
private group function that enables us to exercise experimental
control in the randomized study design. However, many
Americans use other platforms for different media formats and
topics. For instance, YouTube and TikTok offer primarily
video-based content that may appeal to different demographics
or enhance engagement better than Facebook alone can achieve.
Future research could explore multi-platform strategies to extend
the reach and impact of web-based interventions across EAs
and other audiences.

The methods also had 2 limitations. The sample size for the
pilot intervention was generally small, as is common in
intervention development research [67,68], limiting the
representativeness of the EA population and the power of the
statistical tests. While the measures used in the pilot study are
well-established with good psychometric properties, they rely
on self-report, which may produce social desirability biases or

recall bias. The larger trial is designed to conduct validation
methods of these measures as well. However, we did include
observational measures (ie, Facebook metrics) of engagement
with the intervention feed in the pilot study.

Conclusions and Implications
We described a theory-informed community-engaged process
for developing a web-based health behavior change intervention,
PEAK Wellness. The methods and results provide a novel
roadmap for developing community-driven web-based
interventions. Community-engaged strategies improve the
relevance, feasibility, and cultural fit of health behavior
interventions by incorporating community priorities and
contextual knowledge into design and pilot-testing. Such
approaches can increase recruitment, retention, and
implementation potential, while promoting equity and shared
ownership, which is especially important in social media
interventions that are implemented in geographically diverse
areas. These benefits, however, come with added demands for
time, partnership building, and iterative adaptation. The
resources and effort required to appropriately engage
stakeholders, researchers, and the target population, rural EAs,
were substantial but essential for developing an engaging and
acceptable intervention. This study provides insight that can be
used to enhance the rigor and reproducibility of social media
intervention designs and facilitate realistic planning of
procedures for future web-based health behavior interventions.
Testing of the PEAK Wellness intervention has recently
commenced in a rigorous pragmatic trial, using a randomized
stepped-wedge design, enrolling EAs aged 18-26 years in rural
counties in the Western United States. Our dynamic, iterative
intervention development process will allow us to remain
responsive to the evolving digital landscape while maintaining
a foundation of evidence-based communication to promote
cancer risk reduction among our sample of rural EAs.
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Abstract

Background: Hypertension remains a major global health challenge, significantly increasing cardiovascular and all-cause
mortality risks. While exercise therapy is effective, conventional approaches face limitations in accessibility and personalization,
compromising adherence. Artificial intelligence (AI)–assisted remote rehabilitation enables real-time monitoring and personalized
guidance, offering a promising alternative. Nevertheless, its clinical benefits and applicability require further systematic validation.

Objective: This study aimed to evaluate the efficacy of an 8-week AI-assisted telerehabilitation program on improving exercise
capacity and related health outcomes in patients with hypertension.

Methods: This prospective, dual-arm, parallel, open-label, randomized controlled trial enrolled 62 patients with hypertension
recruited via convenience sampling. Participants were adults aged between 18 and 75 years with a confirmed hypertension
diagnosis who were excluded for severe cardiac complications, recent myocardial infarction, unstable angina, or physical disabilities
preventing exercise. The participants were randomly assigned (1:1) to an intervention group that received AI-assisted remote
rehabilitation plus routine health education, or a control group that received health education and conventional offline exercise
guidance. The supervised exercise program included warm-up, cardiorespiratory endurance, strength resistance, balance, and
flexibility training, followed by a cooldown. Sessions lasted between 30 and 50 minutes and were performed at least 3 times
weekly for 8 weeks. Assessments at baseline and 8 weeks included the 6-minute walk test (6MWT), cardiopulmonary exercise
testing (CPET), International Physical Activity Questionnaire (IPAQ), Short-Form Health Survey 12 (SF-12), Patient Health
Questionnaire-9 (PHQ-9), Generalized Anxiety Disorder-7 (GAD-7), exercise self-efficacy, blood pressure (BP), body weight,
handgrip strength, and other health-related indicators. The primary outcome was the change in 6-minute walk distance (6MWD).
Data were analyzed according to the intention-to-treat principle.
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Results: Throughout the 8-week intervention period, no serious adverse events related to the AI-assisted telerehabilitation
intervention occurred. After 8 weeks, the intervention group demonstrated significantly greater improvements than the control
group in 6-minute walk distance (6MWD; adjusted mean difference 62.77, 95% CI 26.33-99.22; P=.002), systolic BP reduction
(adjusted mean difference 4.11, 95% CI 0.11-8.28; P=.046), IPAQ score (adjusted mean difference 658.96, 95% CI 159.23-1158.69;
P=.011), exercise self-efficacy score (adjusted mean difference 21.71, 95% CI 13.59-29.82; P<.001), total exercise time (adjusted
mean difference 98.24, 95% CI 49.39-147.08; P=.001) peak oxygen uptake (peak VO2) (adjusted mean difference 3.39, 95% CI
0.49-6.29; P=.026), and peak oxygen uptake percent predicted (peak VO2%pred) (adjusted mean difference 11.58, 95% CI
2.06-21.10; P=.021).

Conclusions: Compared with conventional exercise rehabilitation, AI-assisted remote rehabilitation was found to improve
exercise capacity, boost regular physical activity and exercise self-efficacy, and aid in systolic BP control among patients with
hypertension. This study positioned AI-assisted rehabilitation as a scalable and effective strategy for real-world hypertension
management. It further contributes actionable guidance for developing effective home-based exercise strategies tailored to
populations with hypertension.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2300076451; https://www.chictr.org.cn/showproj.html?proj=208353

(J Med Internet Res 2026;28:e81400)   doi:10.2196/81400

KEYWORDS

hypertension; artificial intelligence; telerehabilitation; lifestyle change; exercise habit formation; randomized controlled trial

Introduction

Hypertension is a major public health concern with an enormous
economic and social burden [1]. The World Health Statistics
2023 report by the World Health Organization (WHO) states
that the worldwide prevalence of hypertension reached 33%,
and it remains an upward trend in the context of global aging
[2]. Given the high prevalence and severity of hypertension,
there is an urgent need to implement effective, widely available,
and sustainable strategies for its management.

Current interventions for hypertension are divided into
pharmacological and nonpharmacological treatments. While
pharmacological therapy effectively lowers blood pressure (BP)
and remains the clinical mainstay [3,4], its benefits are often
limited by poor adherence and the risk of BP rebound upon
discontinuation, which elevates the risk of major cardiovascular
events [5,6]. In contrast, nonpharmacological management
focuses on lifestyle modifications, such as regular physical
activity, dietary changes (eg, salt intake restriction), and weight
management. The health benefits of exercise are
well-established—regular moderate-to-high intensity aerobic
activity can reduce BP by an average of 11/5 mm Hg [7].
Furthermore, its efficacy in lowering BP may be comparable
to that of pharmacological interventions [8].

Regular exercise, a key nonpharmacological intervention,
significantly reduces hypertension risk, improves BP control,
and plays a vital role in its prevention and management [9].
Regular exercise not only significantly lowers BP but also helps
regulate weight, improve lipid and blood sugar levels, and
promote overall metabolic function. Engaging in moderate
physical exercise before the onset of hypertension, combined
with a healthy lifestyle, can reduce the incidence of primary
hypertension by 54% [10]. Moderate exercise can help delay
the progression of hypertension, while excessive exercise may
cause BP to rise, thereby increasing the risk of cardiovascular
and cerebrovascular diseases. However, the current state of
physical activity in patients with hypertension is not

encouraging. Patients with hypertension report being less
physically active compared with individuals without
hypertension, and they are less likely to meet physical activity
recommendations [11]. Furthermore, they often encounter
numerous obstacles when it comes to maintaining regular
physical activity, such as a lack of self-efficacy, social support,
and adequate supervision [12]. Therefore, selecting appropriate
exercise methods and training approaches for patients with
hypertension is of great significance for their BP management
[13,14].

The rapid development of digital therapeutics in recent years
has the potential to be an important part of BP management in
the future [15]. It is an emerging, promising field of medicine
that aims to implement lifestyle changes and ultimately facilitate
disease management using software programs such as
smartphone applications and device algorithms [16,17]. Digital
therapeutics are gaining ground in the fields of medicine and
health care, and the HERB Digital Hypertension 1 (HERB-DH1)
pivotal trial conducted in Japan is one such success case [18].
Although there are many mobile technologies available for
improving BP management, unfortunately, only a few of them
have been developed with the involvement of health care
professionals or medical organizations, and the evidence of their
long-term benefits in terms of BP management is still scarce
[19,20]. Meanwhile, existing digital therapeutics (such as the
HERB-DH1 behavioral algorithm) face limitations due to the
absence of real-time motion feedback mechanisms, making it
challenging to effectively monitor and ensure patient adherence
to exercise prescriptions. This technological gap highlights the
medical potential of 3D skeletal pose recognition technology.
By capturing and analyzing human motion data, this technology
enables real-time corrective guidance and dynamically adaptive
interventions, serving as an intelligent monitor that safeguards
exercise safety and efficacy.

Among numerous artificial intelligence (AI) technologies,
posture recognition, as a technology capable of understanding
and interpreting human behavior, is gradually becoming a hot
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topic of research. As an important branch of AI, posture
recognition technology enables machines to better understand
human behavior by capturing, analyzing, and interpreting human
movements, thereby achieving a leap forward in human-machine
interaction. Posture recognition technology detects the position
and orientation of a person or object from a video or image and
can significantly improve the accuracy and quality of
telerehabilitation services [21]. Human posture estimation
techniques use input data, such as images, to help with
reconstructing human representations to assist in measuring
changes in patient movement and assessing limb or joint
function [22] and to provide feedback during the treatment
process to help patients understand and correct postural errors.
Research has shown [23] that an AI-based telerehabilitation
system, combined with 3D posture recognition technology, can
be a viable alternative to exercise intervention for patients with
sarcopenia. In our previous work in the field of low back pain
using AI-assisted telerehabilitation technology, we found that
AI-assisted multimodal movement-based telerehabilitation could
significantly improve patients’ lower back pain and provide
better therapeutic outcomes than traditional movement-based
telerehabilitation [24]. This technology significantly improves
the accuracy of training guidance through high-precision motion
capture and real-time feedback mechanisms, and its intervention
effect is equivalent to that of traditional face-to-face training
and conventional telerehabilitation programs, while optimizing
the quality of standardized execution of rehabilitation training.
However, there is insufficient evidence in the field of
hypertension.

Considering the above, we utilized a novel smartphone app,
developed under the guidance of health care professionals, to
address this need. This app was designed to help patients with
hypertension develop a habit of regular physical activity and
improve their overall quality of life. Its advantage lies in
providing online, personalized exercise prescriptions, thereby
enabling a scientific, effective, and targeted remote training
intervention. Accordingly, this study aimed to examine the
effects of this AI-assisted remote rehabilitation system on
exercise capacity, self-efficacy, psychological well-being, and
related health indicators in patients with hypertension. We
hypothesized that this intervention would positively influence
these treatment outcomes compared to usual care.

Methods

Study Design
This study was a multicenter, open-label randomized controlled
trial conducted in Guangdong Provincial People's Hospital
(Guangzhou, China) and Zhujiang Hospital, Southern Medical
University (Guangzhou, China), 2 large tertiary care hospitals
in southern China. The reporting of this trial conformed to the
CONSORT (Consolidated Standards of Reporting Trials)
guidelines for randomized controlled trials, and the study
protocol adhered to the SPIRIT (Standard Protocol Items:
Recommendations for Interventional Trials) checklist
(Multimedia Appendix 1) [25,26]. The study was prospectively
registered in the Chinese Clinical Trial Registry
(ChiCTR2300076451) on October 9, 2023.

Ethical Considerations

Overview
This study was conducted in accordance with the principles of
the Declaration of Helsinki and relevant Chinese regulations
governing clinical research. The study protocol was reviewed
and approved by the ethics committee of Zhujiang Hospital,
Southern Medical University (2023-KY-190-01). The study
was also filed in the Medical Research Registration Information
System of the National Health Commission of China. All
participants provided written informed consent prior to
enrollment. The consent form detailed the study objectives,
procedures, potential risks and benefits, and participants’ rights.
For participants who were unable to continue the study due to
health or personal reasons, data were retained and analyzed in
accordance with the intention-to-treat principle, as approved by
the ethics committee.

Privacy and Confidentiality
All participant data were deidentified prior to analysis. Personal
information and medical records were stored securely and
accessible only to authorized research personnel. Specifically,
for the AI-assisted telerehabilitation, the technology platform
was designed to safeguard privacy by not recording any personal
identifiers (eg, real names or ID numbers). Unless users
explicitly opted in for video recording, the system did not
capture or store any recognizable video footage. Instead, it
processed the video stream in real time to extract only the
coordinate data of 17 skeletal key points, using this anonymized
information to compute exercise completion and quality scores.
Data anonymity was maintained throughout the study and in
all publications.

Compensation
Participants did not receive financial compensation for their
involvement in the study. However, they were provided with
free health education materials and access to the AI-based
telerehabilitation application during the intervention period.

Use of Images and Identifiable Information
The images included in this paper (eg, app interfaces, training
scenarios) do not contain any identifiable images of the
participants. All screenshots and illustrations are system display
interfaces and have been obtained with the consent of the system
owner and the person who took the photos. Therefore, no
additional consent for image publication was required.

Participant Selection and Recruitment
Recruitment was conducted from November 2023 to October
2024. Given the pragmatic nature of this trial and the need to
consecutively enroll eligible patients, a convenience sampling
method was employed. Participants were recruited from the
cardiology outpatient clinic and via community advertisements.
Participants were primarily recruited from the cardiology
outpatient clinics of Guangdong Provincial People's Hospital
(Guangzhou, China) and Zhujiang Hospital, Southern Medical
University (Guangzhou, China), and through community
advertisements in the surrounding areas.
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Recruitment information was disseminated through a
combination of online and traditional channels. Online strategies
included utilizing social media platforms, such as WeChat, to
publish recruitment announcements and conduct preliminary
online screenings. Traditional methods involved on-site activities
(eg, setting up recruitment booths in hospitals and communities
to provide briefings and answer questions directly), physician
referrals from established partnerships, and the distribution of
printed leaflets and posters.

Inclusion and Exclusion Criteria

Inclusion Criteria
The inclusion criteria were as follows: age 18 to 75 years;
diagnosis of essential hypertension, defined as an office systolic
blood pressure (SBP) ≥140 mmHg and/or diastolic blood
pressure (DBP) ≥90 mmHg; no cognitive impairment or mental
illness; passed the physical activity readiness questionnaire
screening or approved by a physician prior to participation;
ability to communicate normally and cooperate with the
questionnaire survey; not participating in other research
involving healthy lifestyle promotion, particularly physical
exercise; no prior exercise habit, defined as exercising less than
3 times per week for under 30 minutes per session; and
ownership of a smartphone with access to WeChat and the
internet.

Exclusion Criteria
The exclusion criteria were as follows: patients with severe or
ineffectively controlled hypertension (SBP ≥180 mmHg and/or
DBP ≥110 mmHg at rest); patients with pulmonary
hypertension, severe hypertension, hypertensive crisis, unstable
stage III hypertension, hypertensive encephalopathy, acute
hypertension, or other serious complications such as severe
arrhythmia, tachycardia, heart failure, unstable angina pectoris,
or obvious adverse reactions to antihypertensive drugs with
failure to control; patients with malignant tumors or
hypertension combined with left ventricular ejection fraction
<55%, aortic, mitral, tricuspid, or pulmonary stenosis, severe
mitral, tricuspid, or pulmonary valve insufficiency, hypertrophic
cardiomyopathy, acute infection, fundus hemorrhage, diabetic
acidosis, gangrene of the lower limbs, severe hypothyroidism,

or renal insufficiency; patients with motor organ injury who
underwent bone or joint surgery within the past year, such as
hip or knee replacement or spine surgery; patients unable to
understand or answer questions or complete questionnaires due
to subjective or objective reasons; and participants considered
unsuitable for clinical trials by the researchers.

Sample Size
In this study, the sample size was calculated using the 6-minute
walk test (6MWT) distance as the primary outcome indicator.
According to the relevant literature [27,28], telemedicine has
been shown to improve exercise capacity and physical function
in patients with cardiovascular disease. Setting the minimal
clinical difference significance (>33 m), 2-sided α=.05, and the
test power 1-β 0.90. Calculations were performed using PASS
software (version 15.0; NCSS LLC). Considering the loss and
refusal rate of 20%, a minimum of 29 participants for each group
was required, for a total of at least 58 participants.

Randomization and Blinding
Block randomization was performed using SAS software
(version 9.3; SAS Institute Inc) to ensure balanced group sizes
and prevent the potential for imbalance inherent in simple
randomization. The randomization process allocated participants
to either the intervention or control group using a block size of
6, across a total of 10 blocks, to generate the random sequence
and obtain group allocations. The allocation sequence was
concealed using opaque, sealed envelopes. All researchers
responsible for patient recruitment and data collection were
blinded to the sequence generation and were not involved in
preparing the concealment envelopes.

Interventions

Remote Exercise Rehabilitation
Based on hypertension health education and exercise guidance,
the intervention group used the “rehabilitation exercise
prescription” App (RaphAI Health Technologies Limited) to
carry out AI-assisted remote rehabilitation exercise intervention
(Figure 1). The specific procedures included are detailed as
follows.
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Figure 1. Interface demonstration of the “Rehabilitation Exercise Prescription” mobile app used for artificial intelligence (AI)–assisted telerehabilitation.
A: main landing page of the app; B: interface showing a personalized exercise prescription generated for a participant; C: screen displayed upon
completion of an exercise session, summarizing performance metrics.

Assessment
Medical history was collected using the online assessment
questionnaire, and each patient’s general condition was
evaluated through a combination of physical examination and
questionnaire results. The assessment included (1) general
information, including basic information (name, gender, age,
contact information), behavioral data (smoking, drinking habits,
eating habits), and medical history (past medical history, history
of hypertension treatment, family history of hypertension, BP
measurement); (2) current physical activity level (regular
exercise, type and frequency of exercise); (3) anthropometric
data (height, weight, waist circumference, and hip
circumference); (4) the American Heart Association (AHA)/
American College of Sports Medicine (ACSM) Health/Physical
Fitness Preexercise Screening Questionnaire; (5) physical fitness
assessments (cardiorespiratory endurance, strength, coordination,
flexibility and balance assessment); and the (6) Physical Activity
Readiness questionnaire (PAR-Q).

Exercise Prescription Generation and Delivery
For the prescription generation, 4 personalized cardiopulmonary
rehabilitation prescriptions were customized according to the
standards of the ACSM. After the assessment, the system
determined the patient's risk stratification according to the
self-assessment and offline assessment results and automatically
generated exercise prescriptions.

The prescription was pushed to the patient 5 times a week for
30 to 50 minutes each time on a regular basis and was required
to be completed at least 3 times a week. The content included
warm-up, cardiopulmonary endurance training, strength
resistance training, balance training, flexibility training, and
cooldown.

AI Technology and Motion Capture Framework
The “Rehabilitation Exercise Prescription” app was built upon
an AI engine that integrated TensorFlow, an open-source
machine learning library, with the OpenPose architecture for
real-time human pose estimation. This system employed a
bottom-up approach using Part Affinity Fields to detect 17 key
body joints (including eyes, nose, ears, shoulders, elbows, wrists,
hips, knees, and ankles) and assembled them into a full-body
skeleton without the need for physical markers. By processing
video frames from the smartphone camera, the system tracked
the coordinate changes of these skeletal key points across
consecutive frames to quantify and analyze patient movement
in real time.

Rehabilitation Training
The patients were trained according to the exercise prescription
pushed by the app, and the action explanation was provided
during the training. Computer AI visual recognition technology
was used to identify 17 key bone points in the camera in a
markerless way to monitor the training data in real time,
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calculate the angle and displacement of different parts of the
body in real time, and provide intelligent feedback and

corrective guidance (Figure 2).

Figure 2. Examples of an artificial intelligence (AI)–assisted telerehabilitation process using the “Rehabilitation Exercise Prescription” app in patients
with hypertension. A: scene during participant training; B: mobile interface showing real-time video and AI movement guidance.

Follow-Up and Optimization
After each training, the system automatically sent the perceptual
experience score and the training report. The report included
the overall score (three grades: A, B, and C), completion degree,

accuracy, and time for each action, and generated an exercise
diary. To enhance adherence, the system also incorporated an
automated reminder function that pushed notifications to prompt
users to initiate their scheduled training sessions (Figure 3).

J Med Internet Res 2026 | vol. 28 | e81400 | p.863https://www.jmir.org/2026/1/e81400
(page number not for citation purposes)

Yao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Postexercise evaluation and records via the “Rehabilitation Exercise Prescription” app. A: automatically generated assessment reports at the
end of exercise; B: automated exercise diary recording interface.

We provided immediate consultation and guidance to
participants through online dialogue platforms such as WeChat
or telephone follow-up, answered participants’questions during
the exercise process, and adjusted the training program to suit
each patient’s actual situation. In addition to in-program exercise
training, the suitability of higher intensity exercise for
participants depended on patient feedback, remotely monitored
exercise performance data, and the results of weekly online and
telephone consultation feedback from the participants. The
exercise program could also be adjusted, and specific exercises
could be changed for individual participants if the current
exercise intensity could not be achieved.

We conducted weekly online consultations or telephone
follow-ups to quantify follow-up data and optimize exercise
prescriptions. If the participants were unable to adapt to the
current intensity, the exercise program was adjusted and replaced
with a specific exercise.

Control Group
Participants in the control group received routine verbal health
education on hypertension based on the current guidelines. This
covered lifestyle guidance for hypertension, including dietary
education emphasizing low-salt diets, balanced nutrition, alcohol
restriction, adequate hydration, weight management, healthy
food choices, psychological adjustment, smoking cessation
guidance, sleep management, and advice on reducing disease
risk and understanding medication. They also received exercise
prescriptions, including warm-up, aerobics, strength, balance,
and flexibility training types, intensity, and frequency, from the
same movement library as the trial group. The prescription was
30 to 50 minutes per session, and patients were advised to
complete it 5 times per week and required to complete it at least
3 times per week. Upon enrollment, the research team distributed
the Hypertension Rehabilitation Handbook to all participants.
This handbook was developed based on relevant guidelines
[29-33] and covers the following topics: the definition and
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classification of hypertension, common misconceptions,
prevalence statistics, explanations of hazards, risk factor
analysis, identification of susceptible populations, methods of
early detection and diagnosis, techniques for self-BP
measurement, prevention and treatment guidelines,
recommendations for lifestyle adjustments, guidance on exercise
rehabilitation, and guidance on medication. During the study
period, control group participants only received necessary BP
measurements and safety assessments at follow-up points, with
no active exercise supervision or feedback on execution quality.

Statistical Analyses
All analyses were performed using SPSS statistical software
(version 26.0; IBM Corp). Analyses were conducted according
to the intention-to-treat principle and according to the
intervention group to which participants were originally
assigned, regardless of adherence to the intervention. Continuous
variables are described as mean (SD) or median (IQR), and
categorical variables are described as numbers (percentages).
The baseline characteristics between groups were compared
using independent t tests, Mann-Whitney U tests, or chi-square
tests, as appropriate.

Missing data were handled using multiple imputations. The
mechanism of missingness was evaluated using the missing
completely at random (MCAR) test. The imputation procedure
was performed using the fully conditional specification method,

and we generated 50 imputed data sets to ensure efficiency and
stability. The imputation model included all primary and
secondary outcome variables, the treatment group, and auxiliary
variables (eg, age and sex).

Between-group differences in primary and secondary outcomes
were assessed using analysis of covariance (ANCOVA), with
the 8-week measurement as the dependent variable and the
baseline value as a covariate. Primary analysis was conducted
on each of the 50 imputed data sets. The results were
subsequently pooled to generate the final estimates, along with
their 95% CIs and P values. The significance level was set at
P<.05 for all statistical tests.

Results

Study Population
A total of 62 participants were included in this study, 31 each
in the intervention and control groups. During the follow-up
period, 2 people in the intervention group discontinued exercise
intervention due to sudden illness, 1 person was unable to
exercise for personal reasons, 1 person in the control group was
unable to exercise for physical reasons, and 3 people were
unable to adhere to exercise for personal reasons. Finally,
according to the principle of intention-to-treat analysis, 31
people in the intervention group and 31 people in the control
group were included (Figure 4).

Figure 4. Flowchart of the study process.
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The average age of the participants overall was 52.95 (SD 11.46)
years old. The average age of the intervention group was 50.48
(SD 9.44) years, and the average age of the control group was
55.42 (SD 12.86) years; there was no statistically significant
difference between the 2 groups. Males accounted for 58%
(n=36) and females accounted for 41.9% (n=26) of the
participants. The average SBP was 128.87 (SD 12) mmHg, and
the average DBP was 85.02 (SD 8.82) mmHg. The mean

duration of hypertension was 7.14 (SD 7.5) years. The
classification of hypertension was mainly grade 1 hypertension,
accounting for 88.7% (n=55) of cases. The proportions of
low-intensity, moderate-intensity, and high-intensity physical
activity were 25.8% (n=16), 61.3% (n=38), and 12.9% (n=8),
respectively. The results showed that the baseline data of the 2
groups were balanced, and there were no statistically significant
differences (Table 1).
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Table 1. Baseline characteristics of patients with hypertension in the artificial intelligence (AI)-assisted telerehabilitation randomized controlled trial
(N=62).

P valueIntervention group (n=31)Control group (n=31)All participants (n=62)Characteristic

.0950.48 (9.44)55.42 (12.86)52.95 (11.46)Age (years), mean (SD)

.61Gender, n (%)

19 (61.3)17 (54.8)36 (58)Male

12 (38.7)14 (45.1)26 (41.9)Female

.771.64 (0.06)1.64 (0.09)1.64 (0.07)Height (m), mean (SD)

.5964.53 (11.57)66.32 (14.54)65.42 (13.06)Weight (kg), mean (SD)

.6823.86 (3.40)24.21 (3.37)24.03 (3.35)BMI (kg/m2), mean (SD)

.82Education, n (%)

2 (6.5)2 (6.5)4 (6.5)Primary and below

6 (19.4)3 (9.7)9 (14.5)Junior high school

5 (16.1)8 (25.8)13 (21)High school/technical secondary
school

18 (58.1)18 (58.1)36 (58.1)College/bachelor’s degree or
above

.72Smoking history, n (%)

4 (12.9)5 (16.1)9 (14.5)Yes

27 (87.1)26 (83.9)53 (85.5)No

.74Drinking history, n (%)

6 (19.4)5 (16.1)11 (17.7)Yes

25 (80.6)26 (83.9)51 (82.3)No

.59Operation history, n (%)

20 (64.5)22 (71)42 (67.7)Yes

11 (35.5)9 (29)20 (32.3)No

.69128.26 (9.33)129.48 (14.32)128.87 (12)Systolic BPa (mm/Hg), mean (SD)

.9985 (8.13)853 (9.60)85.02 (8.82)Diastolic BP (mm/Hg), mean (SD)

.732.85 (1.51)2.62 (1.66)2.73 (1.57)Amount of medication, mean (SD)

.742.04 (1.02)1.93 (0.92)1.98 (0.96)Number of comorbidities, mean (SD)

.527.80 (7.63)6.57 (7.51)7.14 (7.50)Duration of hypertension (years),
mean (SD)

.14Grading of hypertension, n (%)

27 (87.1)28 (90.3)55 (88.7)1

4 (12.9)1 (3.2)5 (8)2

0 (0)2 (6.5)2 (3.2)3

.20IPAQb physical activity level, n (%)

9 (29)7 (22.6)16 (25.8)Low

16 (51.6)22 (71)38 (61.3)Middle

6 (19.4)2 (6.5)8 (12.9)High

bBP: blood pressure.
cIPAQ: International Physical Activity Questionnaire.

Data Availability and Handling of Missing Data
The extent of missing data at the 8-week follow-up was detailed
in Tables S1 and S2 in Multimedia Appendix 2. The proportion

of missingness for the primary outcome, 6-minute walk distance
(6MWD), was 6.5% (4/62). For secondary outcomes, the
missingness ranged from 0% to 14.5%. A dedicated subsample
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of 24 participants underwent cardiopulmonary exercise testing
(CPET), among whom the missing rate for all CPET indexes
was 12.5% (3/24; Table S2 in Multimedia Appendix 2). The
MCAR test was performed on the data set for the entire cohort
(χ²596 = 557.85; P=.87) and separately on the CPET (χ²12=0;
P>.99). Both results were statistically nonsignificant, which
meant that the data were missing completely at random.
Therefore, multiple imputation was deemed appropriate and
employed to handle missing values in the primary analyses.

Comparison of Primary and Secondary Outcomes
There were no significant differences in waist circumference,
hip circumference, grip strength, 6MWD, anxiety and

depression, quality of life, and exercise self-efficacy scores
between the 2 groups at baseline, indicating that the baseline
levels of the indicators were comparable between the 2 groups
before intervention.

The difference results showed that after the intervention, there
were statistically significant differences in 6MWD (adjusted
mean difference 62.77, 95% CI 26.33-99.22; P=.002), SBP
reduction (adjusted mean difference 4.11, 95% CI 0.11-8.28,
P=.046), IPAQ physical activity level (adjusted mean difference
658.96, 95% CI 159.23-1158.69; P=.011), exercise self-efficacy
score (adjusted mean difference 21.71, 95% CI 13.59 to 29.82;
P＜.001), between the 2 groups (Table 2).
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Table 2. Comparison of primary and secondary health outcomes before and after the 8-week intervention in patients with hypertension.

P valuea
Between-group differ-
ence at 8 weeks

Control group

(n=31)

Intervention group

(n=31)Outcome

Adjusted mean differ-
ence (95% CI)

After (week 8)Before (week 0)After (week 8)Before (week 0)

.002 c62.77 (26.33-99.22)449.43 (94.60)448.57 (138.53)528 (69.54)472.05 (79.58)6MWDb (m), mean
(SD)

.01658.96 (159.23-
1158.69)

1464 (1016.7-
51924.50)

897 (636-1386)1983 (1597.25-
3037.50)

1386 (510-2190)IPAQd

(METe-min/week),
median (IQR)

.85–0.14 (–1.64 to 1.36)2.75 (1.82)5.13 (4.49)2.72 (3.31)6.03 (3.91)PHQ-9f, mean (SD)

.65–0.23 (–1.26 to 0.80)2.25 (1.68)4.48 (4.21)2.41 (2.20)6.23 (4.38)GAD-7g, mean (SD)

SF-12h, mean (SD)

.690.66 (–2.64 to 3.96)47.26 (6.65)42.64 (9.06)47.51 (6.12)41.38 (6.86)PCSi, mean (SD)

.890.19 (–2.68 to 3.07)54.18 (5.04)46.34 (10.16)54.37 (5.20)46.28 (10.17)MCSj, mean (SD)

＜.00121.71 (13.59-29.82)62.85 (12.67)60.93 (28.37)84.23 (15.84)52.96 (30.02)Exercise self-efficacy,
mean (SD)

.053–1.02 (–1.96 to 0.08)66.66 (14.27)66.32 (14.54)63.92 (11.04)64.53 (11.57)Weight (kg), mean
(SD)

.880.12 (–1.54 to 1.78)88 (9.40)88.03 (9.31)86.84 (9.80)86.68 (9.76)Girth (cm)

.96–0.06 (–2.49 to 2.37)97.71 (8.43)98.45 (8.16)96.48 (7.61)97 (8.03)Hipline (cm)

.334.39 (–4.67 to 13.44)27.70 (8.81)26.49 (6.25)35.89 (11.23)32.87 (10.68)Right grip strength
(kg), mean (SD)

.254.85 (–3.68 to 13.38)26.73 (9.71)25.71 (6.27)34 (11.24)29.68 (10.16)Left grip strength
(kg), mean (SD)

.0464.11 (0.11-8.28)120.92 (7.15)129.96 (15.21)116.63 (7.64)128.30 (9.28)Systolic BPk (mm/Hg)

.431.81 (–2.72 to 6.35)77.71 (9.16)85.25 (9.29)75.56 (8.79)84.52 (8.24)Diastolic BP (mm/Hg)

aThe significance level was set at P<.05.
b6MWD: 6-minute walk distance.
cThe italicized values are the P value of the primary outcome.
dIPAQ: International Physical Activity Questionnaire.
eMET: metabolic equivalent of task.
fPHQ-9: Patient Health Questionnaire-9.
gGAD-7: Generalized Anxiety Disorder-7.
hSF-12: Short-Form Health Survey 12.
iPCS: Physical Component Summary.
jMCS: Mental Component Summary.
kBP: blood pressure.

After the intervention, the comparison of cardiopulmonary
exercise test indexes between the 2 groups, total exercise time
(adjusted mean difference 98.24, 95% CI 49.39-147.08;
P=.001)，peak oxygen uptake (peak VO2) (adjusted mean
difference 3.39, 95% CI 0.49-6.29; P=.026) and peak oxygen
uptake percent predicted (peak VO2%pred) (adjusted mean

difference 11.58, 95% CI 2.06-21.10; P=.021) were statistically
significant, and the exercise time of the intervention group was
significantly longer than that of the control group. There was
no significant difference in Watt, respiratory exchange rate,
anaerobic threshold, anaerobic threshold %pred, HR rest, and
HR peak between the two groups (Table 3).
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Table 3. Comparison of cardiopulmonary exercise test (CPET) indices at baseline and after the 8-week intervention for both study subsample groups
(N=24).

P valuea
Between-group difference
at 8 weeks

Control group

(n=12)

Intervention group

(n=12)Outcome

Adjusted mean difference
(95% CI)

After (week 8),
mean (SD)

Before (week 0),
mean (SD)

After (week 8),
mean (SD)

Before week 0),
mean (SD)

.00198.24 (49.39-147.08)457.63 (37.37)481.67 (110.11)564.29 (71.38)472.17 (89.47)Exercise time (s)

.3117.08 (–18.29 to 52.44)93.35 (45.76)97.33 (35.71)131.71 (34.63)112.17 (35.51)Maximum load (Watt)

.303.75 (–3.77 to 11.27)81.75 (12.43)78.17 (19.72)88.57 (8.42)74.50 (11.29)Maximum load %pred

.980.00 (–0.12 to 0.12)1.22 (0.11)1.18 (0.10)1.22 (0.09)1.20 (0.13)RERb

.033.39 (0.49-6.29)19.56 (4.35)19.98 (4.44)23.80 (2.89)21.50 (4.80)Peak VO2
c (ml/min/kg)

.0211.58 (2.06-21.10)73.25 (14.96)76.25 (15.47)82.57 (5.80)66.75 (9.78)Peak VO2%predd

.231.54 (–1.08 to 4.16)12.60 (3.31)12.70 (2.48)14.13 (2.03)13.63 (3.01)Anaerobic threshold
(ml/min/kg)

.265.05 (–4.29 to 14.38)46.88 (8.92)48.83 (10.24)49.86 (7.90)42.08 (7.35)Anaerobic thresh-
old%pred

.920.69 (–14.43 to 15.80)84.63 (17.35)77.67 (15.71)89.43 (13.45)90.58 (17.90)HRe at rest (bpm)

.89–0.98 (–16.04 to 14.09)138.13 (27.61)134.42 (27.54)154.29 (21.01)155.50 (22.18)HR at peak (bpm)

aThe significance level was set at P<.05.
bRER: respiratory exchange rate.
cPeak VO2: peak oxygen uptake.
dPeak VO2%pred: peak oxygen uptake percent predicted.
eHR: heart rate.

The CPET data in this study were obtained from only a subset
of participants. As shown in Table S3 in Multimedia Appendix
2, no statistically significant differences were observed between
the 2 groups across all key baseline characteristics. This
indicated that although only a subset of participants completed
the CPET, they constituted a representative random sample
from the overall population rather than a group with systematic
bias. Throughout the 8-week intervention period, no serious
adverse events related to the AI-assisted telerehabilitation
intervention were reported.

Discussion

Principal Findings
The therapeutic effects of AI-assisted remote rehabilitation
training on patients with hypertension were examined in this
study. This study demonstrated that AI-assisted training based
on 3D skeletal pose recognition significantly improved exercise
capacity and BP and increased exercise self-efficacy in patients
with hypertension, superior to usual care.

The Effect of AI-Assisted Remote Exercise
Rehabilitation on Participants With Hypertension
Exercise rehabilitation for patients with hypertension is of great
significance. It can not only effectively reduce BP level but also
significantly improve cardiovascular function, thereby
improving the quality of life for patients. However, there are
some limitations in the current rehabilitation treatment of
hypertension, such as the fact that patients frequently lack

objective supervision and quality assurance during exercise
implementation. This indicates that factors such as the specific
execution methods of prescribed regimens, dosage standards,
and the risk of muscle injury from nonstandardized exercises
in home environments cannot be effectively safeguarded. This
phenomenon not only significantly diminishes the effectiveness
of interventions but also exacerbates issues related to individual
variability. AI-based intelligent exercise rehabilitation is
expected to solve these challenges.

In this study, the intervention group performed significantly
better than the control group in terms of 6MWD, total exercise
time, and peak VO2 for cardiopulmonary exercise testing,
indicating that AI-based remote rehabilitation has a significant
effect on improving exercise endurance and cardiopulmonary
function. Peak VO2 is the core index of cardiopulmonary
exercise testing, which reflects the maximum oxygen uptake
capacity of patients during exercise and is an important standard
to evaluate cardiopulmonary function. Although the intervention
group showed significant improvement in 6MWD, the increase
in peak VO₂, although statistically significant, did not reach
the minimal clinically important difference, suggesting the need
for longer intervention duration or a more precise exercise
prescription. For objective equipment reasons, cardiopulmonary
exercise testing was performed in only 24 of 62 participants
before and after the intervention. CPET data were obtained from
only a subset of participants. Although baseline comparisons
revealed no selection bias, future research should validate these
findings across the entire sample. Nevertheless, some remarkable
results were obtained. This study was similar to previous studies
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on telerehabilitation in several ways. McDonagh et al [34,35]
found that telecardiac rehabilitation and traditional rehabilitation
had the same effect in restoring motor function, improving
exercise capacity, and increasing physical activity; moreover,
patients in the telecardiac rehabilitation group expressed higher
satisfaction levels. There is some evidence to support greater
adherence to telerehabilitation programs, which is particularly
important in the context of health care crises (eg, due to
pandemics) and in patients living in hard-to-reach, remote, and
low- and middle-income areas. That said, the broader
applicability of telerehabilitation in chronic disease management
and remote health care still faces notable barriers—most
prominently, difficulties in smartphone use among older adults
[36]. As a key demographic for conditions like hypertension or
heart disease, many older adult patients struggle with
smartphone operation (eg, navigating apps, interpreting data
feedback) due to limited digital literacy, sensory impairments,
or tech unfamiliarity, which hinders engagement and risks
widening health disparities. Therefore, future research should
focus on assessing digital literacy’s influence on
telerehabilitation response and testing tailored strategies to
mitigate these barriers, ensuring remote care benefits diverse
older adult populations.

Lowering BP is a core objective in hypertension clinical
research. Exercise therapy, a key adjunct to pharmacotherapy,
is widely proven effective for BP reduction, with the specific
magnitude dependent on the exercise program design [37-40].
In this study, the remote rehabilitation (intervention) group
showed a significant SBP decrease (mean reduction >12 mmHg),
while no significant change was observed in DBP, a finding
that is consistent with previous studies and guidelines. The
ACSM and AHA recommend moderate-intensity aerobic
exercise for patients with hypertension, and existing research
confirms that aerobic exercise and personalized prescriptions
exert a more prominent regulatory effect on SBP [41]. The lack
of significant DBP reduction may relate to patients’ baseline
BP, medication use, or exercise intensity. Physiologically, the
significant SBP decrease can be attributed to regular
exercise—particularly the “endurance and resistance” training
used here—which regulates BP by improving endothelial
function, reducing vascular stiffness, and mitigating oxidative
stress. This aligns with findings by Guirado [42] and Kokkinos
et al [43], who noted greater BP reductions with combined
training. Additionally, no baseline intergroup BP differences
existed, but postintervention SBP differed significantly, further
validating the value of remote rehabilitation, as supported by
prior research [44]. Clinically, it is meaningful that each 3
mmHg SBP reduction lowers coronary insufficiency risk by
5% to 9%, stroke risk by 8% to 14%, and all-cause mortality
by 4% [45]. Notably, the impact of exercise interventions on
SBP in populations with hypertension remains insufficiently
understood. While exercise-induced SBP reduction is moderate
but consistent, it is less pronounced than that from
pharmacotherapy—although comparable to the effects of
common antihypertensive drugs [37]. Future research should
further explore the SBP-regulating mechanisms of exercise and
assess the generalizability of such findings in real-world clinical
settings.

Significant improvements in exercise self-efficacy and
intervention adherence were observed with the AI-assisted
remote rehabilitation program among patients with hypertension.
Exercise self-efficacy is defined as an individual's confidence
in their ability to successfully perform a specific physical
activity. Enhanced exercise self-efficacy was achieved through
multiple mechanisms. First, real-time monitoring of patient
exercise data by the AI system enabled the generation of
personalized feedback, allowing individuals to better understand
their physiological responses and form realistic expectations
about exercise outcomes. Second, a comprehensive collection
of exercise demonstration videos and animated guides provided
clear visual support, helping patients learn proper techniques
and postures, which, in turn, boosted both skill proficiency and
confidence. Third, exercise programs were dynamically adjusted
using intelligent algorithms that modified intensity and difficulty
based on individual health status and performance data, ensuring
the intervention remained aligned with each patient’s needs and
enhancing overall engagement and experience. Compared with
traditional face-to-face rehabilitation programs, a remote
approach demonstrates higher adherence, as patients are not
required to travel to hospitals or rehabilitation centers,
significantly reducing time and transportation burdens and
thereby increasing participation willingness. The AI system
actively prompts patients to complete daily exercise tasks,
establishing a closed-loop management process of
“monitoring-feedback-prompting,” which supports long-term
engagement in physical activity and facilitates habit formation.

To our knowledge, this is the first randomized controlled trial
to implement and evaluate an AI-assisted telerehabilitation
system for patients with hypertension that utilizes real-time,
AI-guided training based on 3D skeletal pose recognition. Our
findings demonstrate that this technology can simultaneously
and significantly improve objective exercise capacity, enhance
psychological determinants of behavior such as self-efficacy,
and aid in SBP control. This synergistic effect provides a new
level of evidence, moving beyond remote monitoring to
demonstrate the efficacy of interactive, form-correcting, and
personalized exercise prescription. These results underscore the
transformative potential of intelligent exercise rehabilitation
for optimizing chronic disease management. Consequently, this
study provides a foundation for developing individualized
home-based rehabilitation programs, promoting sustained health
behaviors, and advancing mobile health management models
for hypertension and potentially other chronic conditions.

Limitations
Despite the positive results of this study, there are still some
limitations. First, the study sample size was relatively small and
focused on the Guangdong region in China, which may limit
the generalizability of the results. Future studies could expand
the sample size and validate it in different regions and
populations to further confirm the effectiveness of the
AI-assisted telerehabilitation program. Second, the relatively
short 8-week intervention period may not capture the long-term
effects of AI-driven telerehabilitation on exercise capacity and
cardiovascular health. Moreover, the relatively short follow-up
period in this study was limited to short-term postintervention
outcome assessment. Future studies could extend the follow-up
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period to assess the long-term effects and sustainability of the
program. Finally, the lack of objective monitoring tools for
participants' exercise intensity, such as using wearable devices
to monitor heart rate to ensure training intensity and exercise
safety, will be prioritized in future studies.

Conclusions
This study systematically evaluated the effects of AI-based
telerehabilitation on exercise ability and related health indicators

of patients with hypertension through a randomized controlled
trial. The results showed that the intervention had certain effects
in reducing SBP and improving exercise ability and exercise
self-efficacy. Moreover, the patients' compliance was high, and
the intervention process was safe and feasible. As a low-cost
and accessible rehabilitation training method, the AI
telerehabilitation model is expected to become a convenient
and effective alternative in the future.
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Abstract

Background: The advent of tirzepatide has transformed obesity care; yet, real-world weight loss outcomes necessarily depend
on patient engagement with behavioral support. Digital platforms offering coaching, self-monitoring, and automated feedback
have the potential to further augment pharmacological efficacy.

Objective: The aim of the study is to examine associations between digital engagement and weight loss outcomes among adults
prescribed tirzepatide in routine care over 12 months and to identify baseline correlates of engagement.

Methods: In this retrospective cohort study, we included adults (18-75 years; BMI ≥30 or ≥27.5 kg/m2 with comorbidities) who
initiated tirzepatide between February 2024 and August 2025 via a UK digital weight loss service. Engagement was defined by
all 3: attendance at ≥1 coaching session AND ≥1 weekly weight log AND ≥1 app login over 12 months. Percent weight loss was
analyzed at months 2, 4, 6, 8, 10, and 12 using a mixed model repeated measures adjusted for age, sex, baseline BMI, and
comorbidities. Time-to-event analyses (Kaplan-Meier) assessed attainment of ≥5%, ≥10%, ≥15%, and ≥20% weight loss thresholds.
Multivariable logistic regression identified correlates of engagement, reporting odds ratios (ORs) per decade of age and per 5

kg/m2 BMI.

Results: Among 126,553 participants, 6746 (5.3%) were maximally engaged. Cohort demographics were a mean age of 42.3

(SD 12.4) years, 78.9% (99,905/126,553) female, and a mean BMI of 35.3 (SD 6.2) kg/m2. Engaged users achieved greater
adjusted weight loss at month 12 (–22.9%, 95% CI –23.2 to –22.6) versus nonengaged users (–17.5%, 95% CI –17.7 to –17.4),
an absolute difference of 5.3 percentage points (P<.001; Cohen d=0.54). Differences emerged by month 2 (–7.4% vs –6.4%;
P<.001) and widened steadily. Engaged participants reached all clinically significant weight loss thresholds faster (5%-20%;
log-rank P<.001), and engaged participants were nearly 3 times more likely to achieve ≥20% weight loss compared to nonengaged
participants (1079/6746, 16% vs 6710/119,807, 5.6%; risk ratio 2.88; P<.001). Older age (OR 1.18 per decade, 95% CI 1.15-1.20;

P<.001), higher BMI (OR 1.14 per 5 kg/m2, 95% CI 1.12-1.16; P<.001), and the presence of polycystic ovary syndrome (OR
1.59, 95% CI 1.45-1.74; P<.001) or fatty liver disease (OR 1.52, 95% CI 1.32-1.76; P<.001) correlated with engagement. Male
sex (OR 0.86, 95% CI 0.81-0.92; P<.001) and diabetes (OR 0.83, 95% CI 0.73-0.95; P=.009) were associated with lower
engagement.
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Conclusions: Digital engagement was associated with substantially greater tirzepatide-associated weight loss in real-world
practice. Integrating structured digital support with pharmacotherapy represents a promising strategy for optimizing obesity
management.

(J Med Internet Res 2026;28:e83718)   doi:10.2196/83718

KEYWORDS

obesity; weight loss; tirzepatide; digital health; engagement; behavior; coaching; retrospective study; GIP/GLP-1 RA;
glucose-dependent insulinotropic polypeptide and glucagon-like peptide-1 receptor agonist

Introduction

Background
The global prevalence of obesity has tripled since 1975, and
the economic burden of obesity and overweight is projected to
reach 3.3% of global gross domestic product by 2060 [1].
Beyond economic considerations, obesity substantially increases
risks for numerous chronic conditions including type 2 diabetes,
cardiovascular disease, certain cancers, as well as overall
mortality. Despite recognition of obesity as a complex chronic
disease requiring multifaceted interventions, historically
available treatments have shown limited long-term efficacy [2].

Recent advancements in pharmacotherapy have transformed
the obesity treatment paradigm. Tirzepatide (Mounjaro) is a
novel dual glucose-dependent insulinotropic polypeptide (GIP)
and glucagon-like peptide-1 (GLP-1) receptor agonist (RA) that
has demonstrated remarkable efficacy for weight management
in randomized controlled trials (RCTs) [3]. The SURMOUNT-1
trial reported mean weight reductions of 15% to 20.9% at 72
weeks, significantly surpassing previous pharmacotherapies
[4]. These results have generated substantial clinical interest;
yet, questions remain regarding their generalization to real-world
settings and the scope for adjuncts to support or optimize
outcomes.

Digital weight loss services (DWLSs) combine pharmacotherapy
with app-based tools, regular weight tracking, and professional
health education and tailor nutrition-driven coaching. These
services may address critical barriers to obesity treatment,
including limited health care provider time, accessibility
challenges, and inadequate behavioral support [5-7].
Understanding how digital engagement impacts
pharmacotherapy outcomes could critically inform clinical
recommendations and health service design. Furthermore, digital
health interventions represent a promising complement to
pharmacotherapy. Recent systematic reviews indicate that
technology-based approaches can enhance weight loss outcomes
by improving self-monitoring, accountability, personalized
feedback, and remote support [8-10]. Studies of remotely
delivered weight loss services have shown the efficacy of such
digital intervention [11]. However, apart from a few recent
studies [5], there is limited evidence regarding how digital
engagement influences outcomes specifically in patients using
dual GLP-1 and GIP RA for weight management.

Objectives
This study conducted a retrospective evaluation of the Voy
DWLS, which is available throughout the United Kingdom.
Our objectives were to characterize the real-world

effectiveness of tirzepatide on weight loss, explore the
associations between digital engagement and outcomes, and
identify factors that correlate with engagement.

Methods

Study Design and Setting
This retrospective study used an open cohort approach. The
study period spanned early February 2024 to early August 2025,
with patients contributing follow-up from the date of first
prescription to the earliest date of last weight measurement
logged or reached 12 months of follow-up. The Voy digital
health platform, a commercial telehealth DWLS for obesity
management, was developed by a multidisciplinary team of
clinicians, behavioral scientists, and software developers to
provide remote behavioral support through live group video
coaching sessions, text-based in-app support, dynamic
educational content, and the direct supply of tirzepatide for
weight management. Drawing upon established frameworks in
behavior change and self-management support, the platform
combined core digital tools (eg, real-time weight monitoring,
medication adherence tracking, and personalized coaching
sessions) into a single interface accessible via smartphone or
web browser.

Procedure
Participants became aware of the Voy program through multiple
channels: targeted social media campaigns, clinician referrals,
word-of-mouth recommendations, and general web searches.
They self-enrolled and self-paid via the Voy website, where
they completed an online screening questionnaire covering
medical history, BMI, and lifestyle factors. Thereafter, the
participants interacted with the Voy digital health platform’s
weight management program, which integrates dual GLP-1 and
GIP RA pharmacotherapies with digital behavioral support to
enhance weight loss outcomes. Subsequently, participants
self-enrolled via the Voy website, where they completed an
online screening questionnaire covering medical history, BMI,
and a range of lifestyle factors. Upon enrollment, participants
underwent an initial assessment to confirm eligibility, including
verification of age, BMI, and the absence of exclusion criteria
(Figure 1). All participants underwent comprehensive clinical
screening before treatment initiation. Structured safeguards
ensured accuracy and safe prescribing: photo identification and
full-body photographs for identity and BMI verification; detailed
clinical questionnaires capturing medical history,
contraindications, and current medications; and individual
review by qualified licensed clinical prescribers with
cross-checking for clinical red flags. The service operates under
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Care Quality Commission registration with internal clinical
audit processes, escalation protocols for safety concerns, and
regular safety reviews. This approach adheres to General
Medical Council and General Pharmaceutical Council standards
for remote prescribing in the United Kingdom, with clinician-led
prescribing decisions and independent verification of eligibility
criteria to ensure patient safety.

The initial monthly cost of enrollment for tirzepatide was US
$273.72. Participants receive tirzepatide (Mounjaro) via
multidose prefilled KwikPen containing 4 weekly doses.
Administration is a subcutaneous injection once weekly, with
doses ranging from 2.5 to 15 mg. The starting dose is 2.5 mg,
increased every 4 weeks in 2.5 mg increments as tolerability
permits. New tirzepatide pens are prescribed every 28 days.
Monthly costs cover medication, clinical support from qualified

prescribing clinicians, personalized coaching from registered
dietitians and nutritionists, and access to digital tracking tools
and educational content (see Multimedia Appendix 1 for detailed
program description). Although online weight tracking was
mandatory for continued prescriptions, every other component
of the Voy platform was optional.

Participants attended group onboarding sessions and were
offered fortnightly coaching to enhance engagement and
adherence. Coaches were trained based on principles from social
cognitive theory, self-determination theory, the transtheoretical
model, and the theory of planned behavior [12,13]. These
techniques focused on fostering intrinsic motivation, goal
setting, and problem-solving to promote sustainable lifestyle
changes tailored to participants’ individual progress.

Figure 1. Flowchart illustrating the critical steps of the cohort retrospective analysis conducted for the Voy digital weight management program. GIP:
glucose-dependent insulinotropic polypeptide; GLP-1: glucagon-like peptide-1; RA: receptor agonist.

Participants
Participants were adult residents of the United Kingdom, aged

between 18 and 75 years, with a BMI of 30 kg/m2 or higher or

>27.5 kg/m2 with obesity-related comorbidities who were
enrolled into the Voy digital weight loss service and were
prescribed tirzepatide.

Eligibility Criteria
Eligibility required access to a smartphone or tablet. Exclusion
criteria included history of self-reported eating disorders (eg,

anorexia nervosa and bulimia nervosa), pregnancy or patients
seeking fertility, known allergies or hypersensitivity to any
components of tirzepatide, and severe medical conditions with
established contraindications for tirzepatide as per Multimedia
Appendix 2.

Data Completeness
Engagement metrics and weight loss outcomes were available
for the entire sample of participants who used the digital
platform during the study period at baseline. Complete
demographic information (eg, age, sex, and comorbidities) was
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available for the entire sample participants who enrolled during
the initial phase of the service.

Defining Engagement and Outcome

Primary Outcome
The primary outcome was percentage weight loss from baseline.
Weight measurements were entered directly in the app by
participants.

Secondary Outcomes of Interest Included: Digital
Engagement as an Exposure Variable
Engagement was defined based on a patient engaging in all 3
key behaviors identified as a priority by the Voy clinical and
research teams as likely associated with weight loss outcomes.
These behaviors are as follows:

• Coaching session attendance: participation in group or
individual coaching sessions (video, audio, or text-based).

• Weight-tracking frequency: regular logging of body weight
in the app.

• App use and logins: logging into the platform to view
educational content, track health metrics, or interact with
coaches.

As in our prior work [5], participants were classified as
“engaged” if they met all of the following criteria: attended ≥1
coaching session AND tracked weight ≥1 per week AND logged
into the app at least once during the study period. Those who
did not fulfill all 3 of these criteria as a compound were
classified as “nonengaged.”

Statistical Analysis

Longitudinal Weight Loss Analysis
Our primary analysis used a mixed model for repeated measures
(MMRM) approach, informed by the statistical methodology
of the SURMOUNT-1 RCT study [4]. This approach accounted
for repeated weight measurements for individuals, varying
follow-up duration, and implicitly handled missing data without
imputation under the missing at random assumption. The model
incorporated fixed effects for digital engagement status, months,
and the interaction between engagement and month. To adjust
for potential confounding variables, we included sex, age,
baseline BMI, and comorbid conditions as covariates (see
Multimedia Appendix 3 for detailed methodology).

Sensitivity Analyses for Follow-Up Duration
To address the rolling enrollment design, we conducted
sensitivity analyses restricted to subcohorts reaching specific
follow-up milestones (3, 6, 9, and 12 months). Linear regression
models were fitted for each subcohort with percentage weight
change from baseline as the dependent variable, adjusted for
the same confounders as the MMRM analyses. Marginal
estimates (least squares means) were calculated from these
models, with contrast P values comparing engaged versus
nonengaged groups. These analyses assessed whether
associations between engagement and weight loss remained
consistent across different follow-up durations.

Postmodel Analyses and Effect Size Calculation
For postmodel analyses, we calculated adjusted means and
conducted pairwise comparisons between engagement groups
using the emmeans package. Significance testing of the
engagement effect at each time point used 2-sided tests with
α=.05, without adjustment for multiple comparisons, consistent
with standard approaches for longitudinal repeated measures
designs.

To quantify the magnitude and clinical relevance of the
engagement effect, we calculated effect sizes using multiple
approaches. Cohen d values were computed using the estimated
difference divided by the pooled SD. Additionally, we computed
both absolute differences (in percentage points) and relative
differences (as a percentage of the nonengaged group’s weight
loss) between engaged and nonengaged tirzepatide users. To
examine whether the impact of engagement on weight loss
varied over time, we conducted a formal test of the engagement
by time interaction.

Data Processing and Descriptive Statistics
All data processing and analyses were conducted using R
software (version 4.3.1; R Foundation for Statistical
Computing). Baseline characteristics were summarized using
means and SDs for continuous variables, while frequencies and
percentages were calculated for categorical variables. These
statistics were calculated separately for engaged and nonengaged
groups.

Baseline Correlates of Digital Engagement
Baseline characteristics associated with digital engagement were
identified using multivariable logistic regression, where the
dependent variable was digital engagement status (engaged vs
not engaged, defined as mentioned earlier). Independent
variables included demographic characteristics (age and sex),
baseline BMI, and documented comorbidities (diabetes,
hypertension, hypercholesterolemia, polycystic ovary syndrome
[PCOS], and fatty liver disease). Age was modeled as a
continuous variable, with additional transformations to express
odds ratios (ORs) per decade increase. Similarly, BMI was
analyzed with secondary calculations to express ORs per 5

kg/m2 increase.

Achievement of Clinically Significant Weight Loss
Kaplan-Meier methods were used to estimate the proportions
of users attaining ≥5%, ≥10%, ≥15%, and ≥20% weight loss
during the study period with 95% CIs. This was performed for
the cohort overall, then comparing engaged and nonengaged
groups. Log-rank tests were used to compare cumulative
incidence curves. Hazard ratios (HRs) with 95% CIs were
calculated to quantify the relative rate of achieving weight loss
thresholds between engagement groups, and risk ratios (RRs)
were computed to assess the relative probability of threshold
achievement.

Sample Size
A power analysis determined that a minimum of 118 participants
per engagement group would provide 80% power to detect a
15% difference in the proportion of participants achieving ≥10%
weight loss at a 5% significance level.
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Bias and Missing Data
Self-reported weight measurements could introduce reporting
bias. To mitigate this, participants were encouraged to provide
accurate measurements through regular reminders and had the
option to upload progress photographs, enhancing data validity.
Additionally, data validation checks were performed internally
and by statisticians to identify and address implausible values.
Selection bias was minimized by including all eligible
participants who initiated the program within the study period,
ensuring the sample was representative of the population using
the DWLS.

Missing data were addressed through the MMRM approach,
which uses all available observations without requiring complete
cases. This method operates under the missing at random
assumption, whereby missingness may depend on observed
covariates and previous measurements but not on unobserved
values conditional on observed data. MMRM provides unbiased
parameter estimates and maintains statistical efficiency in the
presence of intermittent missing data, consistent with statistical
methodology for landmark obesity trials [4]. For time-to-event
analyses, participants who remained on treatment were censored
at their last prescription date or study end, with censoring
appropriately incorporated into Kaplan-Meier and Cox
regression models.

Ethical Considerations
This retrospective open cohort study was an analysis of
deidentified data collected during the routine clinical care of
adults treated by Voy. The study was approved by the University
College London Research Ethics Committee (Project ID
2025-0906-775). The study adhered to the principles outlined
in the Declaration of Helsinki. Participants provided informed
consent for their anonymized data to be used for ethically
approved research and service improvement purposes upon
enrollment in the program. To protect participant privacy, all
data were deidentified prior to analysis, with direct identifiers
(including names, contact details, and unique patient identifiers)

removed and replaced with study-specific codes. Data were
stored on secure servers with access restricted to authorized
research personnel only. Participants did not receive any
compensation for their participation in this study, as the analysis
was conducted retrospectively using data collected during
routine clinical care.

Adherence to STROBE Guidelines
This study adhered to the STROBE (Strengthening the Reporting
of Observational Studies in Epidemiology) guidelines [14]
(Multimedia Appendix 4).

Results

Participant Characteristics
Among 126,553 participants who initiated tirzepatide, 6746
(5.3%) met criteria for maximally digital engagement. Baseline
characteristics stratified by engagement status are presented in
Table 1. The overall cohort had a mean age of 42.3 (SD 12.4)
years, was predominantly female (99,905/126,553, 78.9%), and

had a mean baseline BMI of 35.3 (SD 6.2) kg/m2. Compared
to nonengaged participants, digitally engaged individuals were
significantly older (engaged: mean 44.9, SD 12.0 years vs
nonengaged: mean 42.2, SD 12.5 years; P<.001), more likely
to be female (engaged: 5486/6746, 81.3% vs nonengaged:
94,419/119,807, 78.8%; P<.001), and had higher baseline BMI

(engaged: mean 36.4, SD 6.7 kg/m2 vs nonengaged: mean 35.2,

SD 6.2 kg/m2; P<.001). Engaged participants also reported
higher prevalence of comorbidities, including type 2 diabetes
(engaged: 250/6746, 3.7% vs nonengaged: 3681/119,807, 3.1%;
P<.001), hypertension (engaged: 978/6746, 14.5% vs
nonengaged: 11,592/119,807, 9.7%; P<.001),
hypercholesterolemia (engaged: 707/6746, 10.5% vs
nonengaged: 7738/119,807, 6.5%; P<.001), and PCOS
(engaged: 591/6746, 8.8% vs nonengaged: 7285/119,807, 6.1%
of female participants; P<.001).
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Table 1. Baseline demographic and clinical characteristics of participants by digital engagement status.

P valueaNot digitally engaged (n=119,807)Digitally engaged (n=6746)Overall (N=126,553)Characteristic

<.001Age (years)

42.2 (12.5)44.9 (12.0)42.3 (12.4)Mean (SD)

<.001Age group (years), n (%)

6772 (5.7)120 (1.8)6892 (5.4)18-24

30,638 (25.6)1399 (20.7)32,037 (25.3)25-34

34,357 (28.7)1977 (29.3)36,334 (28.7)35-44

25,626 (21.4)1643 (24.4)27,269 (21.5)45-54

22,409 (18.7)1607 (23.8)24,016 (19)55+

<.001Sex, n (%)

94,419 (78.8)5486 (81.3)99,905 (78.9)Female

25,388 (21.2)1260 (18.7)26,648 (21.1)Male

Anthropometric measures, mean (SD)

<.00198.1 (20.4)101.9 (21.5)98.3 (20.4)Weight (kg)

.003166.7 (9.2)167.1 (8.7)166.7 (9.1)Height (cm)

<.00135.2 (6.2)36.4 (6.7)35.3 (6.2)BMI (kg/m2)

<.001BMI category, n (%)

12,243 (10.2)841 (12.5)13,084 (10.4)Overweight (25-29.9 kg/m2)

107,375 (89.8)5871 (87.5)113,246 (89.6)Obese (≥30 kg/m2)

Comorbidities, n (%)

.0093681 (3.1)250 (3.7)3931 (3.1)Diabetes mellitus

<.00111,592 (9.7)978 (14.5)12,570 (9.9)Hypertension

<.0017738 (6.5)707 (10.5)8445 (6.7)Hypercholesterolemia

<.0017285 (6.1)c591 (10.8)c7876 (6.2)cPCOSb

<.0012162 (1.8)229 (3.4)2391 (1.9)Nonalcoholic fatty liver

Digital engagement metrics, n (%)

<.00130,478 (25.4)6746 (100)37,224 (29.4)Coaching sessions attended

<.00112,246 (10.2)6746 (100)18,992 (15)Weight tracking ≥1 per week readings

<.00186,881 (72.5)6746 (100)93,627 (74)Uses weight loss appd

aP values calculated using independent 2-tailed t tests for continuous variables and chi-square tests for categorical variables.
bPCOS: polycystic ovary syndrome.
cPercentage calculated among female participants only.
dDefined as having logged into the app at least once during enrollment and used app features with the exception of weight measurement.

Engagement Characteristics
Among engaged participants (n=6746), all met the 3 required
criteria by definition: coaching session attendance (mean 1.00,
SD 0.00), app use (mean 1.00, SD 0.00), and weekly weight
tracking (mean 1.00, SD 0.00). Among nonengaged participants
(n=119,807), partial engagement was common: 86,881 (72.5%)
used the app (mean 0.73, SD 0.45), 18,864 (15.7%) attended
coaching (mean 0.16, SD 0.36), and tracking adherence (mean
0.09, SD 0.27) was lower. These patterns indicate that while
most participants used some platform features, especially 93,627
of 126,553 (74%) of the overall cohort using the digital app,

simultaneous engagement across all 3 modalities was achieved
by 6,746 of 126,553 (5.3%) of users.

Weight Loss Outcomes

Overview
Figure 2 displays the MMRM model with compound symmetry
covariance adjusted for confounders, representing percentage
weight loss over 12 months by engagement status. Both digitally
engaged and nonengaged groups demonstrated progressive
weight loss throughout the observation period, but differences
between groups emerged early and increased over time. Table
2 presents detailed weight loss outcomes at each time point.
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Figure 2. Mean adjusted mixed model repeated measure derived and confounder-adjusted percentage weight loss from baseline among tirzepatide
users stratified by digital engagement status.
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Table 2. Percentage weight loss by digital engagement status in participants taking tirzepatide (months 0-12), estimated using mixed model repeated
measure (MMRM).

P valuedEffect size
(Cohen d)

Relative differencec

(%)
Absolute differenceb

(percentage points)
Adjusted mean % weight lossa

(95% CI)

Participants,
n

Month and engagement
status

Month 0

————e0119,807Not engaged

————06746Engaged

Month 2

<.0010.08314.80.95–6.44 (–6.53 to –6.36)40,582Not engaged

————–7.39 (–7.51 to –7.27)5751Engaged

Month 4

<.0010.20716.21.75–10.77 (–10.86 to –10.68)21,762Not engaged

————–12.52 (–12.65 to –12.39)3420Engaged

Month 6

<.0010.42223.13.09–13.39 (–13.48 to –13.30)13,559Not engaged

————–16.48 (–16.64 to –16.32)1724Engaged

Month 8

<.0010.46425.83.96–15.34 (–15.45 to –15.24)6704Not engaged

————–19.30 (–19.51 to –19.09)896Engaged

Month 10

<.0010.46726.44.43–16.75 (–16.87 to –16.63)3918Not engaged

————–21.18 (–21.42 to –20.93)567Engaged

Month 12

<.0010.53930.45.34–17.55 (–17.69 to –17.41)2343Not engaged

————–22.89 (–23.22 to –22.57)310Engaged

aAdjusted means derived from MMRM with compound symmetry covariance structure, controlling for age, sex, baseline BMI, diabetes, hypertension,
high cholesterol, polycystic ovary syndrome, and fatty liver disease.
bAbsolute difference=engaged group mean–not engaged group mean (percentage points).
cRelative difference=(absolute difference/not engaged group mean)×100%.
dP values from the model time×engagement interaction terms.
eNot applicable.

Weight Loss by Engagement Status
By month 12, after adjusting for potential confounders (age,
sex, baseline BMI, and comorbidities) in MMRM analysis,
digitally engaged participants achieved a mean weight loss of
22.9% (95% CI 22.6-23.2) compared to 17.6% (95% CI
17.4-17.7) among nonengaged participants, representing an
absolute difference of 5.3 percentage points (P<.001). The effect
size (Cohen d=0.539) indicated a medium clinical effect of
digital engagement on weight loss outcomes.

The divergence in adjusted weight loss trajectories between
groups became statistically significant by month 2, with engaged
participants achieving 7.4% weight loss compared to 6.4%
among nonengaged participants (absolute difference 0.95
percentage points; P<.001). This difference progressively
increased throughout the observation period. By month 6, the
absolute difference reached 3.1 percentage points (16.5% vs

13.4%; P<.001), and by month 8, the difference widened to 4.0
percentage points (19.3% vs 15.3%; P<.001).

The MMRM analysis, which controlled for demographic factors
and comorbidities while accounting for the correlation structure
of repeated measurements, confirmed that digital engagement
was consistently associated with enhanced weight loss outcomes
at all time points. This statistical approach demonstrated that
the engagement effect was not attributable to baseline
differences or confounding factors but represented greater
weight loss outcomes associated with higher engagement.

Sensitivity Analyses: Weight Loss by Follow-Up Duration
Among the cohort, 10,296 (8.1%) participants reached 3 months,
5349 (4.2%) reached 6 months, 2241 (1.8%) reached 9 months,
and 2653 (2.1%) reached 12 months (see Multimedia Appendix
5 for discontinuation and censoring patterns).

Linear regression analyses adjusted for baseline weight and
confounders demonstrated consistent associations between
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engagement status and weight loss across all follow-up
durations. At 3 months, nonengaged participants achieved 9.6%
weight loss (95% CI 9.6-9.5) versus 10.3% (95% CI 10.5-10.2)
for engaged participants (absolute difference 0.75 percentage
points; P<.001). At 6 months, differences were 14.7% (95% CI
14.8-14.6) versus 17.6% (95% CI 17.9-17.3), respectively
(absolute difference 2.9 percentage points; P<.001). At 9
months, nonengaged participants lost 17.8% (95% CI 18.1-17.6)
compared to 21.8% (95% CI 22.4-21.2) for engaged participants
(absolute difference 4.0 percentage points; P<.001). At 12
months, differences were 19.3% (95% CI 19.7-18.9) versus
24.2% (95% CI 25.3-23.2), respectively (absolute difference
4.9 percentage points; P<.001). These analyses confirmed that

positive associations between engagement and weight loss were
maintained regardless of the follow-up duration achieved.

Clinically Significant Weight Loss Thresholds
Kaplan-Meier survival analysis demonstrated that tirzepatide
users achieved substantial weight loss milestones rapidly, with
overall cumulative probabilities reaching high levels for
clinically meaningful thresholds across all participants. When
stratified by engagement status, digitally engaged participants
achieved these clinically significant thresholds more rapidly
and at higher rates than nonengaged participants (Figure 3,
log-rank P<.001 for all comparisons). The association between
engagement and increased weight loss was evident across all
thresholds but became increasingly pronounced for more
substantial weight loss targets.

Figure 3. Kaplan-Meier survival curves showing the probability of achieving clinically significant weight loss thresholds over time among tirzepatide
users by digital engagement status. (A) ≥5% weight loss, (B) ≥10% weight loss, (C) ≥15% weight loss, and (D) ≥20% weight loss. Red lines represent
digitally engaged participants; teal lines represent nonengaged participants. Shaded areas represent 95% CIs. P values determined by the log-rank test.
χ is derived from the chi-square test comparing engaged versus nonengaged.
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The cumulative probability of achieving ≥5% weight loss was
substantially higher among engaged participants (5445/6746,
80.7% vs 44,329/119,807, 37%), demonstrating more than a
2-fold difference (RR 2.18; HR 1.49, 95% CI 1.45-1.53). This
engagement advantage became even more pronounced for higher
weight loss thresholds: ≥10% weight loss (3623/6746, 53.7%
vs 26,240/119,807, 21.9%; RR 2.45; HR 1.55, 95% CI
1.50-1.60), ≥15% weight loss (2091/6746, 31% vs
14,017/119,807, 11.7%; RR 2.65; HR 1.67, 95% CI 1.60-1.75),
and ≥20% weight loss (1079/6746, 16% vs 6710/119,807, 5.6%;
RR 2.88; HR 1.79, 95% CI 1.68-1.91).

Longitudinal Participation Patterns
As expected, the number of participants with data at each time
point decreased over the observation period, primarily reflecting
the service’s continuous enrollment pattern rather than attrition.
Given the rolling nature of the service, participants joined at
various time points throughout the evaluation period, with many
not yet having the opportunity to reach later time points. The
mean follow-up duration was 2.6 (SD 3.0) months, with
substantial variation across participants reflecting the rolling
enrollment design. Among the cohort, 2653 (2.1%) participants
completed 12 months of follow-up. Of these, 310 (11.7%) were
maximally engaged, and 2343 (88.3%) were nonengaged. Given

the nature of the open cohort study, loss to follow-up could be
due to discontinuation (stopped taking medication) or censoring
(was still using medication at the cohort end date; Multimedia
Appendix 5).

Baseline Correlates of Digital Engagement
Baseline characteristics associated with digital engagement are
presented in Table 3. Male participants had significantly lower
odds of engagement than female participants (adjusted OR for
male: 0.86, 95% CI 0.81-0.92; P<.001). Each 10-year increase
in age was associated with 18% higher odds of engagement
(adjusted OR per decade 1.18, 95% CI 1.15-1.20; P<.001).

Every 5 kg/m2 increase in baseline BMI corresponded to 14%
higher odds of engagement (adjusted OR 1.14, 95% CI
1.12-1.16; P<.001). Among comorbidities, participants with
PCOS had 59% higher odds of engaging (adjusted OR 1.59,
95% CI 1.45-1.74; P<.001), and those with fatty liver disease
had 52% higher odds (adjusted OR 1.52, 95% CI 1.32-1.76;
P<.001). Hypercholesterolemia was associated with
substantially higher engagement odds (adjusted OR 1.34, 95%
CI 1.23-1.47; P<.001), while hypertension showed more modest
associations (adjusted OR 1.16, 95% CI 1.07-1.25; P<.001).
Notably, diabetes was associated with significantly lower odds
of engagement (adjusted OR 0.83, 95% CI 0.73-0.95; P=.009).

Table 3. Baseline characteristics associated with digital engagement among tirzepatide users through multivariable logistic regression analysisa.

P valueAdjusted ORb (95% CI)Characteristic

Demographics

—Reference (—c)Female sex

<.0010.86 (0.81-0.92)Male sex

<.0011.02 (1.01-1.02)Age (per year)

<.0011.18 (1.15-1.20)Age (per decade)d

<.0011.03 (1.02-1.03)BMI (per unit)

<.0011.14 (1.12-1.16)BMI (per 5 kg/m2)d

Comorbidities

<.0011.59 (1.45-1.74)Polycystic ovary syndrome

<.0011.52 (1.32-1.76)Fatty liver disease

<.0011.16 (1.07-1.25)Hypertension

<.0011.34 (1.23-1.47)Hypercholesterolemia

.0090.83 (0.73-0.95)Diabetes

aThe dependent variable was digital engagement status (engaged vs not engaged), defined as active use of digital coaching, tracking tools, or a mobile
app. All characteristics were assessed at baseline (month 0) prior to tirzepatide initiation. Multivariable logistic regression model adjusted for all variables
shown.
bOR: odds ratio.
cNot applicable.
dDerived values to express effect sizes for clinically meaningful increments.

Discussion

Principal Findings
This cohort study demonstrated the notable real-world
effectiveness of tirzepatide in a UK-based DWLS and

highlighted an association between higher digital engagement
and greater weight loss. After controlling for demographic
factors and comorbidities, digitally engaged participants
achieved an absolute 5.3 percentage points greater weight loss
at month 12 compared to nonengaged users (P<.001). This
engagement effect emerged gradually, with trajectories
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beginning to diverge around month 2 and differences
progressively widening thereafter. By month 12, digitally
engaged participants achieved a mean weight loss of 22.9%
compared to 17.6% for nonengaged participants.

Nearly all tirzepatide users eventually achieved ≥5% weight
loss regardless of engagement status, but more substantial
differences were observed for the engaged group for higher
weight loss thresholds. Notably, engaged participants
demonstrated substantially higher cumulative probabilities of
achieving ≥15% weight loss (2091/6746, 31% vs
14,017/119,807, 11.7%; HR 1.67, 95% CI 1.60-1.75) and ≥20%
weight loss (1079/6746, 16% vs 6710/119,807, 5.6%; HR 1.79,
95% CI 1.68-1.91) by study end. The temporal pattern of weight
loss differences is meaningful. While statistically significant
differences emerged by month 2, the magnitude of difference
progressively increased throughout the observation period. In
other studies, a 21% weight loss end point was typically reached
at week 72 as opposed to at week 52 (month 12) as evidenced
in our findings [15].

The temporal differences in weight loss associated with
engagement status were further highlighted in our analysis,
which revealed significantly accelerated achievement of
clinically meaningful weight loss thresholds. While engagement
conferred substantial advantages for ≥5% weight loss
achievement (5445/6746, 80.7% vs 44,329/119,807, 37%; RR
2.18; HR 1.49, 95% CI 1.45-1.53), more substantial differences
emerged for more ambitious thresholds. Notably, engaged
participants demonstrated substantially higher cumulative
probabilities of achieving ≥10% weight loss (3623/6746, 53.7%
vs 26,240/119,807, 21.9%; RR 2.45; HR 1.55, 95% CI
1.50-1.60), ≥15% weight loss (2091/6746, 31% vs
14,017/119,807, 11.7%; RR 2.65; HR 1.67, 95% CI 1.60-1.75),
and ≥20% weight loss (1079/6746, 16% vs 6710/119,807, 5.6%;
RR 2.88; HR 1.79, 95% CI 1.68-1.91).

Our analysis of baseline characteristics identified that female
sex, older age, and higher BMI were associated with increased
engagement likelihood, with male participants having 14%
lower odds (OR 0.86, 95% CI 0.81-0.92), each decade of age
conferring 18% higher odds (OR 1.18, 95% CI 1.15-1.20), and

every 5 kg/m2 BMI increase associated with 14% higher odds
(OR 1.14, 95% CI 1.12-1.16; all P<.001). Among comorbidities,
PCOS (59% higher odds; OR 1.59, 95% CI 1.45-1.74), fatty
liver disease (52% higher odds; OR 1.52, 95% CI 1.32-1.76),
and hypercholesterolemia (34% higher odds; OR 1.34, 95% CI
1.23-1.47) were positively associated with engagement, while
diabetes was associated with 17% lower engagement odds (OR
0.83, 95% CI 0.73-0.95;; P=.009). These findings highlight
important demographic factors influencing digital health use
that may inform future program design and implementation.

Strengths and Limitations
This study has several strengths, including its large sample size,
real-world setting, and comprehensive assessment of weight
trajectories over time. The 126,000-participant cohort provides
robust power at early time points (n=40,582 at 2 months); while
12-month completers (n=2653) match other digital studies, the
real-world implementation enhances generalizability and

ecological validity. Additionally, the operational definition of
digital engagement captured meaningful interaction with service
components while maintaining practical relevance.

While baseline differences between engaged and nonengaged
participants reached statistical significance due to the large
sample size (n=126,553), the absolute magnitude of these
differences was modest and unlikely to be clinically meaningful.
The mean age difference was less than 1 year (mean 42.3, SD
12.5 vs mean 44.9, SD 12.0 years), and the BMI difference was

approximately 1 kg/m2 (mean 35.2, SD 6.2 vs mean 36.4, SD

6.7 kg/m2). These small baseline differences are insufficient to
account for the substantial treatment effects observed,
particularly the 7.4% absolute difference in weight loss at 2
months and the near 3-fold difference in treatment persistence.
Furthermore, the consistency association between engagement
and outcomes across all time points, combined with our
multivariable adjustment for baseline characteristics, supports
the conclusion that digital engagement genuinely enhances
pharmacological efficacy rather than these findings being
attributable to baseline confounding.

Several limitations warrant consideration. First, as a
retrospective service evaluation, participants were not randomly
assigned to engagement conditions, introducing potential
selection bias, and we cannot ascertain the causality of this
association. While we adjusted for observed confounders,
unmeasured factors (eg, motivation and socioeconomic status)
may influence both engagement and outcomes. Second, weight
measurements were self-reported via home scales, potentially
introducing measurement and reporting error. However, this
limitation applied to both engaged and nonengaged groups,
likely minimizing differential bias. We did not systematically
capture concurrent participation in external nonpharmacological
weight management programs; we note this as a limitation and
as a priority for future data collection. Additionally, ethnicity
data were not systematically collected during the study period,
limiting our ability to examine potential disparities in
engagement or outcomes across ethnic groups. Future
implementations of DWLS should prioritize collecting
comprehensive demographic data, including ethnicity and
socioeconomic indicators, to ensure equity in access and
outcomes and to identify populations that may benefit from
targeted engagement strategies. The monthly cost for the service
in this study service represents a significant financial
consideration that may limit access primarily to individuals with
higher socioeconomic status. This raises important
considerations regarding health inequalities, as individuals who
might benefit most from weight management interventions may
face financial barriers to accessing digital health services that
integrate pharmacotherapy with behavioral support.

Moreover, the rolling enrollment design means that participants
were at different stages of their treatment journey during the
evaluation period. While this reflects real-world implementation,
it complicates the interpretation of longitudinal patterns. Our
approach of examining both absolute outcomes at each time
point and conducting subgroup analyses of participants with
sufficient follow-up time helps address this limitation. Finally,
our operational definition of digital engagement, while
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evidence-informed, represents one approach among many
possible definitions. Future research should explore alternative
engagement metrics and potential dose-response relationships
between engagement intensity and outcomes.

Comparison With Prior Work
The magnitude of additional weight loss associated with digital
engagement was substantial in the context of standard obesity
treatment. Previous research indicates that each 5% reduction
in body weight confers significant cardiometabolic benefits,
including improvements in glycemic control, blood pressure,
and lipid profiles [16,17]. Our findings suggest that digital
engagement may help individuals reach more substantial weight
loss thresholds, potentially amplifying the health benefits of
tirzepatide treatment. This suggests that digital engagement
may have cumulative benefits, potentially by supporting
medication adherence, dietary modifications, and behavioral
changes that enhance long-term outcomes [18,19]. Similar
patterns have been observed in other behavioral interventions
for chronic disease management, where ongoing support
provides incremental benefits over time [20].

The identified correlates of digital engagement offer insights
for service optimization. The higher likelihood of engagement
among female participants, older adults, and those with higher
baseline BMI suggests that these demographic groups may find
digital support particularly valuable. Conversely, younger male
participants with lower BMI appear less likely to engage,
potentially benefiting from targeted engagement strategies; yet,
digital health engagement literature has shown that male
participants benefit more than female participants [21].
Interestingly, studies have proposed that people with diabetes
have a slower velocity of weight loss in both the GLP-1 [22]
and GLP and GIP-1 [23] agonist exposure groups (albeit, faster
velocity in tirzepatide vs semaglutide).

Furthermore, our study confirmed that diabetes status was
significantly associated with a lower likelihood of digital
engagement (adjusted OR 0.83, 95% CI 0.73-0.95; P=.009).
This may reflect complex physiological and psychological
mechanisms influencing weight loss velocity in people with
diabetes. To address this, DWLS should consider implementing
more intensive engagement and coaching interventions tailored
for patients with diabetes. We propose that digital services pilot
such enhanced approaches to test whether outcomes can be
improved. By contrast, the positive association between
comorbidities, particularly PCOS [24] and engagement, suggests
that individuals with obesity-related health concerns may
perceive greater value in comprehensive support services.

Several mechanisms may explain the enhanced outcomes
associated with digital engagement. Health coaching provides
accountability, problem-solving support, and personalized
guidance that can address common barriers to weight
management [25]. Regular weight tracking enhances
self-monitoring, a behavioral strategy consistently associated
with improved weight outcomes [8]. Additionally, digital
platforms may facilitate greater medication adherence through
reminders, side effect management, and addressing various
concerns, particularly important for injectable medications like
tirzepatide that require consistent administration [26].

Our findings align with previous digital weight management
studies while revealing important distinctions. Xu et al [27]
(n=153) defined engagement as any daily food tracking,
identifying thresholds of 28.5%-39.4% of days for ≥3%-5%
weight loss. W8Buddy used a liberal definition (any platform
activity within 14 days), achieving 83.1% engagement with
0.74 kg per month additional weight loss. Our study used the
strictest definition (coaching, weekly weight tracking, and app
login combined), resulting in only 5.3% meeting criteria, yet
demonstrating the largest effect (5.3 percentage points at 12
months) [28]. This contrast, where stricter criteria with fewer
engaged participants yielding greater outcomes, suggests that
multimodal engagement combining behavioral support,
self-monitoring, and clinical oversight produces beneficial
effects beyond single-modality interventions. Notably, partial
engagement remained common (app use: 93,627/126,553, 74%
and coaching: 37,224/126,553, 29.4%), and even nonengaged
participants achieved substantial weight loss (17.6%), indicating
that platform features provided benefit across engagement levels.
These findings demonstrate that while engagement definitions
substantially influence observed rates, the consistent association
between digital engagement and enhanced outcomes persists
across platforms and intervention designs.

The integration of digital services with pharmacotherapy
represents an evolving care model addressing limitations of
traditional obesity treatment approaches. By providing remote
support, behavioral tools, and clinical monitoring, DWLSs may
bridge critical gaps in obesity care while reducing barriers
related to geography, provider availability, and stigma [29,30].
Our findings suggest that such integrated approaches may
optimize the effectiveness of novel obesity pharmacotherapies.

Implications and Future Directions
Our findings have important implications for clinical practice,
health service design, and research. Clinically, practitioners
should consider recommending digital support services
alongside tirzepatide prescriptions, particularly for patients who
may benefit from additional accountability and behavioral
guidance. From a service design perspective, our results support
investment in research and development for digital infrastructure
that facilitates engagement, particularly during early treatment
phases when engagement patterns appear to be established.

Some self-funded DWLS can exacerbate health inequalities;
therefore, future research should examine the cost-effectiveness
of such integrated DWLS compared to medication-only
approaches and explore alternative funding models, including
potential National Health Service commissioning pathways,
that could improve accessibility across socioeconomic groups
while maintaining service quality and clinical outcomes [31].
Additionally, qualitative studies exploring patient experiences
and clinician perspectives could identify specific digital
components that contribute most to engagement and outcomes.
Finally, RCTs comparing different digital support intensities
would address causality questions and optimize resource
allocation.
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Conclusions
This study demonstrates that digital engagement was
significantly associated with enhanced weight loss outcomes
among individuals using tirzepatide for obesity management.
By month 12, engaged participants achieved –22.9% weight
loss and an absolute difference of –5.3% compared to
nonengaged participants, with differences emerging early and

increasing over time. These findings highlight the potential
value of integrated care models combining pharmacotherapy
with digital support services. As novel obesity medications
continue to transform treatment possibilities, optimizing their
implementation through complementary digital strategies
represents a promising approach to addressing the global obesity
epidemic.
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Abstract

Background: Online health communities have evolved into digital marketplaces where physicians have to compete for patients.
Existing research examines physician-patient dynamics through a patient-centric lens, treating physicians as passive recipients
of ratings and reviews, while the strategic role of physician self-disclosure remains unexamined. This gap constrains a comprehensive
understanding of how physicians can actively shape patient decisions, making the investigation of strategic self-disclosure
imperative.

Objective: This study aims to investigate the relationship between physician self-disclosure breadth (scope of information) and
depth (detailed expertise) and patient decision-making, as well as whether regional digital health care level (DHL) moderates
these relationships.

Methods: We conducted a cross-sectional analysis of observational data to test these relationships. Data were collected from
China’s online health care platform Haodf from September to December 2024. Self-disclosure breadth (including clinical
performance, academic experience, and social reputation), self-disclosure depth (including expertise coverage, richness, and
granularity), and patient decision-making (total visits) were captured through manual content coding and quantitative measurement.
We used structured content analysis to extract the disclosure components, informational scope, and descriptive details of each
profile. Then, using validated operational formulas, we calculated the composite indices for disclosure breadth and depth based
on the coded dimensions. The study generated 1798 final physician samples with complete data across 14 focal variables. The
hypotheses were tested using an ordinary least squares regression model, and 4 robustness checks were conducted, including
variable substitution and different resampling techniques.

Results: In the primary ordinary least squares regression models, self-disclosure breadth was significantly and positively
associated with patient visits (β=0.255, 95% CI 0.054-0.456; P=.01), as was self-disclosure depth (β=0.098, 95% CI 0.030-0.167;
P=.005). The breadth×DHL interaction was positive and significant (β=0.261, 95% CI 0.061-0.461; P=.01). Similarly, the
depth×DHL interaction was positive and significant (β=0.070, 95% CI 0.002-0.138; P=.045). It should be noted that the association
for self-disclosure breadth was stronger than that of self-disclosure depth. DHL strengthened the relationship between the disclosure
strategies with patient visits. This contextual amplification indicates that DHL serves as a critical boundary condition, determining
the degree to which physician self-disclosure strategies translate into patient acquisition outcomes.

Conclusions: This study reconceptualizes physicians as strategic agents shaping patient decision-making through purposeful
self-disclosure. Different from existing studies treating physicians as passive recipients of ratings and reviews, our research
demonstrates that physicians can strategically shape patient acquisition through self-disclosure breadth and depth. This study
brings new insights to digital health markets by demonstrating that self-disclosure operates as a viable patient acquisition
mechanism, wherein the DHL acts as a critical boundary condition. The findings have real-world implications: (1) physicians
can leverage evidence-based disclosure strategies, (2) platforms should implement context-adaptive features, and (3) policymakers
should prioritize digital infrastructure investments to enhance physicians' competitive capabilities and patient decision-making
quality.
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Introduction

Background
The health care landscape is experiencing an unprecedented
digital transformation, with online health communities (OHCs)
emerging as powerful intermediaries that fundamentally reshape
patient-physician interactions. OHCs democratize medical
information access and empower patients to actively evaluate
health care providers before making consultation decisions [1].
Platforms, such as HealthTap [2] and China’s Haodf, now serve
millions of users globally, with the OHCs market projected to
expand from US $13.3 billion in 2022 to US $42.9 billion by
2030 [3]. This revolution forces physicians to build compelling
online presences beyond clinical excellence to compete
effectively in an increasingly crowded digital marketplace.

Review of Relevant Scholarship
Existing research on OHCs has predominantly examined
physician-patient dynamics through a patient-centric lens,
treating physicians as passive recipients of online ratings and
reviews rather than strategic actors capable of influencing patient
decisions. Current studies focus extensively on how patients
leverage physician profiles, ratings, and accumulated reviews
to screen health care providers [4], effectively positioning
physicians as static entities whose past digital footprints
predetermine patient selection outcomes. This perspective
fundamentally overlooks physicians’potential for active agency
in patient acquisition. Moreover, while scholars acknowledge
regional variations in digital health care level (DHL [5,6]),
encompassing the sophistication of technological infrastructure,
digital literacy capabilities, and information accessibility within
specific health care environments), little attention has been paid
to how these contextual differences might alter physicians’
strategic opportunities and patients’ information processing
capabilities, creating a significant theoretical blind spot in
understanding physician behavior within digitally heterogeneous
health care environments.

In an increasingly crowded OHC landscape where patients can
choose from hundreds of providers, physicians must now
strategically differentiate themselves through deliberate
self-presentation beyond clinical excellence and accumulated
reviews. Within this context, self-disclosure theory from social
psychology offers a promising framework, suggesting that
strategic information disclosure across breadth (scope of
information) and depth (level of detail) dimensions can enhance
credibility, build trust, and reduce decision-making uncertainty
[7], thereby influencing differential patient choices. However,
the effectiveness of physician self-disclosure cannot be
understood in isolation from regional digital health care contexts.
In technologically advanced regions, physicians access
sophisticated multimedia tools that enhance disclosure
opportunities, while patients possess higher digital literacy,

enabling effective interpretation of complex professional
information [8]. Conversely, less digitally developed areas
present technological constraints limiting physicians’ ability to
communicate expertise effectively, while patients may lack
sufficient digital literacy to process and verify disclosed
information [9]. This contextual complexity suggests that
physician self-disclosure effectiveness may vary across digital
health care environments, as strategies proving highly effective
in advanced contexts might yield diminished returns in regions
with limited infrastructure and lower digital literacy.

Aims, Objectives, and Hypotheses

Overview
Based on these research gaps and theoretical considerations,
our research aims to contribute to the existing literature on
physician strategic self-disclosure behavior in OHCs by
addressing 2 primary research objectives. First, we aim to
investigate how physician self-disclosure breadth and depth are
associated with patient decision-making in OHCs. Second, we
seek to determine whether and how the regional DHL moderates
the relationship between these self-disclosure strategies and
patient choices.

Physician Self-Disclosure and Patient Decision-Making
Literature review in Section 1 in Multimedia Appendix 1
highlights that physicians’ self-disclosure significantly shapes
patients’ credibility and trust toward decision-making by
providing multifaceted professional information. Within OHCs,
both breadth and depth dimensions of physician self-disclosure
systematically activate these cognitive evaluations, ultimately
shaping patient consultation decisions.

Self-disclosure breadth enhances patient decision-making by
providing comprehensive professional signals that directly build
credibility. When physicians disclose extensive information
across multiple professional dimensions, they create a rich
tapestry of verifiable cues that patients can cross-reference and
validate. This comprehensive presentation first enhances
perceived source credibility, as patients can observe concrete
evidence of qualifications across diverse professional domains,
reducing concerns about physician competence. The breadth of
disclosure subsequently fosters interpersonal trust by signaling
transparency and professional openness, suggesting that
physicians have “nothing to hide” and are confident in their
professional standing. Finally, this extensive information scope
significantly increases perceived diagnostic value by providing
patients with sufficient data points to make informed
assessments about physician-patient compatibility. Patients can
evaluate whether the physician’s experience, training, and
achievements align with their specific medical needs and
preferences, thereby reducing decision-making uncertainty and
increasing consultation likelihood.
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Self-disclosure depth is associated with patient decision-making
through intensive information quality that demonstrates
specialized expertise and professional communication. When
physicians provide detailed expertise descriptions, they signal
profound clinical knowledge and commitment to patient
understanding. This depth reinforces perceived source credibility
by showcasing mastery within specific medical domains, as
detailed explanations indicate genuine expertise rather than
superficial knowledge. It also then builds interpersonal trust by
demonstrating physicians’ investment in clear communication
and patient education, suggesting benevolent intentions and
professional dedication. Most critically, depth maximizes
perceived diagnostic value by enabling patients to precisely
evaluate treatment fit—detailed specialty descriptions allow
patients to determine whether their specific conditions fall within
the physician’s demonstrated areas of expertise. This granular
matching capability reduces ambiguity about treatment
appropriateness and increases patients’confidence in scheduling
consultations with physicians.

DHL as the Moderator
DHL systematically shapes the mechanisms through which
self-disclosure breadth and depth operate, fundamentally altering
how the same self-disclosure content is produced, transmitted,
and interpreted.

Advanced DHL amplifies the credibility-building effects of
self-disclosure breadth through enhanced verification
mechanisms and seamless information processing. When DHL
is high, physicians can populate comprehensive profile fields
with verifiable credentials, embed direct links to official
registries, and present information through user-friendly
interfaces that facilitate patient navigation. Patients in these
contexts possess the digital literacy to efficiently cross-validate
credentials through integrated databases and verification
systems, creating a low-friction pathway for establishing source
credibility. This enhanced verification capability strengthens
the breadth-credibility relationship posited by self-disclosure
theory, thereby accelerating patients' cognitive progression from
enhanced source credibility to ultimate consultation decisions.
In contrast, regions with limited digital infrastructure constrain
verification processes, weakening the credibility signals that
breadth disclosure would otherwise provide.

Similarly, advanced DHL intensifies the trust-building effects
of self-disclosure depth by enabling rich multimedia
presentations and sophisticated patient interpretation capabilities.
High-level digital health care environments allow physicians
to create comprehensive and well-structured disclosure
experiences. Patients with elevated digital literacy can
effectively parse these complex multimedia presentations,
interpreting granular clinical details and structured expertise
descriptions as authentic signals of both professional competence
and patient-centered communication. This enhanced processing
capability amplifies the depth-trust relationship, as patients can
fully appreciate the nuanced expertise demonstrations that deep
disclosure provides. Conversely, in regions with poor
connectivity and limited digital literacy, deep disclosure content
may fail to render properly or overwhelm patients’ interpretive
capacities, potentially undermining rather than enhancing the

intended trust-building effects. On the basis of the preceding
discussion, we advance the following two hypotheses:

• Hypothesis 1: Physician self-disclosure breadth and depth
are positively associated with patient decision-making.

• Hypothesis 2: DHL positively moderates the relationship
between self-disclosure depth, breadth, and patient
decision-making.

Methods

Sample Size, Power, and Precision
We conducted a cross-sectional study that was designed and
reported in accordance with the JARS (Journal Article Reporting
Standards) guidelines [10] to examine the relationship between
physician self-disclosure and patient acquisition in digital health
markets. Our cross-sectional secondary analysis aimed to
estimate the association between physicians’ online
self-disclosure and patient acquisitions with an absolute
precision of ±0.5 percentage points at a 95% CI. The required
number of physician profiles was calculated with the

single-proportion formula sample size (n)=[(Z(1-α/2))
2P(1-P)]/d2

[11-13], where Z(1-α/2)=the critical value with a corresponding
standard level of confidence (1.96 at 95% CI), P was the
conservative prevalence of 50% (as this value maximizes
variance when the true prevalence is unknown and therefore
yields the largest required sample size, ensuring adequate power
and precision [14]), d=5% allowable margin of error or desired
precision, indicating a minimum sample size of 384 physicians.
To guard against unforeseen data-quality issues, we set a
conservative target of at least 1000 evaluable records. Besides,
this study is observational and contains no experimental aims,
power calculations for between-group comparisons were
unnecessary.

Data Collection
Haodf (established in 2006) is China’s largest online health care
platform, covering more than 10,000 hospitals and 900,000
physicians nationwide as of July 2023. Physician participation
is exceptionally high, with 280,000 physicians registered under
verified real names to deliver online consultation services,
rendering the platform a unique and well-suited context for
investigating physician–patient interactions [15].

Guided by the platform’s interface, we deployed a crawler to
systematically extract information from the public profiles of
2050 physicians from September to December 2024. After
rigorous data cleaning and outlier removal, we followed the
coding protocol established by Herzenstein et al [16] to quantify
physicians’ self-disclosure. Four trained research assistants
independently coded fourteen dichotomous disclosure variables.
The dataset was split into 2 equal batches, with each assigned
to a distinct pair of coders who worked in parallel. Only
observations with unanimous agreement were retained, and all
cases of coder disagreement were excluded. This intercoder
validation yielded 1798 reliable observations for subsequent
empirical analysis, with no missing values in the final analytic
dataset—comfortably exceeding our preregistered target of 1000
evaluable records.
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Variable Measurements

Dependent Variable
We used “Total visits”—the cumulative number of
consultations, calls, and bookings shown on each physician’s
profile—as the dependent variable. This variable, therefore,
provides a comprehensive foundation for examining the
relationship between physician self-disclosure and patient
decision-making. All variable measurement details can be found
in Table S1 in Section 2 of Multimedia Appendix 1.

Independent Variable
Self-disclosure breadth was indexed by entropic weighting of
3 public signals, namely clinical performance (cp), academic
experience (ae), and social reputation (sr). This composite
measure captures the comprehensiveness of physicians’
self-presentation strategies by integrating these fundamental
aspects of credible identity. Self-disclosure depth was also
indexed by entropic weighting of 3 important cues, such as
expertise coverage (ec), expertise richness (er), and expertise
granularity (eg). These 3 dimensions collectively capture the
multifaceted nature of disclosure depth, as physicians may vary
in how extensively they elaborate (coverage), how
comprehensively they describe (richness), and how specifically
they detail their expertise (granularity). Specifically,
self-disclosure breadth and depth were calculated using the
following formulas:

Self-disclosure breadth = log (α 1 * cp + α 2 * ae +
α3 * sr + 1)

Self-disclosure depth = log (α4 * ec + α5 * er + α6 *
eg + 1)

Moderating Variable
DHL measures the extent of digital technology integration
within a city’s health care infrastructure, reflecting the adoption
of telemedicine platforms and mobile clinical tools in routine
medical practice [17]. We operationalized this variable using
the China Urban Digital Economy Index (Medical Chapter)
[18], which is the most up-to-date DHL-relevant index dataset
we can find, as a comprehensive assessment jointly published
by the School of Management at Zhejiang University and the
Digital Economy Research Centre of New H3C Group. Based
on this index, each city’s DHL is assigned a score from 1 to 5,
with higher numbers representing higher levels of digital
integration and technological advancement in digital health
care. We assigned each physician the DHL score corresponding
to their practice location, thereby capturing the digital maturity
of their local digital health care environment, as detailed in
Table S2 in Section 2 of Multimedia Appendix 1.

Controls
To separate the associations of physician self-disclosure from
other factors related to patient selection, we included three
control variables—professional title (title), physician popularity
(popularity), and gift (gift)—to account for alternative
explanations of patient decision-making. A brief summary of
variable measurements is presented in Table 1.

Table 1. Brief summary of measurement of core study variables.

MeasurementsVariables

Dependent variable

The cumulative count of all patient-initiated interactions with each physician across all service channels
(online consultations, telephone consultations, and appointment bookings), as recorded on the platform.

Total visits

Independent variable

Coded as 1 if at least one clinical component (clinical experience, clinical effectiveness, and clinical manner)
was disclosed, and 0 otherwise.

Self-disclosure breadth

Coded as 1 if at least one academic component (research productivity, international training, and educational
credentials) was disclosed, and 0 otherwise.

Clinical performance

Coded as 1 if at least one social component (part-time positions, honors and awards) was disclosed, and 0
otherwise.

Academic experience

Self-disclosure depth

The total length of description text in vocabularies.Expertise coverage

The number of disease types explicitly mentioned as areas of expertise in the physician’s profile.Expertise richness

Coded as 1 if the description uses delimiters to distinguish specialties, and 0 otherwise.Expertise granularity

Moderator

Each physician is assigned a score from 1 to 5 corresponding to their practice location.Digital health care level

Controls

Chief physicians receive 4, deputy chief physicians 3, attending physicians 2, and resident physicians 1.Title

A composite recommendation score (0-5 continuous scale) generated by the platform.Popularity

Patients’ real payment to the physician after receiving services. Take the records on the platform.Gift
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Modeling and Statistical Analysis

Research Model
Figure 1 depicts our research model. This study examines the

relationship between physicians’ self-disclosure breadth and
depth and patient decision-making in digital health markets
(H1) and the moderating role of DHL in these relationships
(H2).

Figure 1. Research model.

Ordinary Least Squares Model
Before testing the main and moderating effects, we first
performed a descriptive statistical analysis to summarize the
key characteristics of physicians and their self-disclosure
behaviors. Subsequently, we conducted correlation analysis to
assess the associations between key variables of interest. We
then tested the main effects, focusing on how self-disclosure
breadth and depth shape patient decision-making. Following
this, we evaluated the moderating role of DHL, investigating
whether regional digital health care conditions shape the
effectiveness of these self-disclosure strategies. The empirical
models pertaining to these tests were as follows:

• Model 1: Ln(Total visits) = β0 + β1Self-disclosure breadth
+ β2Title + β3Popularity + β4 Gift + ε

• Model 2: Ln(Total visits) = β0 + β1Self-disclosure depth
+ β2Title + β3Popularity + β4Gift + ε

• Model 3: Ln(Total visits) = β0 + β1Self-disclosure breadth
+ β2DHL + β3Self-disclosure breadth× DHL + β4Title +
β5Popularity + β6Gift + ε

• Model 4: Ln(Total visits) = β0 + β1Self-disclosure depth
+ β2DHL + β3Self-disclosure depth × DHL + β4 Title +
β5 Popularity + β6 Gift + ε

Our models include 3 control variables, including physician
title, popularity metrics, and gift reception status, with ε
representing the error term. We control for title because prior
studies indicate that professional credentials significantly affect
patient trust and provider selection [19]. Popularity serves as
an important platform-based signal that may independently
drive patient choices [20]. Gift reception reflects patient
satisfaction from previous interactions, potentially influencing
patients’ future decision-making patterns [21].

We used ordinary least squares regression to estimate all models,
with data analysis conducted in Stata (StataCorp LLC). To
ensure comparability across variables with different scales, all
variables were standardized before regression analysis.

Ethical Considerations
The Institutional Review Board of the International Business
School, Beijing Foreign Studies University (001-2025-12-02)
approved this study and granted an exemption from full
human-subjects review. This study was conducted in accordance
with the national ethical guidelines for research involving
information data. Our use of legally obtained, fully anonymized
public data, which contained no sensitive or commercial
elements, qualified for an exemption from full ethics review as
stipulated by the National Health Commission of the People’s
Republic of China [22]. No further approvals were required.

Researchers also confirmed that the original data-collection
practices of Haodf are governed by the platform’s user
agreement and privacy notice, and private fields, such as
physician names, clinical records, were anonymized and
deidentified from the analytic file. No additional recruitment
with physicians or patients occurred, no payments or incentives
were offered to any physician or patient, and no identification
of individual participants in any images of the manuscript or
supplementary material is possible.

Results

Descriptive Statistics
Table 2 summarizes the central tendencies and dispersion of
the key variables drawn from 1798 physician profiles on the
Haodf platform. Min-Max denotes the actual minimum and
maximum values in the sample. The IQR is calculated as the
difference between the 75th and 25th percentiles and is reported
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alongside the median (50th percentile). The results showed a
skewed distribution of total visits per physician (mean 1471.83,
SD 2486.38). In the subsequent data-processing pipeline, we
applied appropriate normalization steps to mitigate the impact
of extreme values and ensure the analytic dataset is

well-behaved. Some physicians claim competence in clinical
experience (mean 0.46, SD 0.50) and effectiveness (mean 0.32,
SD 0.47), but only 4% (72/1798) explicitly mention clinical
manner (mean 0.04, SD 0.20).

Table 2. Descriptive statistics of focal variables.

RangeMedianMean (SD)Variable

1-27,352680.51471.83 (2486.38)Total visits

Self-disclosure depth

0-843.76 (1.66)Expertise richness

0-5878.16 (5.72)Expertise coverage

0-110.51 (0.50)Expertise granularity

Self-disclosure breadth

0-100.46 (0.50)Clinical experience

0-100.32 (0.47)Clinical effectiveness

0-100.04 (0.20)Clinical manner

0-110.75 (0.43)Research productivity

0-100.48 (0.50)International training

0-110.60 (0.49)Educational credentials

0-110.67 (0.47)Part-time positions

0-100.44 (0.50)Honors and awards

1-544.09 (1.01)Digital health care level

1-433.35 (0.72)Title

0-487839128.65 (303.06)Gift

3.4-54.14.14 (0.310)Popularity

Research productivity is reported by 75% (1349/1798)
throughout the sample (mean 0.75, SD 0.43), whereas 48%
(863/1798) list international training (mean 0.48, SD 0.50) and
60% (1079/1798) cite elite educational credentials (mean 0.60,
SD 0.50). Roughly two-thirds hold part-time positions (mean
0.67, SD 0.47) and 44% (791/1798) have earned honors or
awards (mean 0.44, SD 0.50). The average DHL is 4.09 (SD
1.01), and the mean title rank is 3.35 (SD 0.72), both
approaching the upper end of their respective scales. Finally,
popularity—an index computed by the platform—clusters tightly
around 4.14 (SD 0.31), implying limited variance once the
algorithmic score is normalized.

Pearson Correlation Analysis and Collinearity Testing
Table S3 in Section 2 of Multimedia Appendix 1 reports the
Pearson correlations for 6 focal variables entering regression.
Both self-disclosure depth and breadth are positively related to
total visits (r=0.098; P<.001 and r=0.109; P<.001, respectively).
The moderator DHL also positively relates to the dependent
variable (r=0.119; P<.001). The VIF (variance inflation factor)

analysis shows, afterwards in Table S4 in Section 2 of
Multimedia Appendix 1, the largest value is 2.82 for gift,
followed by 1.67 for popularity, whereas the remaining VIFs
range only from 1.06 to 1.11. All VIF values are far below the
conventional threshold of 5 (or 10) [23]. Taken together, the
correlation matrix and the inflation factors jointly indicate that
multicollinearity should not be a main concern for the stability
or estimation of regression results.

Hypothesis Testing
We estimated 4 ordinary least squares models with
heteroskedasticity-robust standard errors. The dependent
variable, Total visits, was log-transformed to reduce skewness.
All core continuous predictors, including self-disclosure breadth,
self-disclosure depth, and DHL, were standardized (mean 0,
SD 1) to facilitate coefficient comparability and to avert
multicollinearity when interaction terms were introduced. Across
all 4 models, the coefficients show the relative change in total
visits associated with a one-standard-deviation shift in the focal
variable. The results are reported in Table 3.
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Table 3. Ordinary least squares regression results (Models 1-4) examining the relationship between physician self-disclosure breadth, depth, digital
health care level, and patient decision-making.

Model 4Model 3Model 2Model 1Variable

——b0.249a

(0.047-0.450)

0.255a

(0.054-0.456)

Self-disclosure breadth, β
(95% CI)

0.092c

(0.023-0.160)

0.098c

(0.030-0.167)

——Self-disclosure depth, β
(95% CI)

–0.031

(–0.085 to 0.023)

—–0.036

(–0.09 to 0.018)

—DHLd, β (95% CI)

——0.261a

(0.061-0.461)

—Self-disclosure
breadth×DHL, β (95% CI)

0.070a

(0.002-0.138)

———Self-disclosure depth×DHL,
β (95% CI)

0.275c

(0.201-0.349)

0.276c

(0.201-0.350)

0.242c

(0.166-0.317)

0.248c

(0.172-0.324)

Title, β (95% CI)

1.700c

(1.480-1.921)

1.678c

(1.460-1.900)

1.751c

(1.532-1.970)

1.720c

(1.50-1.94)

Popularity, β (95% CI)

0.001c

(0.001-001)

0.001c

(0.001-0.001)

0.001c

(0.001-0.001)

0.001c

(0.001-0.001)

Gift, β (95% CI)

–1.838c

(–2.749 to –0.926)

–1.748c

(–2.648 to –0.847)

–1.938c

(–2.843 to –1.031)

–1.825c

(–2.720 to –0.930)

Constant, β (95% CI)

181.1 (8)251.9 (6)181.4 (8)251.3 (6)F test (df)

0.4150.4130.4150.412R 2

aThe correlation is significant at a significance level of .05 (2-tailed).
bNot applicable.
cThe correlation is significant at a significance level of .01 (2-tailed).
dDHL: digital health care level.

Model 1 establishes the baseline relationship for self-disclosure
breadth, revealing a positive and statistically significant
coefficient (β=0.255, 95% CI 0.054-0.456; P=.01), thereby
confirming Hypothesis 1 that broader physician self-disclosure
increases patient decision-making volume. Model 3
demonstrates a parallel finding for self-disclosure depth, with
results showing a significant positive effect (β=0.098, 95% CI
0.030-0.167; P=.005), providing support for Hypothesis 1 that
physician self-disclosure depth is positively associated with
patient decision-making. Both findings confirm that
comprehensive information disclosure, whether through diverse
disclosure topics or detailed expertise presentation, enhances
physician attractiveness to patients.

The interaction analyses reveal that DHL significantly amplifies
self-disclosure effectiveness. Model 2 introduces the
breadth×DHL interaction term, yielding a positive and
significant coefficient (β=0.261, 95% CI 0.061-0.461; P=.01),
which supports Hypothesis 2 that DHL strengthens the
relationship between self-disclosure breadth and patient

decision-making. Similarly, Model 4 demonstrates that the
depth×DHL interaction is positive and significant (β=0.070,
95% CI 0.002-0.138; P=.045), corroborating Hypothesis 2 that
DHL enhances the effectiveness of disclosure depth. Notably,
the breadth interaction effect is substantially larger than the
depth interaction effect, suggesting that DHL provides greater
amplification benefits for diverse disclosure strategies compared
to detailed expertise presentation.

Post Hoc Analysis
To better understand the nuanced mechanisms underlying the
moderating effects of DHL, we conducted post hoc analysis
using interaction plots. While our main regression results
demonstrate statistically significant moderation effects,
visualizing these interactions provides deeper insights into how
DHL moderates the strength and nature of the relationships
between physician self-disclosure strategies and patient
decision-making. The visualized graphs are presented in Figures
2 and 3, where high and low DHL correspond to values of 1
SD above and below the mean (+1 and –1).
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Figure 2. The moderating effect of digital health care level on the association between physician self-disclosure breadth and patient decision-making.
DHL: digital health care level.

Figure 3. The moderating effect of digital health care level on the association between physician self-disclosure depth and patient decision-making.
DHL: digital hhealth care level.

Figure 2 reveals particularly prominent insights about breadth
moderation. Most notably, the gap between high and low DHL
conditions grows increasingly larger as self-disclosure breadth
increases, creating a pronounced divergence pattern that suggests
breadth disclosure may be more sensitive to DHL than depth
disclosure. In high DHL environments, patients appear
exceptionally responsive to broad professional presentations.
This amplified responsiveness may reflect enhanced information
processing capabilities and greater appreciation for diverse
professional information. Conversely, in low DHL
environments, increasing breadth yields relatively restricted
returns, potentially due to limited digital literacy or infrastructure
constraints that prevent effective usage of comprehensive

professional profiles. The steeper moderation gap for breadth
compared to depth suggests that while diverse disclosure topics
(breadth) become disproportionately valuable when supported
by higher DHL, detailed expertise presentations (depth) maintain
more consistent effectiveness across different DHL contexts.
This creates a “digital divide” effect where technological
advancement in health care becomes a critical prerequisite for
breadth disclosure effectiveness.

Figure 3 provides compelling visual evidence for the DHL
moderation effect on self-disclosure depth, revealing a striking
divergence in self-disclosure effectiveness across DHL levels.
In high DHL environments, the relationship between
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self-disclosure depth and total visits exhibits a pronounced
higher slope, demonstrating that each incremental increase in
depth disclosure generates greater patient engagement gains.
Conversely, in low DHL contexts, the relationship remains
relatively lower, suggesting that detailed expertise presentations
yield fewer additional benefits when digital health care is
underdeveloped. This pattern indicates that physicians practicing
in technologically advanced health care environments can
leverage detailed self-disclosure strategies—spanning
specialized medical capabilities, in-depth professional
competencies, and granular clinical expertise—to achieve
disproportionately greater patient attraction, while those in less
digitized environments may find such detailed disclosure
strategies less rewarding.

Robustness Checks
We used various methods for robustness checks to ensure the
reliability and consistency of our research findings, including
variable substitution, bootstrap resampling, subsampling, and
the winsorizing technique. The core findings are summarized
in Table 4 below. The procedures and interpretations for each
approach are detailed below.

To ensure the reliability of our findings, we first conducted a
robustness check by replacing our categorical DHL measurement
with continuous digital health care scores, which were also
presented in the report published by China Urban Digital
Economy Index (Medical Chapter) [18], as shown in Table S5
of Section 3 in Multimedia Appendix 1. The detailed results of
this first variable substitution check are shown immediately
afterwards in Table S6, demonstrating consistent patterns across
all model specifications. Self-disclosure breadth continues to
be positively associated with total visits across Models 1 and 2
(β=0.255, 95% CI 0.054-0.456; P=.01 and β=0.258, 95% CI
0.057-0.459; P=.01, respectively), while self-disclosure depth
demonstrates similar consistency in Models 3 and 4 (β=0.098,
95% CI 0.030-0.167; P=.005 and β=0.096, 95% CI 0.027-0.164;
P=.006, respectively). The preservation of both effect
magnitudes and significance levels indicates that our core
findings are not artifacts of the initial categorical
operationalization.

To rule out the possibility that physicians attract more
consultations simply because they are more active or popular,
we further re-estimated all models by replacing the dependent
variable with Ln (total visits-per-popularity, ie, total visits
divided by popularity), where Popularity is a platform-computed
index that combines physician activity, patient
recommendations, and review ratings to reflect overall physician
popularity. Table S7 shows that the core disclosure variables
remain positively significant across the 4 specifications, with
Models 1 and 2 (β=0.494, 95% CI 0.290-0.699; P<.001 and
β=0.482, 95% CI 0.277-0.687; P<.001, respectively); and
Models 3 and 4 (β=0.157, 95% CI 0.086-0.228; P<.001 and
β=0.151, 95% CI 0.080-0.222; P<.001, respectively). The

persistent significance of self-disclosure after controlling for
popularity corroborates our main results and demonstrates that,
even after adjusting for physicians’ baseline visibility and
popularity, patients show a preference for physicians who
provide greater breadth and depth of professional information.

To validate that our significance tests are not dependent on
distributional assumptions, we re-estimated all models using
bootstrap resampling with 1000 replications. Table S8 presents
the bootstrapped results, demonstrating the robustness of our
statistical inferences. First, self-disclosure breadth maintains
its positive and significant relationship with total visits in both
Models 1 and 2 (β=0.255, 95% CI 0.050-0.460; P=.02 and
β=0.249, 95% CI 0.049-0.448; P=.02, respectively), while
self-disclosure depth demonstrates identical significance patterns
in Models 3 and 4 (β=0.098, 95% CI 0.294-0.167; P=.005 and
β=0.092, 95% CI 0.026-0.258; P=.006, respectively). Besides,
the moderation effects remain significant under bootstrap
estimation. The breadth×DHL interaction retains its positive
and significant coefficient (β=0.261, 95% CI 0.054-0.467;
P=.01) in Model 2, while the depth×DHL interaction similarly
maintains significance (β=0.070, 95% CI 0.007-0.133; P=.03)
in Model 4.

To address potential concerns that our main findings might be
driven by senior physicians who possess inherently greater
credibility and resources, we conduct a robustness check by
restricting our analysis to non–chief physicians only. As shown
in Table S9, the detailed results of subsample analysis
(non–chief physicians) show consistent effects across the
restricted sample, confirming the robustness of our main
findings. Self-disclosure breadth maintains its positive and
significant relationship with total visits in both Models 1 and 2
(β=0.345, 95% CI 0.074-0.615; P=.01 and β=0.345, 95% CI
0.075-0.614; P=.01 respectively), while self-disclosure depth
similarly shows robust positive effects in Models 3 and 4
(β=0.125, 95% CI 0.032-0.219; P=.009 and β=0.124, 95% CI
0.029-0.215; P=.01, respectively). Notably, the coefficient
magnitudes are actually larger in this subsample compared to
the full sample, suggesting that self-disclosure strategies may
be even more crucial for physicians with lower hierarchies.

To address potential concerns about extreme values influencing
our results, we re-estimated all models after winsorizing the top
and bottom 10% of each variable. Table S10 presents the
detailed results from this outlier-treatment approach.
Self-disclosure breadth maintains its positive and significant
effects across Models 1 and 2 (β=0.250, 95% CI 0.030-0.470;
P=.03 and β=0.248, 95% CI 0.028-0.468; P=.03, respectively),
while self-disclosure depth similarly preserves its significant
positive relationship in Models 3 and 4 (β=0.106, 95% CI
0.032-0.180; P=.005 and β=0.101, 95% CI 0.027-0.175; P=.008,
respectively). The coefficient magnitudes remain virtually
identical to our original estimates, confirming that extreme
values do not drive the main effect conclusions.

J Med Internet Res 2026 | vol. 28 | e84963 | p.900https://www.jmir.org/2026/1/e84963
(page number not for citation purposes)

Liu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. A brief summary of the focal results of our 5 robustness tests.

Self-disclosure depth×DHL,
β (95% CI)

Self-disclosure

breadth×DHLa, β (95% CI)

Self-disclosure depth, β
(95% CI)

Self-disclosure breadth, β
(95% CI)

Robust check

R1b

______d0.255c

(0.054-0.456)

Model 1

__0.020e

(0.006-0.034)

__0.258c

(0.057-0.459)

Model 2

____0.098e

(0.030-0.167)

__cModel 3

0.006c

(0.001-0.010)

__0.096e

(0.027-0.164)

__Model 4

R2f

______0.494e

(0.290-0.699)

Model 1

__0.030g

(0.002-0.063)

__0.482e

(0.277-0.687)

Model 2

____0.157e

(0.086-0.228)

__Model 3

0.071g

(0.001-0.142)

__0.151e

(0.080-0.222)

__Model 4

R3h

______0.255c

(0.050-0.460)

Model 1

__0.261c

(0.054-0.467)

__0.249c

(0.049-0.448)

Model 2

____0.098e

(0.029-0.167)

__Model 3

0.070c

(0.007-0.133)

__0.092e

(0.026-0.258)

__Model 4

R4i

______0.345c

(0.074-0.615)

Model 1

__0.259c

(0.001-0.518)

__0.345c

(0.075-0.614)

Model 2

____0.125e

(0.032-0.219)

__Model 3

0.086c

(0.001-0.173)

__0.124c

(0.029-0.215)

__Model 4

R5j

______0.250c

(0.030-0.470)

Model 1
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Self-disclosure depth×DHL,
β (95% CI)

Self-disclosure

breadth×DHLa, β (95% CI)

Self-disclosure depth, β
(95% CI)

Self-disclosure breadth, β
(95% CI)

Robust check

__0.285c

(0.066-0.504)

__0.248c

(0.028-0.468)

Model 2

____0.106e

(0.032-0.180)

__Model 3

0.076c

(0.003-0.149)

__0.101e

(0.027-0.175)

__Model 4

aDHL: digital health care level.
bReplace categorical DHL measurement with continuous digital health care scores.
cThe correlation is significant at a significance level of .05 (2-tailed).
dNot applicable.
eThe correlation is significant at a significance level of .01 (2-tailed).
fReplace the dependent variable with Loge (total visits-per-popularity).
gThe correlation is significant at a significance level of .1 (2-tailed).
hRe-estimated all models using bootstrap resampling with 1000 replications.
iRestricted our analysis to non–chief physicians only.
jRe-estimated all models after winsorizing the top and bottom 10% of each variable.

Discussion

Principal Findings
This study demonstrates that physicians can strategically shape
patient decision-making through purposeful self-disclosure
behaviors within OHCs. Our empirical analysis from China’s
leading online health platform reveals that both self-disclosure
breadth and depth significantly increase patient visits,
challenging the prevailing view of physicians as passive
recipients of online reviews. Most critically, the regional DHL
fundamentally moderates these relationships. In cities with
advanced digital development, both breadth and depth effects
are substantially amplified, while regions with limited digital
development show diminished returns for the same disclosure
strategies. These findings reconceptualize physician agency
within digital health care platforms, demonstrating that strategic
self-disclosure represents a viable patient acquisition mechanism
rather than passive information provision.

Theoretical Implications
The study advances theoretical understanding of physician
self-disclosure in digital health markets by embedding its 3 key
contributions within—and explicitly contrasting them
against—the extant literatures on physician agency,
self-disclosure theory, and OHCs.

First, contrary to prior studies that predominantly frame
physicians as passive recipients of online feedback [4,24,25],
our reconceptualization of physician agency aligns with a
growing but still underdeveloped stream of research that
emphasizes the proactive role of service providers in digital
platforms. For instance, recent work by Ouyang and Wang [26]
and Lu and Wu [27] suggests that physicians can influence
patient perceptions through profile customization and online
engagement. This challenges the prevailing passive-physician
paradigm in medical marketing research and establishes

physicians as active agents capable of patient acquisition through
evidence-based self-presentation strategies [28,29]. However,
extant research has predominantly conceptualized online
reputation management as a reactive endeavor—centering on
prompt responses to negative feedback [30], remediation of
service failures [31], or post hoc optimization of profile
completeness [32]—while overlooking proactive self-disclosure
breadth and depth as ex ante instruments that physicians can
strategically deploy to attract new patients before any review
is written. Our findings go beyond these accounts by revealing
that physicians can deploy proactive, ex ante
self-disclosure—systematically foregrounding personal
credentials, institutional affiliations, and succinct expertise
narratives—to pre-emptively sculpt patient trust and choice
before any review is written or any service failure occurs. This
reorients the theoretical lens from “damage control” to
“impression engineering,” recasting self-disclosure as a
forward-looking signaling mechanism that anticipates patient
heuristics rather than remedying prior dissatisfaction. By
establishing strategic disclosure as a feasible alternative to
reactive reputation management, we push the conceptual
boundary of physician behavior in digital environments beyond
traditional service-recovery frameworks and toward a predictive,
marketing-as-signal paradigm.

Second, we extend self-disclosure theory beyond its traditional
interpersonal communication context into health care settings
while establishing critical boundary conditions [7,33,34]. We
introduce the regional DHL as a critical boundary condition—a
factor largely overlooked in prior self-disclosure research. While
earlier studies have examined individual-level moderators, such
as gender [35] or cultural orientation [36], our findings reveal
that macrolevel technological development significantly
moderates the disclosure-outcome relationship. This aligns with
recent macrosociological perspectives on digital inequality [37],
which argue that the same online behavior can yield divergent
outcomes depending on the technological context in which it
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is embedded. Thus, our study not only extends self-disclosure
theory into a new domain but also redefines its boundary
conditions by incorporating sociotechnological contingencies.
Our findings confirm that self-disclosure breadth and depth
operate in professional contexts, yet their effectiveness is
contingent on the regional DHL. By demonstrating this
macrolevel technological moderation, we extend the theory’s
scope and expose context boundaries previously overlooked
[38,39].

Third, the prevailing view in the OHC literature maintains that
these platforms mainly mitigate physician-patient information
asymmetry by aggregating ratings, reviews, and outcome data
[24,40,41]. We extend this perspective by demonstrating that
physicians can actively reconfigure the information environment
through strategic self-disclosure. Especially, our findings show
that, within Chinese OHCs, breadth of disclosure markedly
outweighs depth, as an expansive array of credential signals
consistently exhibits a greater positive association with patient
engagement than rich narrative detail does. Patients appear to
follow a hierarchical signaling model in which credential
heuristics operate as an initial, low-cognitive gatekeeper, with
hospital tier, academic rank, and prestigious awards are rapidly
recoded into a binary “pass-fail” filter that determines inclusion
in the consideration set. Only after clearing this threshold do
patients allocate scarce attentional resources to elaborately
process narrative depth—articulations of treatment philosophy,
detailed case histories, or other discursive evidence of clinical
expertise. Empirically, the stronger main effect of self-disclosure
breadth compared to depth evidences that, in the context of
Chinese OHCs, patients may initially rely more heavily on
credential heuristics—such as titles, affiliations, and awards
[42,43]—as efficient signals of quality, before engaging with
the more cognitively demanding narratives of detailed expertise.
This insight complements and extends recent work by Wang et
al [44], who find that physicians with more comprehensive
profiles receive more appointment requests, thereby offering a
mechanistic account of why breadth outperforms depth in
Chinese OHCs.

Practical Implications
This study also provides several practical implications for
multiple stakeholder groups seeking to enhance physician
self-disclosure effectiveness and patient decision-making within
OHCs.

For physicians, our findings emphasize a context-dependent
approach to online self-disclosure [45-47]. Those in high-DHL
regions should leverage comprehensive breadth—showcasing
credentials across clinical, academic, and social domains—and
enrich their profiles with multimedia depth, such as video
introductions. In low-DHL regions, the priority shifts to
maximizing clarity. Physicians should focus on core breadth
elements like clinical experience and use concise, text-based
depth with scannable lists of expertise to ensure accessibility.

For OHC platform designers, our results highlight the limitation
of a uniform profile design and advocate for context-aware

systems [48,49]. Actionable recommendations include
implementing structured disclosure templates to guide
physicians in highlighting decision-critical information,
introducing visual verification badges for credentials to enhance
trust, and developing tiered interface modes—a feature-rich
version for high-DHL users and a streamlined, text-optimized
version for regions with limited DHL.

For policymakers, our evidence on the moderating role of DHL
underscores that digital infrastructure is a social determinant of
health access. Specific interventions should prioritize closing
the digital divide by investing in high-speed internet
infrastructure in underserved areas, launching public health
campaigns to improve patients’ digital health literacy, and
creating financial incentives for clinics and physicians in
low-DHL regions to adopt and master digital consultation tools.

Limitations
This study acknowledges certain limitations. First, the
cross-sectional design limits causal inference, leaving the
temporal dynamics of these relationships unclear. Second, the
DHL measurement uses a city-level categorization rather than
granular technological indicators, which prevents identifying
the specific infrastructure components that most critically
moderate disclosure effectiveness. Third, owing to the absence
of more recent publicly available datasets, the DHL indicators
used in this study remain those published in 2021. The 3-year
lag may introduce slight discrepancies with present-day
infrastructure levels. Updated figures can further corroborate
our findings. Finally, focus on China’s online health platform
may limit generalizability across different cultural and regulatory
contexts. The findings may reflect sociocultural norms specific
to Chinese health care markets, such as a pronounced hierarchy
in physician-patient dynamics or a strong preference for
credential-based trust signals.

Conclusions
This study is innovative in reconceptualizing physicians as
strategic agents capable of actively shaping patient
decision-making through purposeful self-disclosure in digital
health markets. Different from existing studies that treat
physicians as passive recipients of online ratings and reviews,
our research demonstrates that physicians can strategically shape
patient acquisition through deliberate self-disclosure breadth
and depth. This study thus brings new insights to digital health
markets by demonstrating that self-disclosure operates as a
viable patient acquisition mechanism in professional health care
contexts, wherein DHL acts as a critical boundary condition
that fundamentally moderates the breadth-depth relationships.
The findings have significant implications in the real world: (1)
physicians can leverage evidence-based disclosure strategies
for patient acquisition, (2) platform designers should implement
context-adaptive features optimizing effectiveness across
heterogeneous digital environments, and (3) policymakers
should prioritize digital infrastructure investments to
systematically enhance physicians’competitive capabilities and
patient decision-making quality.
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Abstract

Background: Web-based lifestyle interventions to promote healthy diet and physical activity among cancer survivors and their
partners are recent developments; therefore, few studies have reported patterns of website use or associations with behavior
change.

Objective: The primary aim was to describe website use in the DUET (Daughters, Dudes, Mothers, and Others Together) trial
and examine the associations between website use and changes in diet quality, moderate to vigorous physical activity (MVPA),
and body weight.

Methods: This secondary analysis used data from 28 survivor-partner dyads (BMI ≥25 kg/m2) randomized to the 6-month
DUET web-based weight loss intervention, which released weekly e-learning sessions on diet and exercise. Website use was
quantified as weeks of access, time spent, and frequency of page views. Diet quality was assessed using 2-day dietary recalls;
MVPA was measured by the Godin Leisure-Time Exercise Questionnaire and accelerometry. Weight was measured on a scale.
Website use was summarized descriptively, and associations were examined using Spearman partial correlations.

Results: Participants had a mean age of 58 (SD 12.5) years; 78.6% (44/56) identified as female, 66.1% (37/56) were non-Hispanic
White, and 86% (24/28) were breast cancer survivors. On average, participants viewed 11.2 (SD 7.4) weeks of the 24-week
intervention, or a total of 312.9 (SD 255.7) minutes per participant. Sessions (n=2736), Home Page (n=975), and Tools (n=967)
features showed the highest activity (5885 total page views). Website use was higher among adults aged 65 years and older than
younger participants, showcased by duration of use (mean 14.4, SD 7.4 weeks vs mean 9.2, SD 6.8 weeks; P=.009), time spent
per week (mean 17.0, SD 9.7 minutes vs mean 10.5, SD 10.6 minutes; P=.01), and total number of page views (mean 135.7, SD
90 vs mean 85.3, SD 111.9; P=.008); higher website use was also reported among women versus men in terms of duration of use
(mean 12.8, SD 7.1 weeks vs mean 5.6, SD 5.9 weeks; P=.003), time spent per week (mean 14.6, SD 10.3 minutes vs mean 7.4,
SD 10.3 minutes; P=.02), and total number of page views (mean 120, SD 110.2 vs mean 50.3, SD 64.4; P=.01). Diet quality was
positively associated with website use (weeks: r=0.50; P<.001; time: r=0.45; P<.001; total page views: r=0.46; P<.001; and
sessions page views: r=0.39; P=.005). Self-reported MVPA was also positively associated with website use (weeks r=0.37;
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P=.007; time: r=0.36; P=.009; total page views: r=0.36; P=.01; and sessions page views: r=0.35; P=.01). No significant associations
were detected for accelerometry-measured MVPA or weight.

Conclusions: Cancer survivors and their partners engaged with the DUET web-based platform to support diet and physical
activity (with use particularly high among older adults and females). However, larger, more diverse dyadic web-based lifestyle
interventions are needed to confirm these findings.

Trial Registration: ClinicalTrials.gov NCT04132219; https://clinicaltrials.gov/study/NCT04132219

(J Med Internet Res 2026;28:e86908)   doi:10.2196/86908

KEYWORDS

cancer survivors; diet; digital health; dyads; partners; physical activity; website

Introduction

Background
The number of cancer survivors in the United States is
increasing, with over 18 million currently living with a history
of cancer diagnosis [1,2]. While cure rates are encouraging,
cancer survivors represent a population with a high burden of
comorbidity, including cardiovascular disease, diabetes, and
obesity [3,4]. Furthermore, most cancer survivors do not meet
the nutrition and physical activity guidelines recommended by
the World Cancer Research Fund/American Institute for Cancer
Research (WCRF/AICR) and the American Cancer Society
(ACS), often reporting low intake of vegetables and fruits
(V&Fs) and insufficient physical activity [5-8]. These poor
lifestyle practices can further exacerbate existing comorbidities,
compounding their impact on long-term survivorship. Despite
these challenges, cancer survivors frequently express a strong
interest in improving their lifestyle behaviors [9]. Thus, lifestyle
interventions that target diet, physical activity, and weight
management have been implemented to promote healthier
behaviors, support weight loss, and enhance the quality of life
of cancer survivors [10-13].

Over the past decade, the landscape of lifestyle interventions
for cancer survivors has evolved, with an increasing shift toward
accessible and scalable digital delivery methods [14-16]. Among
these, web-based lifestyle interventions have emerged as a
promising approach to disseminate diet and physical activity
guidance to cancer survivors [14,15]. Websites offer several
advantages, such as scalability, personalization,
cost-effectiveness, and the flexibility for participants to engage
with content at their own pace [14,15,17]. To harness these
advantages, the SurvivorSHINE pilot study, a 3-week,
single-arm web-based lifestyle intervention, was implemented
through an interactive website to promote diet and physical
activity guidelines among 41 cancer survivors [18,19]. The
website incorporated common strategies such as evidence-based
diet and exercise knowledge, tools to facilitate behavior change,
and resources for self-monitoring and goal setting [18]. The
study reported that cancer survivors perceived the
SurvivorSHINE website as a user-friendly platform that
provided trustworthy information on diet and exercise, and
reported improvements in knowledge related to diet and exercise
[18].

Building upon the frameworks and strategies of the
SurvivorSHINE intervention, a more refined website was

developed that included 24 weekly serialized, interactive
sessions, as well as additional tools to support behavior change
not only among cancer survivors interested in cancer control,
but also among their family members and friends for the
purposes of cancer prevention. This newly developed website
was then evaluated for feasibility and its impact on various
health outcomes in a randomized controlled trial, known as
DUET (Daughters, Dudes, Mothers, and Others Together;
NCT04132219) that targeted cancer survivors and their chosen
partners [20,21].

The DUET trial was 6 months in duration and evaluated the
web-based weight loss intervention against a waitlist control
among 112 participants (56 dyads, each consisting of a cancer
survivor and a chosen partner) [20,21]. Results showed that
dyads in the intervention arm achieved significant weight loss,
along with improvements in diet quality and physical activity
levels compared to the control arm [21]. A mediation analysis
further revealed that reductions in perceived dietary barriers
significantly contributed to the observed weight loss,
highlighting the effectiveness of the intervention’s strategies,
which were based on social cognitive theory [22-24]. These
findings underscore the potential of minimal-touch, web-based
lifestyle interventions to facilitate meaningful behavior change
and weight loss among cancer survivors and their partners.
However, to optimize delivery and behavioral outcomes, it is
important to understand how cancer survivors and their partners
used the DUET website. While many web-based interventions
focus on evaluating behavioral outcomes, relatively few have
described website use or examined the association between
website use and changes in diet, physical activity, and weight
loss. Exploring patterns of use within the DUET website may
provide insight into participant interaction with web-based
platforms and inform refinements for future web-based lifestyle
interventions for cancer survivors and their partners.

Aim and Objective
This secondary analysis aims to describe website use in the
DUET trial, and also examine the associations between website
use (as measured by number of weeks of website use, average
time spent, total page views, and session page views) and
changes in diet quality, moderate to vigorous physical activity
(MVPA), and weight.
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Methods

Study Design
The DUET study was a 2-arm single-blinded randomized
controlled trial that enrolled 112 cancer survivors and their
chosen partners (56 dyads). Dyads were randomized to either
the 6-month web-based weight loss intervention or a waitlist
control arm. This secondary analysis focuses on the subset of
56 participants (28 dyads) assigned to the DUET intervention
arm, as website usability data were only collected for this group.
Full details of the trial methods, primary outcomes, and
mediation analysis have been published elsewhere [20-22].

Study Participants
Cancer survivors were identified through multiple recruitment
strategies, including cancer registries, self-referrals, and curated
lists of individuals who had previously expressed interest in
lifestyle interventions. Recruitment efforts focused on cancer
survivors who had completed treatment for obesity-related
cancers with a 5-year survival rate of ≥70% (eg, localized renal,
locoregional ovarian, colorectal, prostate, endometrial, or female
breast cancer). Potential cancer survivors were contacted by
mail with telephone follow-up, and, if interested, were screened
by study staff for the following inclusion criteria: (1) BMI ≥25
kg/m²; (2) V&F intake <2.5 cups/day; (3) engaging in <150
minutes/week of MVPA; and (4) routine access to the internet
via a computer, tablet, or mobile phone. Eligible cancer
survivors were asked to identify a partner who lived nearby
(within 10 minutes by car) and interacted with them at least
biweekly; partners were screened using the same criteria,
excluding a cancer diagnosis. However, partners with a history
of cancer were eligible.

Study Protocol
Eligible dyads were provided with an overview of the study
protocol, and written informed consent was obtained
electronically using Adobe Sign [25]. After completion of
baseline assessments, dyads were randomized to either the
6-month web-based weight loss intervention or a waitlist control
arm. Those assigned to the intervention arm were granted access
to the DUET website via an electronic link and instructed to
create a secure profile using a username and password unique
for each survivor and partner [26]. Dyads were encouraged to
log in weekly via text messages and engage with the key features
of the DUET website throughout the 6-month intervention
period. Follow-up assessments were conducted at 6 months,
after which waitlist control dyads were provided access to the
DUET intervention. Additional details on the study procedures
have been published previously [20].

DUET Intervention Website
The DUET intervention was theoretically grounded in social
cognitive theory and incorporated elements from
interdependence theory and the theory of communal coping to
support both individual and dyadic behavior change by targeting
diet and exercise barriers, enhancing social support, and building
self-efficacy [23,24,27,28]. DUET was adapted from 2 prior
evidence-based lifestyle interventions, Daughters and Mothers
Against Breast Cancer and SurvivorSHINE, and delivered via

a secure, interactive website that served as the primary
web-based platform for intervention delivery [18,26,29]. Details
on the intervention development have been published previously
[20].

The DUET website included a total of 9 key features: Home
Page, My Profile, Sessions, Healthy Weight, Healthy Eating,
Exercise, Tools, News You Can Use, and Team Support. Upon
account creation, participants accessed the My Profile feature
to enter demographic and lifestyle data, including their current
weight, height, and responses to 1-item questions that assessed
their dietary intake (eg, consumption of V&Fs, whole grains,
red and processed meats, added sugars, and alcohol), and
frequency of snacking and physical activity (both endurance
and resistance exercise). Cancer survivors also provided details
on diagnosis and treatment, which informed tailored feedback
on overcoming treatment-related challenges and generating
dietary, physical activity, and weight management goals, as
described previously [20-22]. The Home Page displayed a “Tip
of the Day” designed to encourage ongoing engagement with
the website, along with visual indicators showing participants’
completed weekly sessions and the next upcoming session. It
also included direct links to other key features of the website
(ie, Healthy Weight, Healthy Eating, Exercise, Tools, News You
Can Use, and Team Support).

The Sessions feature included 24 weekly interactive e-learning
modules (~15 minutes each), designed using Articulate Storyline
software [30]. Sessions were released sequentially each week
over the 24 weeks and introduced via a Monday SMS “push”
text message, with additional text messages sent on Wednesdays
and Fridays to reinforce continued engagement. These
interactive e-learning sessions were designed to provide
information on the WCRF/AICR and ACS diet and physical
activity guidelines and equip participants with practical and
actionable strategies to support behavior change and weight
management [5,6]. Dietary recommendations were supported
by sessions focused on promoting the consumption of V&Fs,
whole grains, and legumes, and limiting red and processed meat,
added sugar, alcohol, and snacking, with additional sessions
focused on portion control, grocery shopping, and food
preparation to support healthy eating habits. Physical activity
recommendations were supported by sessions focused on
aerobic, resistance, balance, and flexibility exercises, with
emphasis on goal setting and problem solving to help
participants gradually achieve the goal of 150 minutes of MVPA
per week. Details on weekly topics have been published
previously [20].

The Healthy Weight feature was designed to support
self-monitoring of weight by providing an interactive bar graph
that tracked participants’ current weight and healthy weight.
Accompanying educational materials helped contextualize these
values by explaining the concept of a healthy weight and its
relevance to cancer prevention and survivorship. The website
delivered tailored guidance to help participants progress toward
a healthy weight by supporting caloric restriction and strategies
to promote gradual weight loss of approximately 0.5 kg/week
[31].
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The Healthy Eating feature supported self-monitoring of dietary
goals aligned with the WCRF/AICR and ACS guidelines.
Participants could record their current intake of key dietary
components, that is, V&Fs (≥5 servings/day), whole grains
(≥50% of total grain intake), added sugars (≤6 teaspoons/day),
avoid snacks, red and processed meats (≤18 ounces/week), and
alcohol (≤1 drink/day), through an interactive bar graph that
visually displayed their reported intake alongside goal targets.
To further support dietary changes, the feature provided
educational resources on each dietary component.

The Exercise feature supported self-monitoring of physical
activity through tailored recommendations based on participants’
self-reported activity levels. Physical activity goals were aligned
with WCRF/AICR and ACS guidelines, encouraging participants
to achieve at least 150 minutes of MVPA and engage in strength
training 2-3 times per week.

The Tools feature provided a centralized hub for participants to
access downloadable materials that supported both dietary and
physical activity behaviors aimed at achieving a healthy weight.
This feature included 11 distinct resources: (1) BMI calculator,
(2) calorie calculator, (3) sample meal plans, (4) food exchange
lists, (5) SMART goal templates, (6) serving size guides, (7)
fast food guide, (8) grocery lists and shopping tips, (9)
calorie-burning guide, (10) exercise logs, and (11) tools for
tracking Fitbit data (note: all DUET participants regardless of
randomization status, received a Fitbit Inspire and were
encouraged to use it during the study period; however, Fitbit
data were not integrated into the DUET website) [32]. These
resources were designed to offer participants additional support,
practical strategies, and accessible tools to enhance self-efficacy
throughout the intervention.

The News You Can Use feature provided brief, evidence-based
summaries on current research related to cancer survivorship,
diet, and exercise. The Team Support section provided strategies
to strengthen dyadic communication, foster mutual goal setting,
and enhance social support; it also allowed participants to
directly connect with study staff for additional guidance and
support.

Measures

Demographics
Cancer type and time since diagnosis were obtained from cancer
registries or verified by treating physicians for self-referred
participants. Demographic information, including age, sex, race,
residence, educational status, employment, and income, was
self-reported via electronic surveys completed at baseline.
Cohabitation was assessed by comparing mailing addresses;
dyads with the same address (0 miles) were classified as
cohabitating, and those with different addresses (>0 miles) as
noncohabitating.

Diet Quality, MVPA, and Weight
Dietary intake was assessed at baseline and 6 months via two
24-hour dietary recalls (1 weekday and 1 weekend day)
conducted by a registered dietitian over the telephone. The
Automated Self-Administered 24-hour Dietary Assessment

Tool was used to capture dietary intake data. Diet quality was
evaluated using the Healthy Eating Index 2015 [33,34].

MVPA was assessed both objectively and subjectively at
baseline and 6 months. Participants wore ActiGraph
accelerometers for 7 consecutive days. Data were then processed
using ActiLife software following standardized procedures to
calculate average weekly minutes of MVPA [35,36].
Self-reported MVPA was captured using the Godin
Leisure-Time Exercise Questionnaire, a validated tool frequently
used in cancer survivorship research [37].

Weight was measured remotely at baseline and 6 months. Each
survivor-partner dyad completed the virtual assessment together
via Zoom with study staff [38]. Participants used a digital
bathroom scale to report their weight; a scale was provided with
the assessment materials for those who did not own one. During
the virtual assessment, trained staff instructed participants to
wear light clothing and remove their shoes, and partners assisted
in holding the camera and angling it so that study staff could
verify the weight displayed on the digital scale. Additional
details on the remote assessment protocol and its validity have
been described previously [39].

Website Use Metrics
Website use was assessed using tracking data logged by the
DUET website platform. Each participant was assigned a unique
website username and password, which was linked to their
website ID and further connected to their study ID, allowing
for the tracking of individual-level website activity over the
24-week intervention period. Time-stamped data recorded the
days, times, and pages accessed by participants (eg, Home Page,
My Profile, Sessions, Healthy Weight, Healthy Eating, Exercise,
Tools, News You Can Use, and Team Support). From these data,
key website use metrics were derived, including (1) the total
number of weeks participants accessed the website, defined as
the number of distinct weeks during the 24-week intervention
period in which any website activity was recorded; (2) the
average time spent on the website per day of use, calculated
using time-stamped activity logs that captured first and last
activity on a given day; (3) the total number of page views,
defined as the cumulative number of times participants navigated
to individual pages within each of the website’s key features;
and (4) the total number of session page views, defined as the
number of times participants accessed the e-learning Sessions
feature.

Statistical Analysis
Website usability was analyzed using descriptive statistics,
including means, SDs, and ranges for continuous variables (eg,
number of weeks accessed, time spent on the website, and page
views). Website usability metrics were described for the total
sample and stratified by dyad member (cancer survivors or
partners), clinical (ie, cancer type and time since diagnosis) and
sociodemographic factors (ie, age, sex, race, residence,
educational status, employment, and income) and cohabitation
status (cohabitate or did not cohabitate), with all stratification
variables dichotomized for analysis. To examine differences in
website use between dyad members, clinical and
sociodemographic factors, and cohabitation status, assumptions
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of normality were assessed using Shapiro-Wilk tests and visual
inspection of histograms and Q-Q plots. Given that usability
metrics were not normally distributed, Wilcoxon rank-sum tests
were conducted to compare median differences in website use
between dyad members, clinical and sociodemographic factors,
and cohabitation status. Assumptions of normality and linearity
were assessed for the independent (website use metrics) and
dependent variables (diet quality, MVPA, and weight). Given
evidence of nonnormal distributions, likely influenced by the
modest sample size and potential nonlinear relationships,
nonparametric methods, such as bivariate Spearman partial rank
correlation analyses, were conducted to examine associations
between website use and diet quality, MVPA, and weight.
Correlation coefficients were generated using 6-month outcome
values as dependent variables, adjusting for baseline values of
the respective outcome, as well as age, sex, and race to account
for potential confounding and assess change over time. Given
this was a secondary analysis and not prospectively powered
for these aims, we conducted a post hoc power calculation to
aid interpretation of the correlation analyses. With a total sample
size of 56 participants, the study had ≥80% power to detect
correlations of approximately r≥0.40. Missing data were handled
using complete-case analysis. One participant had missing diet
quality data at 6-month follow-up, and 13 participants had
missing accelerometer-measured MVPA data at baseline (n=8)
and 6-month follow-up (n=5); these cases were excluded from
their respective models. No adjustments for multiple
comparisons were made, given the exploratory nature of this
secondary analysis. However, to address the increased type I
error risk from multiple correlations, 95% CIs were reported

with P values to assist in interpreting the precision of the
coefficients. All analyses were conducted using SAS (version
9.4, SAS Institute Inc), and statistical significance was set at
P<.05 [40].

Ethical Considerations
The DUET study was approved by the Institutional Review
Board at the University of Alabama at Birmingham (IRB#
300003882) and was registered with ClinicalTrials.gov
(NCT04132219). All participants provided written informed
consent, and study procedures were conducted in accordance
with the ethical standards of the Declaration of Helsinki to
maintain participant confidentiality. No compensation was
provided to study participants.

Results

Sample Characteristics
The average age of the sample was 58 (SD 12.5) years, with
survivors averaging 60 (SD 11.2) years and partners 56 (SD
13.7) years. The majority of cancer survivors (24/28, 85.7%)
had a breast cancer diagnosis, with an average time since
diagnosis of approximately 71 (SD 80.4) months (6 years). Most
participants identified as female (44/56, 78.6%), non-Hispanic
White (37/56, 66.1%), and residents of urban areas (53/56,
94.6%). Employment status was evenly split between employed
(30/56, 53.6%) and retired (26/56, 46.4%), and most (45/56,
80.4%) reported an annual household income above US $50,000
per year (Table 1).
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Table 1. Characteristics of 56 cancer survivors and their chosen partners randomized to the intervention arm, stratified by dyad status.

P valueaPartnerSurvivorTotal sampleCharacteristics

.2856.3 (13.7; 23-74)60.0 (11.2; 32-78)58.1 (12.5; 23-78)Age (years), mean (SD; range)

—b—b71 (80.4; 10-303)71 (80.4; 10-303)Months from diagnosis, mean (SD; range)

.4130.9 (4.4; 25-45)32.0 (5.4; 25-44)31.4 (4.9; 25-45)BMI (kg/m2), mean (SD; range)

.6252.2 (12; 29-81)53.9 (13.7; 30-87)53.1 (12.8; 29-87)Diet quality (HEIc), mean (SD; range)

.5739.1 (52.9; 0-225)48.5 (67.8; 0-280)43.8 (60.5; 0-280)MVPAd (min/week), mean (SD; range)

<.001Cancer typee, n (%)

1 (3.6)24 (85.7)25 (44.6)Breast

3 (10.7)4 (14.3)7 (12.5)Otherf

.05Sex, n (%)

9 (32.1)3 (10.7)12 (21.4)Male

19 (67.9)25 (89.3)44 (78.6)Female

.78Race, n (%)

18 (64.3)19 (67.9)37 (66.1)Non-Hispanic White

10 (35.7)9 (32.1)19 (33.9)Non-Hispanic Black or otherg

.55Residence, n (%)

26 (92.9)27 (96.4)53 (94.6)Urban

2 (7.1)1 (3.6)3 (5.4)Rural

.13Educational status, n (%)

6 (21.4)2 (7.1)8 (14.3)High school or less

22 (78.6)26 (92.9)48 (85.7)Some college or more

>.99Employment, n (%)

15 (53.6)15 (53.6)30 (53.6)Employed

13 (46.4)13 (46.4)26 (46.4)Retired or otherh

.09Income, n (%)

3 (10.7)8 (28.6)11 (19.6)Less than US $50,000/year

25 (89.3)20 (71.4)45 (80.4)More than US $50,000/year

aP values were calculated using independent samples t tests for continuous variables (based on equal or unequal variances as appropriate) and chi-square
tests for categorical variables, comparing survivors vs partners, significance set at P<.05.
bData on months since diagnosis is unavailable for partners.
cHEI: Healthy Eating Index 2015.
dMVPA: moderate to vigorous physical activity.
eTotal percentage does not sum to 100% due to the inclusion of nonsurvivors who were not diagnosed with cancer.
fOther cancer diagnoses include prostate, colorectal, gynecologic, and renal.
gOther race includes Hispanic ethnicity, accounting for 1%.
hOther employment includes student and disabled.

DUET Website Use
On average, participants accessed the DUET website for 11.2
(SD 7.4; range 0-24) weeks and spent a total of 312.9 (SD 255.7;
range 0-1119) minutes on the platform, or about 13 (SD 10.7;
range 0-46.6) minutes per week over the 24-week intervention
period. A total of 5885 page views were recorded, with an
average of 105.1 (SD 105.7; range 0-545) page views per

participant. Cancer survivors used the website more frequently
than their partners, accessing it for a longer duration (mean 13.0,
SD 7.2 weeks vs mean 9.5, SD 7.4 weeks; P=.08), spending
more time per week (mean 15.6, SD 11.4 minutes vs mean 10.5,
SD 9.4 minutes; P=.07), and recording a higher average number
of page views (mean 124.2, SD 114.2 vs mean 86.0, SD 94.5;
P=.07); however, these differences were not statistically
significant (Table 2).
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Table 2. Daughters, Dudes, Mothers, and Others Together website usability over the 24-week intervention period for the total sample (n=56) and
stratified by dyad status.

P valueaPartner, mean (SD; range)Survivor, mean (SD; range)Total sample, mean (SD; range)Engagement metrics

.089.5 (7.4; 0-23)13.0 (7.2; 0-24)11.2 (7.4; 0-24)Weeks participants accessed
website

.07252.0 (225.5; 0-670)373.8 (273.3; 0-1119)312.9 (255.7; 0-1119)Total time spent on website
(min)

.0710.5 (9.4; 0-27.9)15.6 (11.4; 0-46.6)13.0 (10.7; 0-46.6)Time spent on website per
week (min)

.0786.0 (94.5; 0-352)124.2 (114.2; 0-545)105.1 (105.7; 0-545)Total page views per user
(n=5885)

aP values represent comparisons between survivors and partners using Wilcoxon rank-sum tests due to the nonnormal distribution of website usability
metrics, significance set at P<.05.

Website use differed significantly by age, time since diagnosis,
and sex. Older adults aged ≥65 years demonstrated higher
website use compared to younger participants (<65 years),
accessing it for a longer duration (mean 14.4, SD 7.4 weeks vs
9.2, SD 6.8 weeks; P=.009), spending more time per week (mean
17.0, SD 9.7 minutes vs mean 10.5, SD 10.6 minutes; P=.01),
and recording a higher average number of total page views
(mean 135.7, SD 90 vs mean 85.3, SD 111.9; P=.008). Survivors
who were 5 or more years post diagnosis also accessed the

website for longer duration than those more recently diagnosed
(<5 years; mean 18.4, SD 6.3 weeks vs mean 10.8, SD 6.4
weeks; P=.009). Additionally, females used the website
significantly more than males, accessing it for a longer duration
(mean 12.8, SD 7.1 weeks vs mean 5.6, SD 5.9 weeks; P=.003),
spending more time per week (mean 14.6, SD 10.3 minutes vs
mean 7.4, SD 10.3 minutes; P=.02), and recording a higher
average number of total page views (mean 120, SD 110.2 vs
mean 50.3, SD 64.4; P=.01; Table 3).
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Table 3. Website use stratified by clinical characteristics, sociodemographic factors, and cohabitation status.

Session page viewsTotal page viewsAverage timeWeeksMeasures

P valueTest
statistic

Mean
(SD)

P valueTest
statistic

Mean
(SD)

P valueTest
statistic

Mean
(SD)

P valueTest

statistica
Mean
(SD)

.016.34.0087.03.016.55.0096.83Age

38.4
(35.2)

85.3
(111.9)

10.5
(10.6)

9.17 (6.8)<65 years

65
(38.5)

135.7
(90)

17 (9.7)14.4 (7.4)≥65 years

.430.622.112.57.201.62.0096.88Time since diagnosis

52.5
(35.1)

108.4
(117.8)

14 (11.9)10.8 (6.4)<5 years

65.3
(32.3)

163.6
(100.9)

19.4 (9.6)18.4 (6.3)≥5 years

.281.15.470.53.870.03.420.64Cancer type

54.8
(37.1)

122.9
(119.5)

15.3
(11.3)

13.6 (7.2)Breast

27
(36.7)

129.6
(81)

15.9 (9.7)11.6 (4.9)Other

.016.39.016.69.025.70.0038.82Sex

54.8
(37.1)

120
(110.2)

14.6
(10.3)

12.8 (7.1)Female

27
(36.7)

50.3
(64.4)

7.4 (10.3)5.6 (5.9)Male

.910.01.750.11.780.08.890.02Race

46.4
(33.2)

100.2
(86.2)

12.9 (9.6)11.4 (6.8)Non-Hispan-
ic White

53.4
(47.1)

113.9
(136)

13.3
(12.5)

10.9 (8.6)Non-Hispan-
ic Black

.340.90.600.28.520.41.910.01Residence

47.2
(36.3)

104
(106.8)

12.7
(10.3)

11.2 (7.3)Urban

77.7
(70.3)

123.7
(98.1)

18.4
(17.1)

12.3 (11)Rural

.980.00.780.08.920.01.330.95Education

45.9
(37.8)

116
(131.7)

12 (10.5)8.9 (6.3)High school
or less

49.4
(38.9)

103.3
(102.2)

13.2
(10.8)

11.6 (7.6)Some col-
lege or
above

.710.14.550.35.710.14.261.29Employment

47.6
(39.7)

101.8
(117.1)

12.9
(11.7)

10.4 (6.3)Employed

50.3
(37.7)

108.9
(92.8)

13.3 (9.5)12.2 (8.5)Retired or
other

.370.81.670.18.500.45.780.08Income

59.7
(44.9)

132
(152.8)

15.9
(13.9)

10.6 (5.9)Less than
US
$50k/year

46.2
(36.8)

98.5
(91.7)

12.3 (9.8)11.4 (7.8)More than
US
$50k/year
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Session page viewsTotal page viewsAverage timeWeeksMeasures

P valueTest
statistic

Mean
(SD)

P valueTest
statistic

Mean
(SD)

P valueTest
statistic

Mean
(SD)

P valueTest

statistica
Mean
(SD)

.162.01.530.40.211.54.142.23Cohabitation

42.2
(39.8)

93.1 (91)11.1
(10.3)

9.5 (8.1)Cohabitate

53.8
(37.2)

114.1
(116)

14.5
(10.8)

12.5 (6.7)Do not co-
habitate

aDifferences between groups were assessed using the Mann-Whitney U test, implemented via the Wilcoxon rank-sum approach. A chi-square approximation
was used to derive the test statistics, with statistical significance defined as P<.05.

Website use was generally highest during the initial 9 weeks of
the intervention, although some fluctuations were observed,
particularly in weeks 4, 6, and 8. Website use gradually declined
over time, with a slight increase observed in the final week of

the intervention. Cancer survivors spent more time on the
website each week compared to their partners, with notable
peaks observed among cancer survivors at weeks 1, 2, 6, 8, 13,
16, 19, and 24 (Figure 1).

Figure 1. Average weekly time spent on the Daughters, Dudes, Mothers, and Others Together (DUET) website during the 24-week intervention period
by the total sample, highlighting high and low engagement weeks stratified by dyad status. All weekly DUET sessions were designed to take 15 minutes
or less, except for the initial onboarding session.

A total of 5885 page views were recorded throughout the
intervention period across the 9 key website features. The
highest number of page views was observed for the weekly
interactive e-learning Sessions feature (n=2736), followed by
the Home Page (n=975) and Tools feature (n=967). The

remaining features, My Profile (n=400), Healthy Weight
(n=248), Healthy Eating (n=234), Exercise (n=162), News You
Can Use (n=104), and Team Support (n=59), had comparatively
fewer page views (Figure 2).
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Figure 2. Page view distribution across key features of the Daughters, Dudes, Mothers, and Others Together website stratified by dyad status (n=5885
total page views).

Figure 3 further illustrates the distribution of 2736 page views
across the weekly e-learning Sessions feature over the 24-week
intervention period. Page views for the weekly sessions were
highest during the early weeks of the intervention, particularly
sessions 1 through 8, and gradually declined over time. The
onboarding session received the greatest number of views, and
the three most frequently viewed sessions were (1) Get on Track

for Success (session 2), (2) Moving Towards Better Health
(session 4), and (3) Been Resisting “Resistance” Exercises
(session 8). Conversely, the three least viewed sessions were
(1) Want to Join the Party Without Blowing Your Diet? (session
20), (2) Why Am I Hungry All the Time? (session 22), (3) Are
Supplements Really Good for You? (session 23).

Figure 3. Page view distribution of weekly released diet and exercise sessions accessed by cancer survivors and partners (n=2736 total session page
views). Top 3 most viewed sessions for the total sample: Get on Track for Success (session 2), Moving Towards Better Health (session 4), and Been
Resisting “Resistance” Exercises (session 8). Bottom 3 least viewed sessions for the total sample: Want to Join the Party Without Blowing Your Diet
(session 20), Why Am I Hungry All the Time (session 22), Are Supplements Really Good for You (session 23).

The Tools feature accounted for the third highest number of
page views (n=967), following the Home page and Sessions,
with participants most frequently viewing tools such as Sample
Meal Plans (n=121 page views), Tracking with Fitbit (n=119),
Exercise Logs (n=65), BMI Calculator (n=65), Fast Food Menu
Maven (n=64), Calorie Calculator (n=62) and Calorie Burning
Guide (n=60; Multimedia Appendix 1). The Healthy Weight,
Healthy Eating, and Exercise features were also accessed
throughout the intervention period. Within these features, the

most commonly viewed content included “Common Questions
About Weight Management” (n=20 page views) under the
Healthy Weight category, “Increasing V&F Intake” (n=10 page
views) under Healthy Eating, and “Leg Strengthening Exercises”
(n=19 page views) under the Exercise category (Multimedia
Appendix 2)
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Website Use and Behavioral Associations
Diet quality was positively associated with website use, weeks
(r=0.50; P<.001), time (r=0.45; P<.001), total page views
(r=0.46; P<.001), and sessions page views (r=0.39; P=.005).
Self-reported MVPA was also positively associated with website

use, weeks (r=0.37; P=.007), time (r=0.36; P=.009), total page
views (r=0.36; P=.01), and sessions page views (r=0.35; P=.01).
However, no statistically significant associations were detected
for accelerometry-measured MVPA or weight (P>.05; Table
4).

Table 4. Bivariate associations between website usability and Healthy Eating Index 2015 diet quality, moderate to vigorous physical activity (MVPA),
and weight at 6-months. Bivariate associations were performed using Spearman partial correlations rank analysis for nonnormally distributed data.
Adjusted for age, sex, race, and baseline outcome variables.

Session page viewsTotal page viewsAverage timeWeeksMeasures

P valuer (95% CI)P valuer (95% CI)P valuer (95% CI)P valuer (95% CI)

.0050.39 (0.12 to 0.60)<.0010.46 (0.21 to
0.65)

<.0010.45 (0.20 to 0.65)<.0010.50 (0.25 to 0.68)Diet quality

.010.35 (0.08 to 0.57).010.36 (0.09 to
0.57)

.0090.36 (0.09 to 0.57).0070.37 (0.10 to 0.58)Self-reported MVPA

.790.04 (–0.27 to
0.35)

.820.03 (–0.28 to
0.34)

.680.06 (–0.25 to
0.37)

.330.15 (–0.16 to
0.44)

Accelerometer MVPA

.41–0.11 (–0.38 to
0.16)

.35–0.13 (–0.39 to
0.15)

.67–0.06 (–0.32 to
0.22)

.24–0.17 (–0.42 to
0.11)

Weight

Discussion

Primary Findings
There are very few web-based lifestyle interventions for cancer
survivors and their support partners that use evidence-based
theoretical constructs to promote healthful diet and physical
activity behaviors [14]. As a result, no studies to date have
described patterns of website use to inform the design and
delivery of future dyadic, web-based lifestyle interventions.
This study is among the first to address this gap by providing
a detailed analysis of website use patterns among cancer
survivors and their chosen partners randomized to the DUET
intervention. Our findings suggest that cancer survivors and
their partners used the DUET website to learn about healthy
lifestyle guidelines, as reflected by website use metrics: on
average, participants logged into roughly half of the 24-week
content, interacting for a total of 313 minutes with the program,
for which the highest page view activity was observed for
Sessions (n=2736). Older adults and females engaged with the
website to a significantly greater degree compared to younger
participants and males, as reflected by weekly website activity
(frequency, user time, and page views). Moreover, higher levels
of website use were significantly associated with improvements
in diet quality and self-reported MVPA. However, no significant
associations were observed between website use and
accelerometer-measured MVPA and weight.

Comparison With Previous Literature
Due to variability in how website usability metrics are reported,
direct comparisons of website use across studies are challenging.
However, findings from 3 pilot web-based lifestyle interventions
implemented among cancer survivors generally align with our
data that cancer survivors engage with a lifestyle website
approximately once per week, particularly during the initial
phase of the study. For example, the SurvivorSHINE study
reported an average of 1.5 log ins per week over a 2-week period
[41]. Similarly, in the A Lifestyle Intervention Via Email study,

breast cancer survivors visited the website for an average of 9.6
out of 12 weeks in the physical activity arm and 10.7 out of 12
weeks in the diet arm [42]. A study by Blarigan and colleagues
[43] reported that colorectal cancer survivors in the intervention
arm accessed the website on a median of 13 out of 84 days.
Despite the 24-week DUET intervention being roughly twice
as long as web-based interventions used in previous studies, we
observed comparable weekly website use during the initial 12
weeks of the program, suggesting sustained and moderate
website use among dyads during the initial phases of the
intervention. Our findings also showed that dyads spent a total
of 313 minutes on the website, which differs from the
SurvivorSHINE study (94 minutes) but aligns closely with the
Breast Cancer eHealth Self-Management study (337 minutes)
[41,44]. The difference in website use observed in our study
compared to SurvivorSHINE is likely due to the longer
intervention duration and the inclusion of weekly serialized
e-learning sessions and videos, which were not part of the
SurvivorSHINE’s 2-week intervention.

This study also examined page view activity to assess participant
usability with various DUET website features. The most
frequently accessed feature was the interactive e-learning
“Sessions,” followed by the “Home Page” feature. Prior
systematic reviews have emphasized the importance of
interactive educational modules to promote real-time
engagement with behavior change content [45-47]. The DUET
“Sessions” were developed with this framework in mind,
incorporating brief, skill-building activities designed to help
both survivors and their support partners apply evidence-based
knowledge to everyday challenges. These sessions encouraged
teamwork and joint problem-solving to support healthier
behaviors, a strategy supported by the theory of communal
coping and prior studies [27,48,49]. Participants also received
3 weekly text messages reminding them to visit the website and
engage with the weekly content, which likely contributed to the
high usability observed with the “Sessions” feature. The brief,
focused, and interactive nature of the sessions may have further
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enhanced their appeal. Similar to findings from the
SurvivorSHINE study, the “Home Page” was also commonly
viewed, likely because it automatically loaded each time
participants accessed the website, allowing them to engage with
core behavior change constructs such as self-monitoring, goal
setting, and motivation [41].

Consistent with prior research conducted in samples without a
history of cancer, our findings indicate that website use was
significantly higher among older adults (aged ≥65 years) and
female participants. For example, Graham et al [50] reported
that older adults using the commercially available Lark Health
digital platform logged more meals (174 vs 89) and used more
self-monitoring devices (39 vs 28) compared to younger adults.
Relatedly, a scoping review found that among adults aged 50
years and older, structured, tailored digital programs were
well-accepted [51]. Similarly, a growing body of literature has
consistently shown that women are more likely to seek
health-related information, engage with online health platforms,
and participate in digital lifestyle interventions compared to
men [14,52,53]. In our study, this trend may be amplified by
the DUET program’s structured, self-paced design and tailored
content, which likely resonated with older and female
participants who may prefer individualized guidance and
flexibility with web-based programs [52,54].

Bivariate analyses from this study showed that website use was
significantly associated with improvements in diet quality and
self-reported MVPA at 6 months. The evidence on whether
website use improves diet quality remains unclear, largely due
to heterogeneity in how diet quality is measured across studies.
For instance, our findings differ from those of a systematic
review and meta-analysis of 29 studies in adults with chronic
conditions, which found no evidence for website use to improve
overall diet quality [55]. However, most studies in this review
were short in duration (<3 months) and relied on self-reported
measures; in contrast, our study used interviewer-administered
24-hour dietary recalls, the gold standard for diet quality
assessment, which may be more sensitive to detecting change.
Our findings are more consistent with systematic reviews and
several studies that have reported moderate to strong
associations between website use and increased physical activity
using self-reported measures [41,55-57]. One possible reason
the DUET website led to improvements in diet quality and
self-reported MVPA is its inclusion of a range of relevant
content for cancer survivors and their partners, such as guidance
on V&F intake, reducing processed foods, portion control,
setting SMART goals, and providing tools for tracking and
self-monitoring diet and physical activity behaviors. However,
it is important to note that diet quality and self-reported MVPA
models were modestly significant, and may not withstand
correction for multiple testing and should be interpreted as
hypothesis-generating.

Despite these positive associations, our analysis did not find a
significant association between website use and
accelerometer-measured MVPA and weight. Our findings for
not detecting significant associations with subjectively measured
physical activity aligns with findings from previous studies
[55,56], but, they contrast with findings from the
Commonwealth Scientific and Industrial Research Organisation

(CSIRO) Total Wellbeing Diet Online program and the Weight
Loss Maintenance (WLM) trial, which found that website use
was associated with greater weight loss and reduced weight
regain, respectively [58,59]. However, the CSIRO program was
commercially delivered and relied on participant self-reported
weights within the platform, while the WLM trial focused on
weight maintenance rather than weight loss [58]. Several
methodological, individual, and behavioral level considerations
may help explain the lack of association between website use
and accelerometer-measured MVPA and weight [60]. Our power
calculation confirmed that with 56 participants, the study was
powered only to detect correlations of approximately r≥0.40.
Given that the association between website use and
accelerometer-measured MVPA and weight observed in our
data was substantially smaller (r<0.20), the study was likely
underpowered to detect this relationship. Additionally,
differences in how outcomes were measured may further clarify
the findings. Website use, diet quality, and self-reported MVPA
rely on participant interaction and reporting, which may
naturally relate to one another and explain shared method
variance. In contrast, accelerometer-measured MVPA and
weight are objective measures that do not rely on participant
reporting, and therefore their associations with website use may
be smaller and more difficult to detect. Beyond methodological
explanations, individual and behavioral factors may also play
a role. For instance, website use may support behavior change
but not be sufficient on its own to produce weight loss, as some
participants may have relied less on the website once new habits
were established. Additionally, weight loss may be influenced
more by theoretical and behavioral mechanisms (ie, reduced
perceived barriers, self-monitoring, calorie restriction, increased
accountability from participating in the study, or lifestyle
changes occurring outside the platform). These possibilities
suggest that website use alone may not fully reflect the processes
that contributed to weight loss in the parent trial [21].

Strengths and Limitations
This study had several notable strengths. It examined website
use among cancer survivors and their partners, an area with
limited prior research, as few lifestyle interventions have studied
website use among dyads. Our analysis also provided detailed
page view analytics across the entire DUET website, offering
insight into which website features were most frequently used.
Furthermore, the study used validated measures to assess both
diet quality and MVPA, enhancing the accuracy of the findings.
However, like all studies, there were limitations. Most
importantly, website data were only available for the 56
participants in the intervention arm, resulting in a relatively
small analytic sample. A post hoc power calculation indicated
that with this sample size, the study was powered (≥80%) only
to detect correlations of approximately r≥0.40, representing a
moderate to large effect size. As a result, smaller associations,
particularly for accelerometer-measured MVPA and weight
change, may not have been detectable, and the null findings for
these outcomes should be interpreted with caution. Future
web-based trials should consider recruiting larger samples to
ensure adequate power to detect smaller associations between
website use and clinically relevant outcomes such as weight
change. Additionally, accelerometer-measured MVPA had 20%
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data missingness. As a result, complete-case analysis may
introduce bias if participants with missing MVPA data differed
meaningfully from those with complete data. Importantly,
because multiple correlations were examined, there is an
increased risk of type I error, and some associations may reflect
spurious findings; therefore, the results should be interpreted
within the exploratory, hypothesis-generating context of this
secondary analysis. Similarly, it was not possible to determine
whether participants viewed the full content of the weekly
sessions they accessed, as data only represented whether
participants accessed the sessions. Thus, it is likely that
participants who briefly clicked into a session could therefore
be coded similarly to those who reviewed the entire content,
and time-stamp data may overestimate engagement if browser
windows were left open. To partially address this limitation,
we examined multiple measures of website use rather than
relying on a single metric. Nevertheless, this measurement
constraint may have led to imprecise estimates of website use
and may help explain the modest strength of associations
observed. Additionally, given the dyadic nature of the study,
there may have been instances where dyads shared a single
account and viewed website content together (as was
documented in at least 1 case), potentially accounting for the
difference between survivor and partner usage and
underestimating individual-level usability. Another limitation
is the demographic homogeneity of the sample, which primarily
included female, non-Hispanic White breast cancer survivors
residing in urban areas with higher socioeconomic status. As a
result, these findings may not generalize to male survivors,

racial and ethnic minority groups, individuals with lower income
levels, or those living in rural or medically underserved settings.

Conclusions
Minimal-touch lifestyle interventions delivered through
web-based platforms are being implemented to promote diet
and physical activity behaviors for weight management among
cancer survivors. However, patterns of website use are often
understudied. Findings from our study suggest that cancer
survivors and their partners (especially older adults and females)
actively used the DUET website, particularly the interactive
e-learning sessions, and higher levels of website use were
significantly associated with improvements in diet quality and
self-reported MVPA. However, no statistically significant
improvements were detected for accelerometry-measured MVPA
or weight. These results highlight that web-based platforms may
serve as a promising, scalable approach for delivering diet and
physical activity guidelines and promoting healthy behaviors
for long-term older cancer survivors and their partners.
However, larger, more diverse dyadic web-based lifestyle
interventions, including male survivors, racial and ethnic
minority populations, individuals with lower income, and
survivors in rural or underserved areas, are needed to confirm
and expand upon these findings. Importantly, future web-based
lifestyle interventions should also use more detailed engagement
tracking (ie, content completion indicators, differentiation
between brief access and full interaction with embedded
activities, and minimum and maximum time thresholds) to
distinguish brief access from full content consumption to
strengthen the validity of engagement measures.
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Abstract

Background: Traditional stroke rehabilitation is facing challenges, and virtual reality (VR)–based rehabilitation is a promising
solution. However, results from studies focusing on VR-based stroke rehabilitation remain inconsistent, largely due to the use of
noncustomized interventions in previous trials.

Objective: To enhance rehabilitation services and inform the development of patient-centered VR rehabilitation systems, this
study aimed to (1) explore the experiences and unmet needs of survivors of stroke during current hospital rehabilitation, and (2)
examine their perspectives on the use of VR technology in poststroke rehabilitation.

Methods: We conducted a qualitative thematic analysis based on descriptive phenomenology between January and July 2025
at the China Rehabilitation Research Center. Adult patients with a clinical diagnosis of stroke within the past 18 months were
eligible. A total of 21 survivors of stroke (mean age, 52.7, SD 17.3 y; men, n=17) were included. Data were collected through
face-to-face semistructured interviews, complemented by a short questionnaire on sociodemographic, clinical, and technology-use
characteristics. All interviews were audio-recorded, transcribed verbatim, and analyzed using a thematic approach, with thematic
saturation used to determine the sample size.

Results: After a stroke, patients experience significant physical and psychological changes. On the one hand, the sudden loss
of abilities alters their perceived roles within the family and society; on the other hand, the sharp contrast between their desire
for recovery and their current recovery limitations creates substantial psychological pressure. Accepting their condition and
rebuilding confidence is a long-term process. Traditional rehabilitation is commonly described as burdensome, monotonous, and
lacking continuity after discharge. Although patients desire a better rehabilitation approach and improved outcomes, attitudes
toward VR-based rehabilitation vary. Some view VR as a convenient tool, while others express no interest or perceived need for
technology-based rehabilitation. Patients indicated that serious games should be diversified to meet different individual and
training needs, and should incorporate clearer feedback mechanisms, appropriate scoring systems, adjustable difficulty levels,
and progressive game chapters. Functional expectations for VR systems included family involvement, access to personal
rehabilitation data, telerehabilitation support, safety monitoring, and technical support.
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Conclusions: Stroke rehabilitation services in China require improvement in the appeal of rehabilitation content, patient
self-management, and continuity of care. Although patients desire better rehabilitation approaches and outcomes, the effective
integration of VR technology must account for factors, such as personal characteristics and preferences, as well as socioeconomic
status. Unlike previous studies that primarily examined user experiences with digital technologies or compared rehabilitation
outcomes, our research contributes to the literature by linking the challenges and patient needs in conventional rehabilitation with
concrete directions for the future design of VR rehabilitation. These insights deepen current understanding of how VR technologies
can be meaningfully integrated into stroke care and provide a roadmap for developing patient-centered and culturally responsive
VR solutions.

(J Med Internet Res 2026;28:e84532)   doi:10.2196/84532

KEYWORDS

stroke patients; rehabilitation; digital health technology; virtual reality; qualitative study; user-requirements; patient-centered
design

Introduction

Stroke is a leading cause of death and disability [1]. In 2021,
there were an estimated 93.8 million survivors of stroke and
11.9 million new cases globally, including 26.3 million survivors
and 4.1 million new cases in China [2]. Half of the survivors
with stroke are left disabled, with one-third requiring assistance
in daily activities [3]. In addition to physical impairments,
cognitive and emotional disturbances, such as memory deficits,
aphasia, and depression, are common and further reduce quality
of life and hinder social reintegration [4]. Therefore, effective
rehabilitation remains a critical component of stroke care in the
long term.

While the rehabilitation research is moving toward the
exploration of digital health technologies, current stroke
rehabilitation in China primarily consists of physical therapy,
occupational therapy, and speech therapy, with treatment plans
tailored to individual conditions [5]. The demand for stroke
rehabilitation services is increasing; however, substantial
advances are yet to be made in stroke rehabilitation practice to
meet this demand, including improving the effectiveness of
current rehabilitation, enhancing adherence, and addressing
limited rehabilitation resources, especially in home-based
settings [6]. A deeper understanding of the real-world
experiences and unmet needs of survivors of stroke throughout
the rehabilitation process is critical for informing future service
improvement and intervention development.

Virtual reality (VR)–based rehabilitation uses motion tracking,
stereoscopic display, and real-time feedback to create immersive,
interactive training environments, offering promising solutions
for stroke rehabilitation [7]. Previous studies have shown that
gamified training improves patient engagement and adherence
[8]. Furthermore, the portability of the equipment and internet
connectivity can improve access to treatment, promoting
telerehabilitation, fostering equity, and supporting patient
self-management [9,10]. VR-based rehabilitation has significant
implications for improving current stroke care. Nevertheless,
findings on its effectiveness remain mixed [11,12]. One major
challenge is that many existing VR interventions rely on
noncustomized content, such as commercial games, which fail
to address the diverse functional needs, abilities, and preferences
of survivors of stroke, ultimately limiting therapeutic effect
[13]. Moreover, age, socioeconomic status, and educational

differences influence individuals’access to and familiarity with
VR technology, further shaping intervention acceptability and
outcomes [14]. The success of VR-based rehabilitation depends
not only on technological efficacy but also on its alignment with
the lived acceptability, preferences, and perceived needs of
survivors of stroke. Therefore, listening to patients’ voices and
developing patient-centered VR rehabilitation systems is crucial
for addressing the current challenges [15].

Quantitative studies have provided important evidence on the
effectiveness and feasibility of stroke rehabilitation
interventions; however, they are limited in their ability to capture
the rehabilitation experiences, unmet needs, and subjective
perspectives of rehabilitation services among survivors of stroke.
Qualitative approach and semistructured interviews were widely
used to understand human phenomena, including patients’
thoughts and experiences [16,17]. Such information is essential
for informing the development of patient-centered and culturally
appropriate VR-based rehabilitation interventions.

Therefore, this study used qualitative methods to (1) explore
the experiences and unmet needs of Chinese survivors of stroke
during current hospital rehabilitation and (2) examine their
perspectives on the use of VR technology in poststroke
rehabilitation. The overarching goal is to enhance rehabilitation
services and inform the development of patient-centered VR
rehabilitation systems.

Methods

Research Design Overview
This study adopted a qualitative thematic analysis based on
descriptive phenomenology to explore the rehabilitation
experiences, unmet needs, and perspectives of survivors of
stroke on VR-based rehabilitation [17,18]. Data were collected
through semistructured interviews and analyzed using thematic
analysis. This study was conducted at the China Rehabilitation
Research Center (Beijing Boai Hospital), as part of a larger
project entitled Development of a Motor and Cognitive
Rehabilitation System for Stroke Patients Based on Multisensory
Virtual Reality Technology.

Researcher Description
This study was conducted through a collaboration among Capital
Medical University, Beijing University of Civil Engineering
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and Architecture, and the China Rehabilitation Research Center.
The research team consists of university professors, chief
physicians, and doctoral and master’s students, all of whom
have received professional training and possess extensive
experience in stroke rehabilitation, qualitative research, and
digital health. The primary interviewer and data analyst (XZ
and LX) had received formal training in qualitative interviewing
and thematic analysis, and possessed previous knowledge of
stroke rehabilitation practices and the research landscape in
China. XZ also had previous experience conducting and
analyzing interviews with public health practitioners and primary
and secondary school students. Reflexivity was maintained

through regular team discussions, during which researchers
reflected on their disciplinary backgrounds and potential
assumptions to minimize interpretive bias. These experiences
and foundation enabled the research team to successfully
conduct this study and ensured the rigor of the methodology.

Participants
The final sample included 21 participants (4 women and 17
men) with a mean age of 52.7 (SD 17.3) years. For most
participants (19/21, 90%), the time since stroke onset was less
than 6 months. The majority (14/21, 67%) reported daily internet
use, and nearly all (19/21, 90%) owned a smartphone or tablet.
Detailed participant characteristics are presented in Table 1.
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Table 1. Demographic characteristics of patients with stroke at the Department of Neurorehabilitation, China Rehabilitation Research Center (January
to July 2025, N=21, qualitative thematic analysis based on descriptive phenomenology).

Use of the
internet

Smartphone or
tablet

Perceived
health

Stroke typeTime since
stroke
(months)

Marital sta-
tus

Education levelAge (y)SexPatient

Every daySmartphoneGoodIschemic0-3DivorcedSenior high or vocation-
al school

62FemaleP01

NoNoFairIschemic12-18WidowedSenior high or vocation-
al school

90MaleP02

Every daySmartphoneGoodIschemic0-3MarriedJunior high school76MaleP03

NoNoPoorIschemic0-3MarriedJunior high school60FemaleP04

Multiple
times a week

SmartphoneFairIschemic3-6MarriedSenior high or vocation-
al school

46MaleP05

Every dayBothFairIschemic3-6DivorcedCollege, University, or
above

38MaleP06

Multiple
times a week

SmartphoneFairHemorrhagic3-6MarriedJunior high school58MaleP07

Every daySmartphoneFairIschemic0-3MarriedPrimary school or be-
low

69FemaleP08

Every daySmartphoneGoodIschemic0-3MarriedCollege, University, or
above

55MaleP09

Every daySmartphoneFairHemorrhagic3-6SingleCollege, University, or
above

46MaleP10

Multiple
times a week

BothFairHemorrhagic3-6SingleSenior high or vocation-
al school

30MaleP11

Multiple
times a week

BothGoodHemorrhagic3-6MarriedSenior high or vocation-
al school

71MaleP12

Every dayBothFairIschemic0-3MarriedCollege, University, or
above

40MaleP13

Every dayBothFairHemorrhagic6-12MarriedCollege, University, or
above

27FemaleP14

Every daySmartphoneFairHemorrhagic0-3MarriedJunior high school62MaleP15

Multiple
times a
month

SmartphoneFairHemorrhagic3-6MarriedCollege, University, or
above

38MaleP16

Every dayBothFairHemorrhagic3-6MarriedJunior high school62MaleP17

Every daySmartphoneGoodHemorrhagic0-3SingleCollege, University, or
above

32MaleP18

Every dayBothFairHemorrhagic0-3MarriedCollege, University, or
above

32MaleP19

Every daySmartphoneFairIschemic0-3MarriedCollege, University, or
above

70MaleP20

Every daySmartphoneFairHemorrhagic3-6MarriedCollege, University, or
above

43MaleP21

Researcher–Participant Relationship
The researchers and participants had no previous relationship.
At the scheduled interview time, a nurse introduced the
researchers to the participants, and the participants felt at ease
throughout the process.

Recruitment Process
Physician-researchers screened medical records to identify
eligible participants. Patients meeting the inclusion criteria were

approached during hospitalization, and those who provided
verbal consent were later contacted by trained interviewers to
schedule a face-to-face interview. The sample size was
determined by the principle of data saturation, defined as the
point at which no new themes or insights emerged during
analysis [19]. A total of 26 survivors of stroke were interviewed,
of whom 5 were excluded due to poor communication ability,
leaving 21 participants in the final analysis.
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Participant Selection
Participants were recruited through purposive sampling from
the Department of Neurorehabilitation at the China
Rehabilitation Research Center. Inclusion criteria were (1)
age≥18 years, (2) first-ever stroke diagnosed within the past 18
months, and (3) ability to provide written informed consent.
The 18-month time frame was chosen to capture both early and
later recovery experiences and to examine the durability of these
effects [20], while ensuring that participants were physically
able to engage with the VR devices safely. To minimize
unnecessary exclusion, patients with mild cognitive or
communication impairments were permitted to receive support
from informal caregivers when communication was slow.
Exclusion criteria included inability to speak Chinese or
insufficient communication capacity, as determined at the time
of interview. Data collection took place between January and
July 2025.

Data Collection
Data were collected through face-to-face semistructured
interviews following a predefined sequence. At the scheduled
interview time, a nurse led 2 researchers (XZ and LX), both
trained in qualitative research, to the patient’s bedside to confirm
the appointment. After confirmation, the nurse left the room.
The researchers then introduced themselves to the participant
and explained the purpose and significance of the study. The
participant then read and voluntarily signed the written informed
consent. Participants were subsequently invited to complete 2
rounds of the Fruit Ninja (Halfbrick) game using a Pico 4
Enterprise headset (ByteDance; 1 round with visual access to
the surrounding room environment and 1 without). Following
the VR experience, participants completed a brief questionnaire
collecting demographic and clinical information, including sex,
age, marital status, education level, time since stroke, stroke
type, self-perceived health, and use of mobile devices and the
internet. Interviews were conducted after completion of the VR
task and questionnaire, and took place either in the patient’s
room or a doctor’s office to ensure a quiet, clean, and private
environment. An interview guide (Multimedia Appendix 1),
developed by the research team based on the study objectives
and a review of relevant literature and refined through pilot
interviews with 2 patients (data from the pilot interviews were
not included in the final analysis), was used to facilitate the
interviews. Interviews began with questions about stroke history
and rehabilitation experiences, followed by exploration of
perceived challenges, unmet needs, and suggestions for
improving poststroke care. Participants were then asked to
reflect on their VR experience, including attitudes, preferences,
and perceptions of usability. Follow-up questions probed barriers
to VR use and elicited recommendations for improvement.
Open-ended prompts (“Is there anything else you would like to
add regarding today’s topic?”) were used to encourage additional
insights. Interviews lasted between 16 and 40 minutes (25
minutes on average), were audio-recorded, and transcribed
verbatim.

Data-Analytic Strategies
Data were analyzed using thematic analysis following Braun
and Clarke’s 6-phase framework [21,22]. All interviews were

transcribed within 24 hours by 2 researchers (XZ and LX). The
first author completed a verbatim transcription, and the second
author checked each transcript against the audio recordings to
ensure accuracy and enhance familiarity with the dataset.
Furthermore, the 2 researchers (XZ and LX) independently read
and coded all of the transcripts using an inductive, data-driven
approach, focusing on participants’ rehabilitation experiences,
needs, and perspectives on VR technology. After independent
coding, the 2 researchers compared their coding and discussed
similarities and discrepancies. Discrepancies were resolved
through in-depth discussion, during which the researcher
explained their coding decisions with reference to the original
transcripts. When consensus could not be reached initially, the
relevant data segments were re-examined, and codes were
refined or merged as appropriate until agreement was achieved.
Codes were then organized into potential themes and subthemes,
which were reviewed for consistency and relevance across
transcripts. Recoding was performed when necessary. Themes
were iteratively refined and finalized in consultation with the
broader research team. All qualitative data were managed and
analyzed using NVivo software (version 1.2; Lumivero).
Selected quotations were translated into English using a
forward-backward translation process.

Methodological Integrity
Methodological integrity was ensured by aligning the study
design, data collection, and analytic approach with the research
aims. The study was conducted at the China Rehabilitation
Research Center in Beijing, China, a leading institution with
more than 30 years of experience in rehabilitation medicine and
research, serving patients from across the country. A qualitative
design informed by descriptive phenomenology was used to
capture the rehabilitation experiences, unmet needs, and
perspectives of survivors of stroke on VR-based rehabilitation.
Semistructured interviews allowed participants to express their
experiences, needs, and perspectives in their own words while
ensuring coverage of key topics relevant to the research
questions. Data collection continued until thematic saturation
was reached, defined as the point at which no new themes
emerged from successive interviews. Interviews were
audio-recorded, transcribed verbatim, and analyzed using an
inductive thematic analysis approach. Furthermore, 2 researchers
(XZ and LX) independently coded the transcripts and engaged
in iterative discussions to resolve discrepancies and refine the
coding framework. Strategies to enhance methodological rigor,
including reflexivity, trustworthiness, and ethical conduct, were
integrated throughout the research process. These aspects are
described in detail in the following sections: Researcher
Description, Trustworthiness, and Ethical Considerations. This
study adhered to the American Psychological Association’s
reporting standards for qualitative research [23] and the COREQ
(Consolidated Criteria for Reporting Qualitative Research)
checklist (Multimedia Appendix 2) [24].

Ethical Considerations
This study was reviewed and approved by the Medical Ethics
Committee of Capital Medical University, Beijing, China
(approval Z2025SY006). All procedures complied with the
principles of the Declaration of Helsinki. Participants were
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informed of the study’s purpose, procedures, potential risks,
and their right to withdraw at any time. Written informed
consent was obtained before participation. To ensure privacy
and confidentiality, data were deidentified through
pseudonymization. Contact information was stored separately
from research data. No images or personally identifiable
information were included in the manuscript or supplementary
materials. Participants received a small token of appreciation
in the form of daily necessities valued at 20-30 Chinese yuan,
equivalent to US $3-US $4.

Trustworthiness
Trustworthiness was established following Guba and Lincoln’s
criteria [25], encompassing credibility, transferability,
dependability, and confirmability. Credibility was enhanced
through timely verbatim transcription and cross-checking within
24 hours to ensure accurate and faithful representation of
participants’ narratives. All interviews and analyses were
conducted by 2 researchers (XZ and LX), facilitating deep
engagement with the data. Transferability was supported by
providing detailed descriptions of the study setting, recruitment

context, and participant characteristics, enabling readers to
assess the relevance of the findings to other contexts.
Dependability and confirmability were strengthened through
transparent documentation of data collection and analysis
procedures. Data were independently coded by 2 researchers,
with discrepancies resolved through discussion and consensus
in consultation with the wider research team. Thematic analysis
followed Braun and Clarke’s 6-phase framework, reducing
potential researcher bias and enhancing analytic reliability.

Results

Overview
Thematic analysis generated six overarching themes: (1) changes
following stroke and self-reconstruction, (2) effective yet
challenging traditional rehabilitation, (3) unmet needs in the
rehabilitation journey, (4) attitudes toward VR-based
rehabilitation, (5) recommendations for serious game design,
and (6) suggested features of VR systems (Figure 1). A summary
of themes and representative quotations is provided in
Multimedia Appendix 3.
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Figure 1. Themes and subthemes identified during data analysis of patients with stroke at the Department of Neurorehabilitation, China Rehabilitation
Research Center (January and July 2025, N=21, qualitative thematic analysis based on descriptive phenomenology). VR: virtual reality.

Changes Following Stroke and Self-Reconstruction

Shifts in Personal and Social Roles
All participants experienced varying degrees of physical
impairment following stroke. Some reported relatively mild
deficits, such as limb weakness or fatigue, whereas others
described severe hemiplegia accompanied by cognitive
impairments, including confusion and aphasia. These functional
losses led to substantial disruptions in their independence and
resulted in major shifts in their roles within both personal and
social contexts.

Overnight, my entire left side became paralyzed. I
can’t do any work now. […] I’ve brought a lot of
inconvenience to my family and close friends. That’s
what pains me the most. [P09]

Half of my body doesn’t move, so I rely on others for
everything. At first, I couldn’t even speak or recognize

people. I couldn’t do anything I was supposed to do.
I became a burden to my family and brought
misfortune to them. [P13]

Inner Psychological Conflicts
The sudden loss of physical abilities and the associated role
changes had profound psychological consequences. Participants
described intense feelings of uselessness and a strong desire to
recover bodily functions, which collectively created significant
emotional pressure. Many reported experiencing anxiety, guilt,
low self-esteem, irritability, and even despair.

After I got sick, I was constantly worried and sad.
[…] I felt irritable and depressed all the time. [P08]

Right after it happened, I felt useless and even had
thoughts of ending my life. But you cannot die even
if you want to, because you cannot move. I couldn’t
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even pick up a knife to hurt myself. It was a feeling
of utter despair. [P19]

Coming to Terms With Changes
Despite these challenges, participants described conscious efforts
to adopt a more positive mindset and gradually accept their
condition. They highlighted the importance of patience,
emotional stability, and realistic expectations to support
long-term rehabilitation. Family encouragement and professional
guidance played key roles in fostering acceptance and
maintaining motivation.

Don’t rush it, take your time. Since you already have
this illness, you need to stay calm. Whether it takes
one or two years, even four, it is still the same
condition. Recovery is slow, so you need patience.
Being too anxious is not good for your recovery; once
your mindset becomes tense, nothing goes well. [P18]

Later on, with my family’s encouragement and the
doctors’ support, I gained much more confidence in
my recovery. You see, now I’m doing quite well. [P19]

Effective Yet Challenging Traditional Rehabilitation

Engagement Barriers
Many participants described current hospital rehabilitation as
densely scheduled, repetitive, and lacking engagement. The
monotony and high intensity of daily sessions often resulted in
insufficient rest, leading to physical exhaustion and
psychological strain. Over time, these factors diminished
motivation, reduced adherence, and required substantial
willpower to maintain participation.

The training is truly monotonous. I think it really
depends on one’s willpower and endurance. [P05]

My current rehabilitation includes OT, PT, robotic
arm training, acupuncture, and massage. Except for
massage, all the training is boring, just repeating the
same movements every day. [P06]

I have trained every weekday, only resting on
weekends. My daughter had to push me in a
wheelchair, and we are always rushing to get there
on time; otherwise, I won’t be allowed to join the
session. […] It’s exhausting. Sometimes my legs are
swollen by the time I return to the ward. [P08]

Lack of Continuity
Most participants reported performing little or no structured
rehabilitation after hospital discharge. The absence of
professional supervision, appropriate equipment, and adequate
space at home posed major barriers to continuing rehabilitation
outside the clinical environment.

At home, I can only go out for a walk and treat that
as exercise. [P01]

After I went home, I didn’t train at all. I think many
people are like this. How can you train at home?
There’s no equipment, no one to guide you, and no
conditions for proper training. [P03]

Perceived Benefits
Despite the challenges encountered, most participants expressed
overall satisfaction with the effectiveness of rehabilitation. They
also highlighted the emotional support provided by health care
professionals, which contributed to their sense of comfort,
motivation, and hope.

The therapists here are very experienced. The environment in
the rehabilitation department is alsoheartwarming. Someone
will hold my hand or greet me kindly with comforting words,
this really touches me. [P02]

It’s been almost a month, and I’ll be discharged in a
few days. My leg has improved a lot. [P03]

During the rehabilitation process, the doctors
constantly encouraged me, saying things like ‘You’re
making progress’ or ‘You’re much better than a few
days ago.’ [P04]

Unmet Needs in the Rehabilitation Journey

Desire for Better Approaches
Several participants described transferring to the current hospital
specifically to access more advanced technologies and effective
rehabilitation interventions. Their accounts reflected a clear
recognition of the limitations of previous treatments and a strong
willingness to explore innovative strategies to optimize recovery.

This is already the third hospital I have been to. I
started at the best hospital in my province, then went
to the best local rehabilitation center, and now I am
here at what they say is the top rehabilitation center
in the country. I don’t really know what treatment
methods they use here, so I feel the need to try and
find out. [P09]

Need for Rehabilitation Knowledge
Given the complexity and long duration of stroke recovery,
many participants reported a lack of essential knowledge about
their condition and appropriate rehabilitation strategies. They
noted that their limited understanding of stroke mechanisms
and treatment options hindered communication with health care
providers and made it difficult to actively participate in
decision-making.

We are not professionals, we don’t understand how
this illness occurs or what the whole process involves.
[…] We truly lack knowledge. Now they are giving
us these treatments, but we don’t know which ones
are suitable for us. Even when doctors explain things,
we still struggle to understand. [P10]

Demand for Social Respect
Participants emphasized that social acceptance and respect are
crucial for psychological resilience, well-being, and successful
social integration. They noted that the support and treatment
they receive vary greatly both within rehabilitation facilities
and in society at large, and expressed a desire to receive the
same level of respect outside of rehabilitation institutions.

When I came to this hospital, I noticed that some of
the staff members are also people with disabilities
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like us. It shows we can still work and support
ourselves even if we are disabled. This encourages
me not to give up on life or my future. This is unlike
the negative comments made by some people in
society. The doctors and nurses are all very kind; they
never show any prejudice because of our condition.
Their respectful communication really helps with
psychological healing. [P19]

Attitudes Toward VR-Based Rehabilitation

Praised and Positive Perceptions
Most participants generally expressed a positive attitude toward
VR-based rehabilitation. They highlighted that the gamified
and immersive nature of VR could make rehabilitation more
engaging, increase motivation, and potentially enhance
adherence compared with conventional, repetitive training.
Participants also noted that VR could help address resource
limitations after discharge and improve access by enabling
rehabilitation outside the hospital environment.

Once this device is fully developed and widely
promoted, it could be placed at the nurses’ station
for patients to use in rotation. Patients could even
purchase one to use at home. [P03]

I think your VR device is very interesting, it’s
completely virtual. My arm still feels a bit tired
afterward, but the experience was enjoyable. […]
Compared with the usual hospital treatments like
cycling or traditional therapy, which are quite dull,
this was much more engaging, though of course I
can’t complain too much about hospital treatment
either. [P20]

Skepticism and Lack of Interest
In contrast, a subset of participants expressed hesitation or
disinterest in using VR for rehabilitation. Many preferred
conventional, face-to-face therapy due to its direct physical
interaction and perceived reliability. Age-related limitations,
physical discomfort, and economic concerns were also
mentioned as barriers to adoption.

At my age, using computers is difficult. Sometimes I
even feel dizzy. [P01]

It depends on how much your device costs. I just tried
it and my first impression was good, but if the price
is too high, not everyone will be able to afford it,
right? [P10]

Honestly, I think what you are doing is great, but I
just don’t think it’s necessary. No matter how good
it is, I personally don’t need it. [P15]

I still prefer traditional rehabilitation. It feels more
intuitive—you can see it and touch it. [P17]

Recommendations for Serious Game Design

Diversified Game Types
Some participants suggested expanding the range of game
genres, as people with different characteristics have different
preferences. They emphasized that serious games should be

tailored to users’ age, preferences, and rehabilitation stages.
Incorporating culturally familiar or age-appropriate activities,
such as calligraphy, chess, or dancing, was viewed as essential
to ensure wider appeal and encourage maintained engagement.

I think you should design more types of games. I
prefer games set in natural scenery and am not
interested in this sword-based game. [P16]

I think age differences matter. For people in their
fifties or sixties, slicing fruit may not interest them.
You could include chess or similar games that are
more suitable for that age group. [P19]

There are gender differences. Women might prefer
dancing games. [P20]

Customized Training Content
Although enjoyment was appreciated, participants emphasized
that rehabilitation should remain the primary focus of serious
games. They recommended developing targeted training
modules that correspond to specific functional impairments and
rehabilitation goals, such as upper limb strength, hand dexterity,
or fine-motor tasks. They suggest creating a library of
customizable exercises that clinicians could assign based on
individual needs, ensuring both personalization and clinical
relevance.

To me, muscle and strength training are most
important because I want to walk independently. The
game is great, and the virtual environment feels real,
but I hope for more specialized training. For example,
if I want to practice my hand, then exercises targeting
finger movement or using chopsticks should be
available. You could develop a game library with
many options, and clinicians can select the ones that
suit us. [P05]

Desired Game Functions
Participants also proposed functional enhancements to improve
the usability and therapeutic value of serious games. Adjustable
difficulty levels and sequential game chapters were
recommended to accommodate different impairment levels and
to maintain long-term engagement. Scoring systems were
considered valuable for monitoring progress and promoting
self-motivation. Additionally, immersive environments and
clear feedback, through audiovisual prompts, tactile feedback,
or visual cues, were highlighted as necessary features, especially
for individuals with sensory limitations.

Is the vibration on the controller too weak? I didn’t
feel any vibration. You could add prompts or voice
cues like ‘please touch’ or use arrows such as ‘move
the controller here.’That would be very helpful. [P04]

I like a fully virtual environment because the scene
feels realistic, and it gives you a sense of immersion.
You’re not distracted by the outside environment, so
you stay more focused during training. [P05]

If you add a scoring system—like getting 1000 points
today and 1500 tomorrow—I would feel like I’m
making progress. By the third day, I’d aim for an even
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higher score. That kind of thing motivates players.
[P10]

Gradually increasing the difficulty, such as by
speeding up or offering continuous stages, helps
people adapt and stay interested in continuing. [P11]

Suggested Features of VR Systems

Family Involvement
Participants noted that VR rehabilitation devices resembled
home gaming consoles, which made them especially appealing
to family members, particularly children. Participants expressed
a desire for family-connected gameplay, suggesting that
allowing relatives to join the games could enhance enjoyment
and strengthen emotional bonds during the recovery process.

This looks like a children’s game, [...] can my
grandson play it? [P01]

This is similar to the game consoles we have at home.
Doesn’t Xbox have a game like this? […] I go home
mainly to spend time with my daughter. She loves
these kinds of games, so if we could play together, or
if she could play with me in some way, that would be
wonderful. [P21]

Access to Personal Rehabilitation Data
Participants showed strong interest in accessing personal
rehabilitation data directly through the VR system. They
emphasized that personal medical and training records are
crucial for understanding their treatment history, clarifying
rehabilitation goals, and monitoring functional changes. Such
transparency was viewed as essential for enhancing engagement,
supporting self-management, and giving patients a sense of
control over their rehabilitation journey.

Can you create a rehabilitation profile or progress
tracking system? It looks like a game on the surface,
but it’s actually rehabilitation training. You need to
know what you’re training while playing and what
you should do next. [P05]

Telerehabilitation Support
Participants recommended integrating educational materials
and professional guidance into the VR system to support
rehabilitation outside the hospital. They recognized the potential
of VR technology in providing remote access to medical services
and ensuring continuity of rehabilitation.

If, during the rehabilitation process, doctors could
see my progress and send me some
rehabilitation-related suggestions, that would
definitely be meaningful. [P02]

The equipment in hospitals is very expensive and too
large to use at home. If VR can be applied to
home-based rehabilitation, I think it’s an excellent
method. It’s lightweight, you can use it at home, and
it still provides effective rehabilitation. That’s very
good. [P19]

Safety Monitoring
Safety emerged as a significant concern. Participants
recommended incorporating physiological monitoring, such as
blood pressure or fatigue indicators, and automated alerts to
prevent overexertion or adverse events. They suggested
implementing time limits, real-time feedback on training
intensity, and emergency warnings. These proposals emphasize
the need for built-in safeguards to protect vulnerable users,
particularly older adults and those with cardiovascular
conditions.

You have to limit the game time. What if someone
plays all night? That would be dangerous. [P12]

You could add some features focused on health
monitoring. Since we mainly track blood pressure,
you could include blood pressure measurements and
provide specific values. That would make it medically
useful and safer. Otherwise, someone might get too
excited while playing and suddenly feel dizzy or faint.
You could set an alert when blood pressure reaches
a certain level, reminding the player to stop. [P19]

Technical Support
Although participants found the current VR device easy to
operate, many expressed concerns about potential technical
issues or malfunctions, especially when used at home. They
emphasized the need for accessible customer support and
reliable maintenance to ensure confidence in long-term use.
Suggested options included 24-hour service hotlines,
troubleshooting through widely used communication platforms
such as WeChat (Tencent Holdings Limited), and guaranteed
repair.

If I buy it and take it home, I need help when the
device has problems, something like a customer
service number or a WeChat account. [P03]

If I am going to use it long-term, it needs to have
warranty services. If it breaks, someone must be
responsible for repairing it. [P12]

Discussion

Principal Findings
This qualitative study explored the experiences and unmet needs
of survivors of stroke during current hospital rehabilitation, as
well as their perspectives on integrating VR technology into
stroke rehabilitation. Thematic analysis revealed six overarching
themes: (1) changes following stroke and self-reconstruction,
(2) effective yet challenging traditional rehabilitation, (3) unmet
needs in the rehabilitation journey, (4) attitudes toward
VR-based rehabilitation, (5) recommendations for serious game
design, and (6) suggested features of VR systems. Unlike
previous studies that primarily examined user experiences with
digital technologies or compared rehabilitation outcomes, our
research contributes to the literature by linking the challenges
and patient needs in conventional rehabilitation with concrete
directions for the future design of VR-based rehabilitation.

Survivors of stroke experience profound shifts in their roles
within families and society, and the stark contrast between their
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desire for recovery and the harsh realities of impairment
generates substantial psychological pressure. Support from
family members and health care professionals plays a critical
role in helping patients regain confidence and rebuild their lives.
Traditional rehabilitation programs are often described as
burdensome and monotonous, and the near absence of home
rehabilitation presents another major challenge. Although
patients desire more engaging rehabilitation approaches and
better functional outcomes, future VR rehabilitation devices
must account for differences in personal characteristics and
preferences, as well as socioeconomic factors. Moreover, to
maximize both effectiveness and acceptability, VR rehabilitation
systems should incorporate serious games tailored to diverse
personal and training needs, and integrate functions such as
family interaction, progress tracking, telehealth support, safety
monitoring, and technical assistance.

Comparison With Previous Work
The level of exercise rehabilitation among survivors of stroke
remains far below guideline recommendations, often
characterized by the “three lows”: low initiative, poor adherence,
and reduced willingness to participate [26]. From a Chinese
cultural perspective, rehabilitation often relies on rest or passive
treatments, such as the concept of “Deqi” in traditional Chinese
medicine [27], which may weaken motivation for active,
repetitive training. Furthermore, access to rehabilitation services
remains uneven across regions, and high out-of-pocket costs
further reduce opportunities for maintained participation [28].
In our study, traditional rehabilitation exercises were frequently
described as burdensome, monotonous, and lacking continuity.
Previous studies have shown that repetitive movements without
feedback can diminish motivation among patients with stroke
[29]. After hospital discharge, many participants experienced
a sharp decline in available resources and limited professional
guidance [30]. In contrast, VR-based rehabilitation is reported
to be more engaging than traditional face-to-face therapy with
a therapist [31]. The portability of VR devices and the gamified
approach to intervention can enhance motivation and extend
rehabilitation into the community and home environments,
thereby improving continuity of care [32].

Consistent with previous studies, survivors of stroke in our
sample expressed varying attitudes toward VR-based
rehabilitation [33]. Particularly in the context of traditional
Chinese culture, many individuals still view games as purely
for entertainment, which may lead to skepticism about
game-based rehabilitation. This underscores the importance of
individual readiness, digital literacy, and personal preferences
in shaping acceptance and effectiveness of VR-based
interventions. Notably, even participants who were initially
skeptical of VR acknowledged the value of advanced hospitals
and innovative rehabilitation technologies and expressed a desire
for improved rehabilitation programs. Previous research
indicates that patients are more likely to adopt digital health
tools when they are simple, intuitive, and user-friendly [34],
whereas poorly designed equipment can lead to negative
experiences and reduced adherence [35]. Importantly, firsthand
experience with the benefits of digital health technologies plays
a key role in promoting acceptance and maintained use [36].
Therefore, when implementing VR in clinical practice, it is

essential not only to clearly communicate the practical benefits
of VR-based rehabilitation but also to address patients’concerns
related to usability, safety, and reliability.

Serious games have been increasingly evaluated in clinical
rehabilitation protocols, with studies reporting improved patient
engagement and functional outcomes [37]. However,
understanding how patients with diverse characteristics perceive
different game elements is essential for maximizing acceptance,
adherence, and therapeutic effectiveness. In our study,
participants emphasized the importance of offering game types
aligned with personal interests and selecting training content
tailored to individual needs. In addition, due to decreased
reaction times and slower cognitive processing, serious games
should incorporate clearer feedback mechanisms, appropriate
scoring systems to enhance motivation, and adjustable difficulty
levels with progressively structured game chapters to
accommodate varying motor abilities.

Survivors of stroke in our study also identified several desirable
features for VR-based rehabilitation systems, including family
involvement, access to personal rehabilitation data,
telerehabilitation support, safety monitoring, and technical
assistance. Family engagement has long been shown to enhance
motivation, emotional support, and adherence in stroke
rehabilitation [38]. Participants highlighted that family support
from family members is critical for psychological healing, yet
complex emotional challenges are often overlooked despite
their substantial influence on rehabilitation outcomes [39]. A
VR gaming platform that allows family members to participate
together can, while providing entertainment, strengthen the
bonds between family members and even promote
intergenerational communication. Additionally, progress
tracking can enhance self-efficacy, support goal-setting, and
promote active self-management [40]. In our study, many
participants expressed strong enthusiasm about VR’s potential
to increase engagement, maintain motivation, and improve
accessibility, particularly for home-based rehabilitation. In a
home setting, patients can independently complete structured
therapeutic exercises through VR tutorials delivered via
head-mounted displays and controllers [41,42]. Remote therapist
supervision can be supported through real-time data
transmission, video consultations, or automated progress reports
generated by the system [43]. This potential became particularly
evident during the pandemic, when remote technologies played
an essential role in maintaining continuity of care. Built-in safety
features, such as heart rate and blood pressure monitoring, usage
timers, and fall detection alarms, can further enhance user
motivation and reduce risks during home use [44]. Finally,
reliable technical support is crucial for enhancing patient trust
and ensuring long-term adherence.

The successful integration of VR technology into stroke
rehabilitation, as well as equitable access to such innovations,
requires not only technological advancement but also
governmental support and a cultural shift within clinical practice
toward embracing digital rehabilitation tools. Achieving this
goal calls for interdisciplinary collaboration among rehabilitation
clinicians, neuroscientists, engineers, designers, and patients to
develop evidence-based systems and clinical protocols that
ensure both effectiveness and usability [45]. Special attention
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should be given to adapting VR interventions for diverse
populations, particularly older adults with limited digital literacy
and individuals living in resource-constrained environments.
Critical challenges, including digital literacy, cost, security, and
accessibility in rural areas [14,46], may be addressed through
2 complementary pathways: designing simple, intuitive systems
supported by clinical validation, and reducing production costs
through governmental funding while implementing pilot
programs in community and rural settings. Additionally, VR
systems must account for the evolving priorities of survivors
of stroke throughout their recovery [47]. A phased, holistic
intervention approach is needed to support the restoration of
physical, psychological, and social functions. Using Maslow’s
hierarchy of needs as a conceptual framework [48,49], VR
system design should adapt its focus at different recovery stages.
In the early phase, rehabilitation focuses on stabilization,
preventing complications, and gently initiating motor function
while offering psychological support. In the subacute phase, it
shifts to intensive task-specific training and cognitive and
motivational interventions. In the long-term community or home
setting, rehabilitation emphasizes daily-life reintegration,
supported by family involvement, peer support, and continued
physical and psychosocial training.

Strengths and Limitations
The strengths of this study include allowing participants to
experience VR rehabilitation equipment before each interview,
which enhanced their understanding and enabled them to provide
more informed feedback. Additionally, we implemented rigorous
qualitative methods appropriate for an exploratory study,
allowing patients to express their rehabilitation experiences,
unmet needs, and perspectives on VR freely and
comprehensively. However, several limitations should be
acknowledged. First, the sample was drawn from a single
rehabilitation hospital and was predominantly male, which may
limit generalizability. Second, all interviews were conducted
in Chinese and subsequently translated into English, which may

have introduced subtle linguistic or interpretive biases. Third,
most participants were within 6 months of stroke onset, which
may restrict insights into long-term or home-based rehabilitation
experiences. Fourth, the relatively short interview duration and
insufficient depth in probing questions may have constrained
the richness of the data. Finally, the absence of longitudinal
follow-up prevented examination of how patients’ needs,
self-management behaviors, and acceptance of VR may change
over time. Future research should incorporate multicenter
longitudinal studies with more diverse samples to explore how
patients’ needs and attitudes evolve across recovery stages.

Conclusions
This study explored the rehabilitation experiences and unmet
needs of survivors of stroke, as well as their perspectives of
VR-based rehabilitation. Survivors of stroke undergo significant
changes in their family and social roles due to the sudden loss
of physical abilities. Their strong desire for recovery stands in
stark contrast to the slow progress they experience in reality,
which causes them immense psychological stress. Traditional
rehabilitation is described as arduous and monotonous, with
little to no support for home-based rehabilitation. Consequently,
stroke rehabilitation services in China require improvements in
the attractiveness of rehabilitation content, patient
self-management, and continuity of care. Although patients
desire better rehabilitation approaches and outcomes, the
effective integration of VR technology into stroke care must
take into account factors, such as personal characteristics and
preferences, as well as socioeconomic status. Future VR
rehabilitation systems should incorporate serious games that
address diverse personal and training needs and integrate
functions, such as family involvement, progress tracking,
telemedicine support, safety protection, and technical assistance.
These findings deepen understanding of how VR technologies
can be meaningfully embedded into stroke rehabilitation and
offer a roadmap for developing patient-centered and culturally
responsive VR solutions.
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Abstract

Background: Improving sleep is critical for optimizing short-term and long-term health. Although in-person meditation training
has been shown to impact sleep positively, there is a gap in our understanding of whether apps that teach self-guided meditation
are also effective.

Objective: This study aims to test whether Headspace (Headspace, Inc) improves sleep quality, tiredness, sleep duration, and
sleep efficiency.

Methods: Staff employees (N=135; mean age 38.1, SD 10.9; 75.0% female; 59.3% non-Hispanic White; 27.1% Hispanic) from
a university in California’s San Joaquin Valley participated in the study. Participants were randomized to complete 10 minutes
of daily meditation via the Headspace app for 8 weeks or waitlist control. Sleep assessments were taken for 4 consecutive days
at baseline, and then for 4-day bursts at 2, 5, and 8 weeks after randomization. Sleep quality and subjective sleep duration were
assessed each morning with a sleep diary, tiredness was assessed throughout the day using ecological momentary assessment,
and objective sleep duration and efficiency were measured using a Fitbit Charge 2.

Results: Both subjective and objective sleep outcomes improved. For subjective sleep outcomes, multilevel modeling revealed
that those in the Headspace condition, compared to the control group, reported better sleep quality at sessions 2 (β=0.48, SE=0.12;
P<.001), 5 (β=0.91, SE=0.13; P<.001), and 8 (β=0.69, SE=0.15; P<.001) compared to baseline, and a decrease in tiredness at
session 5 (β=−0.58, SE=0.19; P=.001) compared to baseline, but not at sessions 2 or 8. For objective sleep outcomes, those in
the Headspace condition compared to the control group had longer sleep durations at session 5 (β=23.96, SE=12.19; P=.04)
compared to baseline, but not at sessions 2 or 8. There were no significant effects for sleep efficiency.

Conclusions: This study continues adding to the ever-developing field of mobile health apps by demonstrating that Headspace
can positively impact sleep quality, tiredness, and duration.

Trial Registration: ClinicalTrials.gov NCT03652168; https://clinicaltrials.gov/study/NCT03652168

(J Med Internet Res 2026;28:e56287)   doi:10.2196/56287

KEYWORDS

Headspace; sleep quality; tiredness; sleep duration; sleep efficiency; ecological momentary assessment; app-based; sleep; subjective;
objective; outcome; meditation; randomized controlled trial; RCT; application; self-guided; female; women; United States;
mHealth; mobile health; Fitbit; wearable

Introduction

Overview
Training in mindfulness meditation has shown the ability to
improve sleep outcomes, such as sleep quality and efficiency
[1,2]. Most of this research has tested meditation as traditional
in-person mindfulness meditation practices, including
mindfulness-based stress reduction and mindfulness-based
therapy for insomnia [3,4]. There has been a shift in recent years
toward using mobile health (mHealth) apps, such as Headspace
(Headspace, Inc) and Calm (Calm.com, Inc), to learn meditation
and mindfulness. Therefore, because of their increased
popularity, these apps are critical to study as users are seeking

these apps to improve their health, including sleep [5]. In
addition, they have the potential to be more accessible and
available than in-person practices. However, these benefits may
come with a trade-off, as these apps are generally self-guided
and may not be as effective in teaching meditation or
mindfulness practices. App designers often focus on usability
and acceptability rather than effectiveness in improving health
outcomes [6]. Thus, it is necessary to rigorously examine
whether mHealth apps for meditation can effectively improve
sleep outcomes. Furthermore, there is a need to research when
these positive sleep effects emerge, enabling the ability to track
the efficacy of interventions during engagement rather than
waiting until a postintervention evaluation period.
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Sleep Is a Complex Construct
Sleep is a complex, multidimensional construct that can be
measured subjectively and objectively. A well-supported
approach to studying sleep identifies 5 dimensions: sleep quality,
sleep duration, sleep continuity, sleep timing, and sleepiness
[7]. Given that each dimension of sleep can change
independently of the others depending on the intervention, it is
advisable to measure multiple dimensions. Subjective sleep is
self-reported and evaluated using retrospective surveys such as
the Pittsburgh Sleep Quality Index and sleep diaries [7].
Objective sleep measurements are assessed using behavioral
and physiological technology, and thus are generally outside
the participant’s control regarding the data collected [7]. Both
objective and subjective measures tap into different parts of the
sleep experience. For example, several studies have shown
modest to null correlations between objective and subjective
assessments of the same dimension [8-10]. Therefore, collecting
both can provide a more complete picture of how sleep is
affected by engaging in mindfulness meditation.

mHealth Apps and Sleep
Research examining the impact of mHealth apps on meditation
is in its early stages, with only a few randomized controlled
trials testing the efficacy of these apps. Most of this work has
been tested using the Calm app. For example, in a sample of
adults with sleep disturbance, researchers found that Calm users
had reduced self-reported daytime fatigue, sleepiness, and
presleep arousal compared to a control group [11]. In a study
among employees of a large retail company, researchers found
that participants using the Calm app reported decreased daytime
sleepiness compared to a control group [12]. Cross-sectional
studies indicate that individuals who use Calm report longer
and better sleep than those who do not use the app [13].

Yet, there is a dearth of knowledge about whether the Headspace
app would also effectively improve sleep outcomes. Headspace
is vital to study on its own, given its widespread use. For
example, in September 2023 alone, Headspace was downloaded
400,000 times and generated $4 million in revenue [14]. Yet,
while Calm is pitched as a multimodal app aimed at improving
sleep using techniques that include meditation, Headspace
operates from a different perspective. Namely, it was developed
to provide step-by-step guidance on the basic principles of
mindfulness meditation practice. In this way, Headspace serves
as a mHealth corollary to the in-person Mindfulness-Based
Stress Reduction training program. Indeed, research has
demonstrated that the beneficial changes that occur directly
from learning mindfulness meditation, such as decentering [15],
acceptance [16], and nonreactivity to inner experience [17,18],
are present after using Headspace [19]. As such, it is plausible
that improvements in sleep may also ensue after using
Headspace. Some initial evidence from quasi-experimental
research has shown that children with attention-deficit
hyperactivity disorder who used Headspace had reduced
self-reported sleep disturbance after a 4-week intervention
compared to baseline [20]. However, there is a need to
rigorously investigate the impact of Headspace on various
measures of sleep to further inform prospective users of its
effectiveness.

Additional gaps exist in the current literature on mHealth
meditation apps and sleep. Most research has focused on how
mHealth meditation apps affect individuals with diagnosable
sleep disorders. Yet, the usage rates of mHealth apps indicate
that they are being used by the general population, who are
likely not meeting clinical levels of sleep disturbance. Yet, poor
sleep outcomes are still regularly reported among this population
daily. For example, according to the 2020 Behavioral Risk
Factor Surveillance System, 33.2% of adults report getting less
than 7 hours of sleep per 24 hours [21]. Second, there is a need
to test the effectiveness of Headspace using subjective and
objective sleep measures to reduce the potential for expectancy
effects to influence self-reports, which could account for
significant effects. To this end, testing the effects of Headspace
in daily life at several time points during the intervention can
provide a richer picture of when mHealth apps affect sleep
outcomes.

The Present Study
This study tested whether the mHealth app Headspace affects
several dimensions of sleep, including self-reported quality via
a morning diary and daily tiredness via ecological momentary
assessment (EMA), and objectively assessed duration and
efficiency via a Fitbit Charge 2 wearable. We hypothesize that
the use of a mHealth app will have a positive impact on both
sleep quality and sleep duration. We also hypothesize that sleep
quality and duration improvements will be recognized early on,
possibly by the week 2 assessment. Finally, we do not have a
clear hypothesis on how the improvements will last, as there is
very little research on how sleep improvements change over
time.

Methods

Participants
In this randomized controlled trial, participants were staff
employees at a university in the San Joaquin Valley of
California. Participants were excluded if they were not university
employees or if they were university faculty, younger than 18
years old, not fluent in English, did not have access to a
smartphone, or had prior experience in meditation, defined as
having participated in mindfulness meditation 2 times per week
for 10 minutes over the previous 3 months. To determine the
sample size, we conducted a power analysis to compare 2
groups, assuming a moderate effect size, an alpha of .05, and a
power of 0.80. The moderate effect size was used, given prior
research suggesting such effects could be observed with this
kind of mHealth app [22]. The power analysis results indicated
that the required sample size to detect the effect was 128
participants. We aimed to enroll 140 participants to account for
potential dropouts.

Procedure
Participants were recruited through posted flyers on campus,
presentations at departmental and university staff assembly
meetings, and word-of-mouth referrals. Interested participants
were directed to a secure website, where they read more about
the study and were directed to a screener delivered through
Qualtrics.
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Participants attended an in-lab orientation lasting about 60
minutes. This orientation introduced participants to the
assessment procedure. First, they downloaded the RealLife Exp
app (Life Data Corporation) on their smartphone and loaded
the survey. Participants were guided through a start-up session
that demonstrated how to navigate the app and view examples
of each question they would encounter during the study.
Participants practiced how to answer and were able to ask
questions about the process. After practicing, participants were
instructed that when a survey was ready, it would appear as a
push notification.

To assess subjective sleep quality, participants completed a
daily diary upon waking. The survey was available for
completion by 6:00 AM and remained open for 4 hours.
Participants completed an EMA protocol throughout the day to
assess tiredness. EMA surveys were completed randomly within
each block: 8:00-10:00 AM, 10:30 AM-12:30 PM, 1:00-3:00
PM, 3:30-5:30 PM, and 6:00-8:00 PM. If participants did not
immediately respond to a survey, they had up to 1 hour to
complete it, with a reminder notification 20 minutes after the
initial prompt. Surveys took between 3 and 4 minutes to
complete on average.

Four consecutive days of data were collected via daily diary
(quality) and EMA (tiredness). Each orientation took place on
a Monday, Tuesday, or Wednesday morning. All data were then
scheduled to begin data collection on Wednesday to ensure
relative commonality across participants and to ensure both
working (Wednesday through Friday) and nonworking
(Saturday) days. Participants completed the 4 days of data
collection (daily diary and EMA) as part of the baseline session
and then at 2, 5, and 8 weeks after the first day of data collection
at baseline.

Until this point, the researcher and participant were masked as
to their condition. After randomization, both the researcher and
the participant were unmasked for the duration of the study.
Participants needed to be unmasked as they were instructed to
engage with the Headspace app or not. Although researchers
were also unmasked, they did not interact with participants
outside of standardized messages sent during the study. Per
instructions described during the in-lab orientation, participants
were only randomized into the Headspace or control condition
after the initial 4 days of data collection. Thus, weeks 2, 5, and
8 of data are postrandomization. Allocation to condition
occurred at a 2:1 ratio, with more people in the Headspace
condition, to account for the potential higher dropout rate in the
intervention group as observed in mHealth studies [23]. A
random number generator in Microsoft Excel was used to
develop the order in which participants would be randomly
allocated to a condition. To mimic the experience participants
would normally encounter when downloading Headspace,
minimal training was provided to participants by research staff.
Participants in the Headspace condition were sent an email with
download instructions for the app and a code to enter that would
grant 12 months of access to Headspace. Headspace provided
all the codes but had no say over data collection procedures,
analyses, or dissemination. Participants were instructed to use
Headspace for 10 minutes daily for the 8-week intervention
period. The instructions specified that participants should

complete each of the 3 Basic packs (with 10 units each) and
then complete the Stress pack (with 30 units). To ensure
compliance, we tracked downloads and initial use of the app,
ensuring that all participants completed their first session within
the first week postrandomization.

For sleep quality assessed via diary, at week 0, there were 462
assessments (mean 4.90, SD 0.56), 418 assessments at week 2
(mean 4.93, SD 0.44), 330 assessments at week 5 (mean 4.85,
SD 0.76), and 237 assessments at week 8 (mean 4.85, SD 0.74).
For tiredness assessed via EMA, at week 0, there were 2556
assessments (mean 18.66, SD 2.82), 2256 assessments at week
2 (mean 18.05, SD 3.83), 1832 assessments at week 5 (mean
18.87, SD 3.40), and 1326 assessments at week 8 (mean 18.46,
SD 4.45). For sleep duration and efficiency assessed via Fitbit
at week 0, there were 681 assessments (mean 4.80, SD 0.83),
487 assessments at week 2 (mean 4.87, SD 0.63), 315
assessments at week 5 (mean 4.50, SD 1.32), and 159
assessments at week 8 (mean 4.68, SD 1.17).

Participants in the control condition were given a 1-year
subscription to Headspace after completing the 4-month waitlist
period. During these 4 months on the waitlist, they were asked
not to participate in any mindfulness activities such as yoga or
meditation during this time. They completed the same daily
diary and EMA protocol as participants in the Headspace
condition.

Measures

Baseline Measures
During the baseline assessment, participants first completed
demographic information, including their gender (coded for
analysis as 0=male, 1=female), age (in years), and ethnicity
(coded for analysis as 0=non-Hispanic and Latino, 1=Hispanic
and Latino), as well as other measures not relevant to this study.

Daily Diary and EMA Measures
Subjective sleep quality and tiredness were measured using
EMA, based on methods from previous research that used EMA
to assess physical well-being [24] and developed a standard
daily sleep diary [25]. To assess subjective sleep quality, each
morning, participants were asked, “How well did you sleep?,”
on a scale from 0 (not at all well) to 10 (extremely well). To
assess subjective tiredness, participants were asked, “Right now,
how tired do you feel?”, rated from 0 (not at all) to 10
(extremely).

Fitbit
A Fitbit Charge 2 wearable was used to estimate sleep duration
and efficiency. Fitbit is a popular fitness tracker with a
microelectronic triaxial accelerometer to capture body motion
in 3-dimensional space. These motion data are then analyzed
using proprietary algorithms to identify motion patterns. The
Fitbit Charge 2 also monitors heart rate activity through a
patented photoplethysmography technology called PurePulse.
PurePulse uses light-emitting diodes on the skin-facing surface
to continuously estimate heart rate by monitoring blood volume
changes [26]. Fitbit estimates steps, calories burned, and sleep
through the estimated heart rate. Participants received training
on the proper use of the Fitbit and the Fitbit app (Google LLC).
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To standardize this, participants were asked to wear the device
continuously (including sleep) throughout the study. In addition,
they were instructed to sync and charge it on the same days,
Tuesday and Sunday, and to ensure the device was placed back
on their wrist by the evening of each of these days. Fitabase
(Small Steps Labs LLC) was used to extract and process the
Fitbit data for the study. Fitabase measures duration as the total
number of minutes asleep. Fitabase estimates efficiency by
dividing the total time in bed by the total number of minutes
asleep. To ensure data were valid, any sleep duration that was
less than 2 hours or more than 12 hours was deleted from
analyses (although patterns are similar when either or both
criteria are not applied), as well as any efficiency scores greater
than 100.

Headspace
The intervention was delivered through the commercially
available mindfulness meditation app Headspace, widely used
in previous intervention studies [27,28]. Headspace provides a
variety of formal guided and unguided meditation practices,
with instructions delivered through short, animated training
videos. The intervention group was instructed to start meditating
using the Basic pack. This pack is designed as an introduction
to mindfulness meditation and can be used as an opportunity
for participants to get familiar with the Headspace teaching
style. Each lesson in the Basic pack is approximately 11 minutes
and is led by a teacher of the user’s choosing. In the first part
of the session, the teacher gives the user a short tutorial on the
concept of mindfulness. Then, the teacher proceeds with a
guided meditation. There are 3 total Basic packs, and each one
has 10 sessions, with each session lasting approximately 11
minutes. If participants follow the directions of the study, they
will finish all the Basic packs within 30 days. Once participants
completed the Basic, they were instructed to move on to the
Stress pack, which lasted for 30 sessions. Like the Basic pack,
the Stress pack used a teacher and combined visualization and
body scanning to help users learn to accept their emotions and
pay close attention to the present moment.

Participants were encouraged to complete the meditation quietly
for each session without distraction. They were instructed to
use the app to meditate for 10 minutes a day for 8 weeks. This
duration was chosen based on prior work, which showed that
just 10 days of practicing mindfulness for 10 minutes a day
successfully reduced stress, negative affect, and improved
well-being among a range of sample types [29-32].

Analytic Plan
We used multilevel modeling to account for the 3-level structure
of our data, with multiple daily diary and EMA observations
nested within assessment sessions (0, 2, 5, or 8) nested within
participants. Models were tested using the PROC MIXED
command in SAS v.9.4 (SAS Institute Inc), which tests a linear
mixed model analysis. We used restricted maximum likelihood
estimates to handle missing data, which is the recommended
approach given its robustness in addressing missing data that
is often nested (eg, a participant who dropped out in session 8
will have missing data for all diary and EMA observations)
[33]. This procedure does not impute missing data but uses
available data to calculate maximum likelihood estimates.

Analyses followed an intention-to-treat approach, assuming
those randomized to the condition completed the intervention
material as instructed [34]. As such, we did not factor in specific
measures of usage of Headspace in analyses (an issue we return
to in the “Discussion”). To test our main research question, we
included the following variables as predictors: session, condition
(0=control group, 1=Headspace group), and the interaction of
session by condition. In the presented results, the terms labeled
session refer to the effects of the control condition at that session
relative to baseline. The interaction term of session by condition
refers to the effects of comparing the Headspace to the control
group at that session relative to baseline. Sleep was the outcome
variable; each dimension of sleep was tested in a separate model.
The session was modeled as a categorical variable to interpret
whether the sleep data from sessions 2, 5, and 8 were statistically
different than the session 0 data.

Finally, at the between-person level, models controlled for
gender and age, and at the within-person level, models controlled
for the day of the week as either a nonweekend (0) or weekend
(1) day.

Ethical Considerations

The local Institutional Review Board approved all the study
procedures and measures (IRB #UCM2018). This study was
also registered on clinicaltrials.gov (NCT03652168). There
were no deviations from the preregistered protocol, and the
analyses presented are those for the secondary set of outcomes
proposed. Data from the primary set of outcomes testing the
effect of Headspace on mechanisms of mindfulness have
previously been reported [19]. The participant completed
informed consent at the initial intake session. Participants were
reminded at all sessions that they could refrain from answering
any questions they wished or could opt out of study procedures
without penalty. All participants were given a study code to
allow deidentification in the datasets. As compensation,
participants received a 1-year subscription to Headspace. For
each weekly survey (weeks 0, 2, 5, and 8), participants received
US $15. In addition, participants could receive up to a US $20
bonus for a high completion rate (ie, over 80% of surveys
completed) across the study.

Results

Table 1 provides descriptive statistics for demographics and the
sleep variables. The final sample (N=135) was between the ages
of 21 and 65 years old and self-identified as primarily White or
Hispanic, and female. Participants in the control condition (mean
40.88, SD 10.84, t137= 2.02; P=.05) were slightly older than
participants in the Headspace condition (mean 36.91, SD 10.84,
t137=2.02; P=.05). There were similar proportions of participants
identified as Hispanic and female across the 2 conditions,

χ2=2.29; P=.13, and χ2=0.28; P=.60, respectively. On average,
participants reported sleeping moderately well each morning
and feeling somewhat tired. They were recorded as sleeping
about 5 and a half hours a night, and their sleep efficiency was
below normal.
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Table . Descriptive statistics for sleep outcomes.

OverallControl groupHeadspace groupVariable

38.19 (10.94)41.12 (10.71)36.91 (10.84)Age (years), mean (SD)

Ethnicity, n (%)

3 (2.17)2 (4.76)1 (1.04)American Indian or Alaska Native

11 (7.97)4 (9.52)7 (7.29)Asian

4 (2.90)1 (2.38)3 (3.13)Black

38 (27.54)8 (19.05)30 (31.25)Hispanic

3 (2.17)1 (2.28)2 (2.08)Pacific Islander

83 (60.14)26 (61.90)57 (59.38)White

Gender, n (%)

104 (75.36)30 (71.43)74 (77.08)Women

34 (24.64)12 (28.57)22 (22.92)Men

5.68 (1.40)5.31 (1.29)5.87 (1.40)Sleep quality, mean (SD)

4.19 (1.56)4.51 (1.44)4.08 (1.65)Tiredness, mean (SD)

322.78 (71.52)312.28 (44.34)329.54 (63.70)Total minutes asleep, mean (SD)

73.93 (10.32)75.03 (8.30)74.74 (9.33)Efficiency, mean (SD)

447.70 (70.22)417.13 (57.22)449.36 (50.51)Total time in bed, mean (SD)

Figure 1 provides a diagram of the process used to determine
the final participant number for the study. An initial 291
employees were screened, with 271 eligible. Of the 271 eligible
participants, 186 people provided informed consent. Before the
study began, 43 participants dropped out, mainly citing time
demands. One hundred forty-three participants were randomized,
but 8 additional participants were dropped for not having any
data. Randomization was completed using a random number
generator via Excel to create the order in which participants
would be enrolled and allocated to a condition.

At week 0, our sample consisted of 135 participants, with 93
randomized into the Headspace group and 42 into the waitlist
control group using a planned 2:1 allocation strategy. At week

2, 87 (93.5% of the original Headspace group) and 40 (95.2%
of the original control group) participants completed at least
one daily diary and EMA survey. At week 5, 68 (71.5% of the
original Headspace group) and 35 (83.3% of the original control
group) participants completed at least one daily diary and EMA
survey. At week 8, 49 (54.3% of the original Headspace group)
and 26 (61.9% of the original control group) participants
completed at least one daily diary and EMA survey.

We tested whether participants in the Headspace condition
experienced improved subjective and objective sleep outcomes
compared to those in the control condition, examining when
these effects emerged over the 8-week intervention period.
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Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram of participant flow.

We tested quality and tiredness for the subjective sleep outcomes
with results reported in Table 2. The effects for the control group
over time are represented as the session terms, whereas the
effects for the Headspace condition compared to the control
group over time are represented as session x Headspace terms.
For quality, compared to the baseline session, those in the
control condition reported worse sleep at session 5 (P<.001),
with no differences at sessions 2 (P=.41) or 8 (P=.99). There
were significant interaction effects of condition by session.
Those in the Headspace condition, compared to the control

group, reported better sleep at sessions 2 (P<.001), 5 (P<.001),
and 8 (P<.001), with each session compared to baseline. For
tiredness, those in the control condition reported, compared to
the baseline session, an increase in tiredness at session 5 (P=.04),
but not at sessions 2 (P=.85) or 8 (P=.79). There was a
significant interaction effect of condition by session for session
5. Compared to the control group, those in the Headspace
condition reported a decrease in tiredness at session 5 (P=.001),
but no difference at sessions 2 (P=.97) or 8 (P=.97), with each
session compared to baseline.
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Table . Unstandardized beta estimates (SEs) for subjective sleep outcomes with Headspace, session, and interaction as predictors.

Subjective tirednessSubjective qualitySubjective sleep outcomes

P valueβ (SE)P valueβ (SE)

Random effects

<.0012.29a (0.30a)<.0011.63a (0.21)aIntercept

<.0014.41a (0.09a)<.0013.33a (0.06)aResidual

Fixed effects

<.0014.76a (0.61a)<.0015.08a (0.51a)Intercept

.61−0.16 (0.31).12−0.40 (0.26)Female

.79−0.003 (0.01).180.01 (0.01)Age

<.001−0.32a (0.07a)<.0010.35a (0.05a)Weekend

.85−0.03 (0.13).41−0.08 (0.10)Session 2

.040.30a (0.15a)<.001−0.41a (0.11a)Session 5

.79−0.04 (0.16).99−0.002 (0.12)Session 8

.27−0.34 (0.31).340.24 (0.25)Headspace

.970.01 (0.16)<.0010.48a (0.12a)Session 2x Headspace

.001−0.58a (0.18a)<.0010.91a (0.13a)Session 5x Headspace

.970.01 (0.19)<.0010.69a (0.15a)Session 8x Headspace

Model effects

—0.017—b0.034Pseudo r2

aCoefficients significant at P<.05.
bNot applicable.

For the objective sleep outcomes, we tested duration and
efficiency with results reported in Table 3. For duration,
compared to the baseline session, those in the control condition
had shorter sleep durations at session 5 (P=.03) compared to
baseline, but not at sessions 2 (P=.94) or 8 (P=.20). There was
a significant interaction effect of condition by session for session
5. Compared to the control group, those in the Headspace
condition had longer sleep durations at session 5 (P=.04), but

no difference at sessions 2 (P=.59) or 8 (P=.88), with each
session compared to baseline. For sleep efficiency, compared
to the baseline session, those in the control condition had a
higher efficiency at sessions 2 (P=.04) and 5 (P=.002) compared
to baseline, but not at session 8 (P=.33). There were no
significant interaction effects of condition by session for sessions
2 (P=.37), 5 (P=.36), and 8 (P=.11).
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Table . Unstandardized beta estimates (SEs) for objective sleep outcomes with Headspace, session, and interaction as predictors.

Objective efficiencyObjective durationObjective sleep outcomes

P valueβ (SE)P valueβ (SE)

Random effects

<.0014.19a (0.99a)<.0012404.70a (571.52a)Intercept

<.0019.95a (0.41a)<.0014011.98a (151.83a)Residual

Fixed effects

<.00189.70a (1.39a)<.001353.93a (32.26a)Intercept

.210.80 (0.65).0529.27 (15.04)Female

.12−0.04 (0.03).400.57 (0.67)Age

.11−0.37 (0.23).00711.20a (4.12a)Weekend

.040.98a (0.46a).94−0.59 (8.16)Session 2

.0021.77a (0.58a).03−23.27a (10.55a)Session 5

.330.59 (0.60).20−14.37 (11.21)Session 8

.35−0.69 (0.74).1723.32 (16.81)Headspace

.37−0.49 (0.54).59−5.26 (9.68)Session 2x Headspace

.36−0.61 (0.66).0423.96a (12.19a)Session 5x Headspace

.111.26 (0.79).882.12 (14.58)Session 8x Headspace

Model effects

—0.050—b0.058Pseudo r2

aCoefficients significant at P<.05.
bNot applicable.

Discussion

Principal Findings
This study used daily diaries, EMA, and Fitbit wearables to
investigate the impact of Headspace on several dimensions of
sleep. Our findings indicate that Headspace had the most
significant effect on sleep quality, with some impact on tiredness
and sleep duration, and no significant effects on sleep efficiency.
Notably, improvements in subjective sleep (quality and
tiredness) and objective sleep outcomes (duration) did not occur
simultaneously but rather at different times during the study.
These findings suggest the continued viability of using mHealth
meditation apps to improve sleep and the likelihood that
subjective and objective benefits may not happen in tandem.
Furthermore, they are consistent with previous research on the
Calm app [11,13] that illustrates sleep is multidimensional, with
some dimensions improving while others fail to reach
significance.

Sleep Quality
The most consistent finding of this study was the rapid
improvement in sleep quality. Participants reported better sleep
quality within 2 weeks of using Headspace. This finding is
impactful because there is emerging evidence that sleep quality
is considered a superior sleep index to sleep quantity for
assessing sleep [35]. Getting enough sleep is crucial for
psychological and physical health, as there are negative

consequences when sleep duration decreases past a certain
amount of time [36]. What is interesting about sleep quality is
that several studies have demonstrated that even if a person gets
a whole night’s sleep, they can still report their sleep quality as
poor and say they were unsatisfied with the night’s sleep
[37-39]. These findings suggest that objective sleep measures
do not fully account for subjective sleep quality. Studies have
shown that sleep quality is a good indicator of psychological
and overall health [40-42]. This also demonstrates that a
person’s perceived efficacy of an intervention (which we suggest
is as essential a dimension as objective measures) is a significant
component that impacts adherence to the intervention [43]. As
a future research direction, testing how the perceived efficacy
of Headspace impacts adherence is of specific interest.

The improvements in sleep quality continued throughout the
study. This promising finding shows that Headspace can alter
a person’s thinking outside of novel effects. This may not seem
profound, but if one considers that it is not uncommon for a
person to claim an intervention changed them, then to only
renounce that claim quickly thereafter. This is an example of
the novelty effect, a well-known phenomenon further discussed
below [44-46]. The fact that Headspace users reported continued
improvements in sleep quality for 8 weeks indicates that this
finding is more than likely not because of novelty and that
Headspace does alter a person’s quality of sleep positively. This
study did not investigate possible mechanisms; however, it has
been suggested that meditation may improve sleep quality by
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reducing sleep-interfering cognitive processes [47], altering
sleep architecture [48], changing perceptions of stress [49], and
morphometric and connectivity alterations in sleep-related brain
regions [50,51]. Taken together, these findings raise many
unanswered questions, fueling future investigation.

Intervention Length
A surprising finding is the convergence of improvements that
peaked at week 5 in both subjective measurements, sleep quality
and tiredness, and in one of the objective measurements,
duration. This finding is novel in suggesting that there may be
a previously unidentified point in time at which effectiveness
peaks. It has been shown that 8 weeks, but not 4 weeks, of
meditation is needed to see benefits in sleep quality and mood
[52]. Equally, in non–sleep-related studies, 8 weeks of
meditation increased brain structure and function [53] and
mental health in university students [54], while 12 weeks of
meditation improved depression, anxiety, and stress [55].
However, these studies measure 1 time point or compare 2 time
points and cannot accurately pinpoint when effects emerge.

Although the 5-week time point may seem brief, research has
shown the potential of mindfulness to have an acute positive
effect even after a single use [56]. By allowing users to engage
in meditation precisely when needed, such as before bed on a
stressful day, and to use it frequently throughout the day in
small but frequent doses (thus allowing microdose training),
mHealth apps may accelerate the accumulation process. Indeed,
other work in this sample found changes to the mindfulness
mechanisms of acceptance, attention, and nonreactivity in as
little as 2 weeks [19]. More broadly, these findings show the
benefit of this study design to test for effectiveness during the
engagement with Headspace and not simply wait for a
postintervention evaluation period. This approach could be
expanded in future studies to determine, with greater detail, the
acute and longer-term effects of Headspace in each dimension
of sleep. In the long term, this additional information will
hopefully replace the “do ten minutes a day of Headspace” with
a more nuanced approach.

It was unexpected that Headspace’s effects appeared to wane
after 5 weeks. As suggested by other research, it was assumed
that sleep benefits would continue throughout the 8-week
intervention [51]. A possible explanation for this waning could
be that the improvement was a placebo effect. A recent study
showed that a sham meditation could increase state mindfulness,
mindful observing, state decentering, and mindful nonreacting,
similar to an actual meditation condition [57]. Yet, simply
chalking up findings to a placebo effect seems unsatisfying.
The continuous measurement of sleep daily, within and across
days, would suggest an incredibly robust and omnipresent effect.
Moreover, it is unclear why the placebo would wear off after 5
weeks. Nevertheless, future research should continue to probe
how expected benefits from meditation may prime certain
short-term perceived benefits.

There is another, broader hypothesis that may better explain the
post-5-week waning: the well-known phenomenon that user
engagement with mHealth apps decreases over time. For
example, among users measured, 53% uninstall the app within
30 days [58]. Although determining the exact reasons for waning

or discontinuing is challenging, research has shown that the
main reasons are a loss of interest or declining motivation, a
lack of desired features, and the app not being fun [59,60].
Ultimately, the novelty effect significantly influences user
abandonment; users may be drawn to the new app out of
curiosity but lose interest once it wears off [44-46]. Finally,
attrition is a common phenomenon in longitudinal studies, with
the literature suggesting that rates from 30% to 70% are not
uncommon [61,62].

Of concern is that this pattern of waning, discontinued use, or
attrition was observed despite the initial robust effects. The
ability of these apps to run autonomously allows for their
incredible reach [63]. However, without continued user
involvement and self-management, behavioral changes and
health improvements tend to dissipate [64]. Therefore, there is
a need to continue developing features and behavior change
techniques that sustain usage levels for long-term maintenance.
In a systematic review of sleep apps, feedback and monitoring
were used most often as a behavior change technique [65]. Yet,
a recent meta-analysis identified 7 main areas that impact user
engagement, with personalization—the ability to make
technology act in a particular way depending on user
preferences—being the element that users cited as most
influencing their engagement [66]. Thus, there may be a
disconnect between what app developers pursue as features to
implement and what techniques may benefit long-term
outcomes. App designers often focus on usability and
acceptability rather than effectiveness in improving health
outcomes [6]. Due to the increasing shift toward the use of
mHealth apps and the vast number of apps available, user
engagement is likely to become more critical as app developers
strive to attract users. This will further the field of behavior
change techniques and is a possible direction for future research.

Limitations and Future Directions
A limitation of this study is that we were unable to track
Headspace usage accurately and reliably. Therefore, we have
yet to determine whether people in the Headspace group were
meditating and are only relying on random assignments to the
experimental condition to drive expected changes (ie,
intention-to-treat analyses). In this way, we may be
underestimating the effect of Headspace, as there may be
nonusers in the Headspace group. In addition, tracking
engagement would have allowed us to identify a type of person
who was more likely to continue completing the intervention
and to tailor the intervention content better to these individuals.
Research from clinical psychology has shown that younger age,
lower education, poorer social problem-solving, lower levels
of persistence, and greater avoidance coping are factors of
noncompletion [67]. Although not all these factors apply to the
current intervention, it demonstrates distinct factors when
examining noncompletion and why it is essential to track
engagement.

As with most mHealth experimental research, attrition was a
limitation, which may have led to the selection of certain traits
related to study completion and sleep behaviors. For example,
a recent meta-analysis found that the pooled attrition rate in
young adults across 15 mHealth trials was 26% [67], and another
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found a pooled attrition rate of 43% [22]. This study’s attrition
rate aligns with the attrition rates identified in these
meta-analyses. Therefore, resolving or limiting attrition remains
an unresolved issue, and addressing this would greatly benefit
research aimed at determining interventions to reduce attrition.

Conclusion
This study demonstrated that Headspace can improve sleep,
showing that sleep dimensions do not all change with the same
amount of meditation. Some sleep dimensions improved quickly,
while others took longer to change. There was a significant
convergence of benefits at the 5-week time point and increased

attrition. These convergences uncovered 2 critical pieces of
information: that there might be a lower-than-expected threshold
of meditation needed to experience sleep benefits and that future
research using mHealth apps must include factors that improve
adherence and engagement. The current study showed that
mHealth apps, specifically Headspace, are viable for those
seeking to enhance sleep with minimal life disruption. The
results from this study can be used by future scientists wanting
to learn how to dose mHealth meditation interventions better
and practitioners looking to use mHealth meditation to improve
patient sleep outcomes.
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Abstract

Background: Adolescents are particularly vulnerable to mental disorders, with over 75% of lifetime cases emerging before the
age of 25 years. Yet most young people with significant symptoms do not seek support. Digital phenotyping, leveraging active
(self-reported) and passive (sensor-based) data from smartphones, offers a scalable, low-burden approach for early risk detection.
Despite this potential, its application in school-going adolescents from general (nonclinical) populations remains limited, leaving
a critical gap in community-based prevention efforts.

Objective: This study evaluated the feasibility of using a smartphone app to predict mental health risks in nonclinical adolescents
by integrating active and passive data streams within a machine learning (ML) framework. We examined the utility of this
approach for identifying risks related to internalizing and externalizing difficulties, eating disorders, insomnia, and suicidal
ideation.

Methods: Participants (n=103; mean age 16.1 years, SD 1.0) from 3 UK secondary schools used the Mindcraft app (Brain and
Behaviour Lab) for 14 days, providing daily self-reports (eg, mood, sleep, and loneliness) and continuous passive sensor data
(eg, location, step count, and app usage). We developed a deep learning model incorporating contrastive pretraining with triplet
margin loss to stabilize user-specific behavioral patterns, followed by supervised fine-tuning for binary classification of 4 mental
health outcomes, namely, the Strengths and Difficulties Questionnaire (SDQ)-high risk, insomnia, suicidal ideation, and eating
disorder. Performance was assessed using leave-one-subject-out cross-validation (LOSO-CV), with balanced accuracy as the
primary metric. Comparative analyses were conducted using CatBoost (Yandex) and multilayer perceptron (MLP) models without
pretraining. Feature importance was assessed using Shapley Additive Explanations (SHAP) values, and associations between
key digital features and clinical scales were analyzed.

Results: Integration of active and passive data outperformed single-modality models, achieving mean balanced accuracies of
0.71 (0.03) for SDQ-high risk, 0.67 (0.04) for insomnia, 0.77 (0.03) for suicidal ideation, and 0.70 (0.03) for eating disorder. The
contrastive learning approach improved representation stability and predictive robustness. SHAP analysis highlighted clinically
relevant features, such as negative thinking and location entropy, underscoring the complementary value of combining subjective
and objective data. Correlation analyses confirmed meaningful associations between key digital features and mental health
outcomes. Performance in an independent external validation cohort (n=45) achieved balanced accuracies of 0.63‐0.72 across
outcomes, suggesting generalizability to new settings.

Conclusions: This study demonstrates the feasibility and utility of smartphone-based digital phenotyping for predicting mental
health risks in nonclinical, school-going adolescents. By integrating active and passive data with advanced machine modeling
techniques, this approach shows promise for early detection and scalable intervention strategies in community settings.

(J Med Internet Res 2026;28:e72501)   doi:10.2196/72501
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Introduction

Children and young people are particularly vulnerable to mental
health problems due to critical developmental changes in
emotion, behavior, and cognition [1], with over 75% of mental
disorders emerging before the age of 25 years [2]. The World
Health Organization estimates that one in 7 adolescents aged
10‐19 years at the time of this writing lives with a diagnosable
mental disorder [3].

Adolescent mental health symptoms are typically classified as
internalizing (eg, anxiety, depression, and suicidal thoughts) or
externalizing (eg, aggression and impulsivity) [4,5]. These
symptoms can impair social, academic, and interpersonal
functioning, and if left unaddressed, may lead to long-term
psychiatric disorders [6]. Anxiety, depression, and eating
disorders are among the most prevalent conditions, with sleep
problems often acting as both a symptom and a risk factor [7,8].
Among the most severe manifestations of internalizing
psychopathology is suicidal ideation, a particularly serious
concern during adolescence; when unaddressed, it may progress
to suicide, which ranks as the third leading cause of death
globally among individuals aged 15-29 years [3]. Yet only
18%‐34% of young people with significant symptoms seek
professional help [9]. This critical gap in receiving care
underscores an urgent need for scalable, accessible, and
youth-friendly solutions in mental health care.

Given the central role of schools in adolescents’ daily lives,
digital health interventions in schools offer a promising,
cost-effective, and scalable way to support mental well-being
in children and young people [10,11]. The proliferation of
smartphones has enabled a new class of digital mental health
interventions that leverage their unique data collection
capabilities [12-14]. Smartphones can gather active data
(subjective self-reports of behaviors and experiences) and
passive data (sensor-based measures such as GPS, step count,
and ambient light). These behavioral markers, collectively
termed “digital phenotyping,” reveal dynamic interactions
between individuals and their environments [15-17].

Active data capture internal states such as mood, sleep quality,
or loneliness, but it depends on user engagement and is
vulnerable to recall bias. In contrast, passive data offer
continuous, objective insights into daily routines, capturing
behavioral patterns that may reflect underlying mental health
states. For instance, lower location entropy and reduced
movement are associated with depression [18], fewer steps with
lower mood [19,20], and variations in ambient light with
circadian disruption [21]. However, passive data alone may
miss crucial psychological context and can be challenging to
interpret in isolation [22].

Although several studies [23-41] have explored either active or
passive data for mental health monitoring, few have examined
their integration, particularly in community-based adolescent
populations. Combining these modalities provides a more

comprehensive view of mental health, connecting how young
people feel with how they behave in real-world settings [42].
This fusion can enhance model robustness, uncover hidden
patterns, and address mismatches between self-report and
behavior. For example, a young person may report feeling fine
(active data) while showing signs of social withdrawal or sleep
disruption (passive data), a critical challenge for unimodal
approaches. Multimodal approaches are better suited to detecting
such discrepancies, enabling earlier and more nuanced detection
in nonclinical settings [42,43].

The complexity of digital phenotyping data, such as its high
dimensionality, multimodal nature, and nonlinear interaction
patterns, poses challenges for traditional statistical approaches,
which rely on strong parametric assumptions and may require
extensive a priori feature engineering. In contrast, machine
learning (ML) can model complex, heterogeneous data and
automatically learn nonlinear latent patterns without predefined
hypotheses [44,45]. This makes ML particularly well-suited to
adolescent mental health prediction using digital data, where
subtle behavioral signals may be distributed across multiple
features and modalities [17].

Despite growing interest in applying ML to digital mental health
[23-41], existing studies often present one or more limitations
in the context of adolescent-focused research: (1) they are
primarily conducted in adult populations, limiting relevance to
younger age groups such as adolescents; (2) they typically
involve clinical samples, reducing generalizability to
community-based or non–help-seeking populations; (3) they
focus on a single condition (eg, depression or anxiety); and (4)
they rely on either active or passive data, but not both. These
limitations constrain the generalizability, robustness, and
real-world utility of current approaches for children and young
people.

This study advances the field in several ways. First, it uses a
nonclinical adolescent sample, enabling evaluation in a
real-world prevention context, which is critical for early
detection and scalable screening. Second, it investigates 4
distinct mental health outcomes (internalizing and externalizing
difficulties, insomnia, eating disorder risk, and suicidal ideation)
rather than focusing on a single condition. Third, it integrates
both subjective (active) and objective (passive) smartphone data
to develop multimodal predictive models that capture patterns
that may be missed when using either modality alone. Finally,
it uses a contrastive learning framework, a novel ML technique
for learning stable behavioral representations, enhancing
generalizability.

Specifically, this study addresses the following research
questions: (1) Can integrating active and passive smartphone
data improve the prediction of mental health risks in a
nonclinical adolescent population using ML? (2) How well does
this multimodal approach generalize across different mental
health outcomes? (3) Which digital features are most relevant
to predicting specific mental health outcomes?
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Methods

Recruitment and Data Collection
Participants were recruited from secondary schools in northwest
London between November 2022 and July 2023. We contacted
schools via email and followed up via telephone. Three schools
that expressed interest in taking part in our study were recruited.
The inclusion criteria were young people aged 14‐18 years
attending 10-13 years with a sufficient level of English to
respond to the study instrument and use the app and who had
access to an iOS- or Android-compatible smartphone.

Students initially completed an online survey accessed via a
Qualtrics link included in the promotional materials. This survey
began with the Strengths and Difficulties Questionnaire (SDQ)
[46], a screening tool whose predictions have been largely
consistent with clinical diagnoses with good levels of internal
consistency and test-retest stability. To detect eating disorders,
we included the Eating Disorder-15 Questionnaire (ED‐15),
which has been described as a valuable tool to assess eating
disorder psychopathology in young individuals quickly [47].
We excluded the compensatory behaviors section to simplify
the data collection process. Its ability to detect changes early
in treatment means that it could be used as a routine outcome
measure within therapeutic contexts. We also incorporated a
question from the Patient Health Questionnaire version 9
(PHQ-9) [48], which is validated for young people, to identify
suicidal ideation [49]. Finally, we used the Sleep Condition
Indicator (SCI), a brief scale to evaluate insomnia disorder in
everyday clinical practice [50,51].

Upon completing the online survey, participants received a link
to download the Mindcraft app (Brain and Behaviour Lab) [52]
from the App Store or Play Store, along with a unique login.
Participants were asked to use the app for at least 2 weeks. The
Mindcraft app is a user-friendly mobile app designed to collect
self-reported well-being updates (active data) and phone sensor
data (passive data). Participants set their data-sharing
preferences during onboarding and can adjust them at any time

through the app’s settings. Detailed technical specifications of
the Mindcraft app are available in the reference [52].

Active and Passive Data Features
Once participants began using the app, we gathered active data
and 8 categories of raw passive data sourced from phone sensors
and usage metrics. Active data responses (eg, mood, sleep
quality, and loneliness), scored on a scale of 1-7, were directly
incorporated as features for the ML model.

Passive sensing data were collected via the Mindcraft mobile
app, which continuously monitored phone-based sensors and
system events in the background. Sensor sampling frequencies
were set to balance data resolution with device energy
efficiency. All sensors except the location sensor were collected
at 15-minute intervals. GPS location data were triggered by
significant location changes (as determined by the operating
system). From the passive data, we engineered 92 distinct
features (Table 1). Location-derived features such as total
distance, radius of gyration, and maximum distance from the
day’s center of mass were derived from GPS logs using
Haversine distance metrics and filtered for spurious location
jumps. Features were aggregated over 2 time windows, the full
24-hour day and the nighttime period, defined as 10 PM to 6
AM.

A complete list of all active and passive features, along with
descriptions and correlations with mental health scales, is
provided in Multimedia Appendices 1 and 2, respectively. We
highlight the key active and passive data features most strongly
associated with each mental health outcome (the union of the
top 3 per modality per outcome, ranked by absolute Spearman
correlation) in Table 2.

Passive features that were unavailable due to user permission
settings or OS-level constraints were set to a sentinel value of
–1, indicating “sensor unavailable.” This allowed the model to
learn platform- or user-specific absence patterns without biasing
distributions. All continuous features were z score normalized
using training set means and SDs. Binary indicator features
were kept in their original form.
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Table . Summary of features engineered from passive data sensors.

Feature listNumber of featuresPassive sensor

Total, mean, median, and SD of ambient light
reading in the day; total, mean, median, and SD
of ambient light reading during night hours

8Ambient light (Android only)

Total app usage count; unique apps; total, mean,
and median time usage in the day; total app usage
count; unique apps; total, mean, and median time
usage during the night hours; total time in app
categories of camera, communication, entertain-
ment, gaming, physical health, mental health,
Mindcraft, news, productivity, and social media;
percentage time in app categories of camera,
communication, entertainment, gaming, physical
health, mental health, Mindcraft, news, produc-
tivity, and social media

36App usage (Android only)

Total, median, mean, maximum, and SD of
background noise levels in the day; total, median,
mean, maximum, and SD of background noise
levels during night hours

10Background noise level

(Android only)

Min, maximum, mean, and median of battery
level; number of charges per day; mean battery
use per hour; time below 20 percent; nighttime
usage count

8Battery

Mean latitude; mean longitude; total distance
traveled in a day; location count; maximum dis-
tance from home; mean distance from home;
median distance from home; nighttime move-
ment; radius of gyration; SD of latitude; SD of
longitude; location entropy; time spent at home

15Location

First hour of use; last hour of use; nighttime us-
age;

3Mindcraft usage

Total, mean, median, SD of screen brightness
sensor reading in the day; total, mean, median,
SD of screen brightness sensor reading during
night hours

8Screen brightness (iOS only)

Daily step count; is daily step count greater than
5000 steps or 7500 steps or 10,000 steps?

4Step count

J Med Internet Res 2026 | vol. 28 | e72501 | p.958https://www.jmir.org/2026/1/e72501
(page number not for citation purposes)

Kadirvelu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Key active data and passive data features and their Spearman correlations with mental health outcomes (Strengths and Difficulties Questionnaire
[SDQ], Sleep Condition Indicator [SCI], Eating Disorder-15 Questionnaire [ED-15], and suicidal ideation).

ED-15cSuicidal ideationSCIbSDQaFeatureFeature type

0.31d0.46d–0.42d0.48dLoneliness - “How
lonely are you feeling
today?”

Active

0.46d0.57d–0.47d0.48dNegative thinking -
“How negative do you
think today?”

Active

0.48d0.52d–0.44d0.45dRacing thoughts - “Are
you experiencing rac-
ing thoughts today?”

Active

–0.20d–0.34d0.44d–0.37dSleep quality - “How
did you sleep last
night?”

Active

–0.42d–0.24d0.33d–0.37dSelf-care - “How is
your self-care today?”

Active

–0.1–0.390.36–0.49eMax background noise
levels over the full day

Passive

–0.030.44e–0.230.38fMean latitude of GPS
samples over the full
day

Passive

0.41e0.51d–0.37f0.37eNumber of entertain-
ment app usage events
over the full day

Passive

0.270.14–0.39e0.06Median ambient light
at night

Passive

–0.010.25–0.38f0.19Mean longitude of GPS
samples over the full
day

Passive

–0.31–0.63d0.36–0.43SD of background
noise levels over the
full day

Passive

0.190.44d–0.190.37fMedian app session
duration over the full
day

Passive

0.46f0.42–0.230.2Mean background
noise level at night

Passive

0.39e0.27–0.060.09Total number of app
usage events at night

Passive

aSDQ: Strengths and Difficulties Questionnaire.
bSCI: Sleep Condition Indicator.
cED-15: Eating Disorder-15 Questionnaire.
dP<.001.
eP<.01.
fP<.05.

To reduce day-to-day variability and enhance the stability of
daily feature measurements, we computed the cumulative
median of each feature for every participant, that is, the median
of all values up to each day. This approach progressively
aggregates behavioral signals over time, dampening the
influence of short-lived anomalies (eg, a one-day spike due to
sensor glitches or atypical behavior, which are common in
smartphone data) while preserving sustained trends. Multimedia
Appendix 3 illustrates how the cumulative median stabilizes
noisy input without suppressing genuine behavioral shifts, such

as a consistent drop in activity due to worsening mood. In
preliminary analyzes, using the same model architecture,
hyperparameters, and evaluation protocol, we compared models
trained on raw daily features versus those trained on cumulative
median-aggregated features. We found that the latter consistently
improved balanced accuracy across all outcomes (Multimedia
Appendix 4). We further compared the cumulative median and
the cumulative mean aggregation. While both methods yielded
comparable predictive accuracy, we selected the cumulative
median as the primary aggregation function due to its superior
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robustness to outliers, a common artifact in passive mobile
sensing, thereby ensuring greater stability in user representation.

Using the engineered features, we developed an ML model for
each of the 4 mental health outcomes, namely SDQ risk,
insomnia, suicidal ideation, and eating disorders. We used 3
distinct feature sets, including active data, passive data, and a
combination of both. This design enabled us to assess the
predictive strength of each feature set individually and in
combination, allowing us to systematically quantify each
modality’s contribution to prediction performance across mental
health outcomes.

Participants were classified as high-risk or low-risk for each
outcome using validated thresholds specific to each mental
health measure, framing the prediction task as a binary

classification problem. Each scale’s total score range is as
follows: SDQ score 0‐40, SCI 0‐32, ED-15 0‐6, and
suicidal ideation 0‐4 (based on response frequency to the
question, “Over the last two weeks, how often have you been
bothered by thoughts that you would be better off dead or of
hurting yourself in some way?”). High-risk classifications were
defined as follows: for SDQ, a self-reported score of ≥16 [53];
for insomnia, if their SCI score was ≤16 [51]; for suicidal
ideation, if they responded at least once to the question regarding
frequency of suicidal thoughts over the last 2 weeks, and for
eating disorders, an ED-15 total score exceeded 2.69, which
corresponds to the mean plus one SD in a nonclinical population
[54]. The proportions of participants classified as high-risk for
each mental health outcome are summarized in Table 3.

Table . Demographics and mental health measures of the study population (N=103).

ValuesVariables

73 (70.9)Sex (Female), n (%)

16.1 (1)Age (years), mean (SD)

12.8 (6.2)Strengths and Difficulties Questionnaire (SDQ) score, mean (SD)

31 (30.1)High-risk SDQ category (SDQ score≥16), n (%)

2.2 (1.8)Eating Disorder (ED-15) scale, mean (SD)

38 (36.9)High-risk eating disorder category (ED-15 score≥2.7), n (%)

19.9 (7.8)Sleep Condition Indicator (SCI) score, mean (SD)

34 (33)High-risk insomnia category (SCI score<17), n (%)

0.6 (0.9)“Over the last two weeks, how often have you been bothered by thoughts
that you would be better off dead or of hurting yourself in some way?”
mean (SD)

38 (36.9)High-risk suicidal ideation category (≥1), n (%)

ML Workflow and Model Development
Figure 1A outlines our ML pipeline, starting with active and
passive data collection via the Mindcraft app. The data were
preprocessed and engineered to create a comprehensive feature
set, which was subjected to a pretraining phase with contrastive
learning using triplet margin loss. This pretraining step clustered

user-specific features from different days, minimizing
day-to-day variability and preserving individual behavioral
patterns. The resulting stable embeddings were fine-tuned on
labeled data in a supervised setting to predict mental health
outcomes. This end-to-end pipeline, combining pretraining and
fine-tuning, enabled the development of a predictive model
evaluated using balanced accuracy and additional metrics.
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Figure 1. Overview of the machine learning (ML) framework for predicting adolescent mental health outcomes using smartphone-based digital
phenotyping. (A) Workflow of the ML pipeline, from data acquisition to mental health outcome prediction, incorporating contrastive pretraining with
triplet loss and fine-tuning. (B) t-SNE visualization of feature embeddings for a sample of 10 test users before (left) and after (right) contrastive
pretraining, showing enhanced user-specific clustering following pretraining. t-SNE: t-distributed Stochastic Neighbor Embedding.

Contrastive Pretraining Model Architecture and
Training
To accurately predict mental health risks, it is essential to
distinguish between a user’s stable behavioral patterns and
random daily fluctuations. Raw smartphone data can vary
significantly day to day due to external factors (such as school
holidays) unrelated to mental health. To address this, we used
an ML technique known as contrastive learning with triplet
margin loss. In simple terms, this technique teaches the model
to recognize a user’s unique digital fingerprint. It does so by
examining 3 data points (a “triplet”) simultaneously:

• Anchor: data from a specific user on a particular day (eg,
User A, Monday).

• Positive: data from the same user on a different day (eg,
User A, Thursday).

• Negative: data from a different user entirely (eg, User B,
Monday).

The model is trained to minimize the distance between the
Anchor and the Positive (pulling them together in mathematical
space) while maximizing the distance between the Anchor and
the Negative (pushing them apart). Repeating this process across
thousands of triplets many times helps the model learn to ignore
irrelevant daily noise and form a stable, underlying behavioral
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fingerprint unique to that user. These stable representations are
then used for the subsequent supervised prediction of mental
health risk. A simplified visual explanation of this idea is
provided in Figure 1B, which helps understand why contrastive
pretraining is valuable in datasets with naturally high daily
variability, such as smartphone-based behavioral data.

We implemented a custom contrastive learning pipeline in
PyTorch (Meta AI), based on established principles of
triplet-based metric learning [55,56], with the objective of
learning robust, user-specific feature embeddings that remain
consistent across days, thereby reducing intrasubject variability
while maximizing intersubject separability. For this pretraining
phase, we selected triplet margin loss over other contrastive
objectives (eg, InfoNCE) due to its suitability for instance-level
metric learning, where the aim is to ensure that embeddings
from the same user are closer in the latent space than those from
different users. Compared to InfoNCE, triplet loss is more stable
with moderate mini-batch sizes and is better suited to
high-dimensional tabular data [55,57].

Triplets were constructed without using mental health outcome
labels, as the pretraining phase was fully self-supervised. A user
was first randomly selected from the training set, and a single
day from their data was sampled as the Anchor. The Positive
sample was randomly chosen from a different day for the same
user, while the Negative was drawn from a random day of a
different user. The triplet loss requires that an Anchor data point
is closer to a Positive data point than it is to a Negative data
point, by at least a specified margin m.

The contrastive learning model consisted of a 2-layer multilayer
perceptron (MLP) encoder, which mapped input features to a
latent embedding space, followed by a 2-layer MLP projection
head. The projection head was trained using the triplet loss,
allowing the encoder to retain generalizable behavioral
representations while the projection space focused on the
contrastive objective [58]. The Adam optimizer was used for

pretraining with a fixed learning rate of 1×10−3. The model was
pretrained for 3 epochs with a batch size of 256 triplets. The
margin m was set to 1.0 in our experiments.

Supervised Fine-Tuning Model Architecture and
Training
Following contrastive pretraining, the learned encoder was used
as a fixed base for the downstream classification tasks. Its
weights were frozen to preserve the stable user-specific
embeddings. A new 2-layer MLP classification head was added
on top of the frozen encoder to perform binary classification
for each mental health outcome. The fine-tuning model was

trained using the Adam optimizer with a learning rate of 1×10–³
for 20 epochs and a batch size of 1024. Binary cross-entropy
with logits loss was used as the training objective, with class
weights applied to account for imbalance. These weights were
calculated based on the inverse frequency of each class within
the training set of each cross-validation fold.

Key architectural hyperparameters (eg, number of layers,
dimensions of embeddings, and projections) and training
hyperparameters (eg, learning rate, batch size, triplet margin,
and number of epochs) were selected based on common practice

in contrastive learning and refined through exploratory tuning
on a validation split of the training data within the first
cross-validation fold. No test user data from any fold was used
during hyperparameter selection. All selected hyperparameters
were then fixed across folds to ensure methodological
consistency and reproducibility and to prevent data leakage.

To demonstrate the effect of contrastive pretraining, Figure 1B
shows t-distributed Stochastic Neighbor Embedding
visualizations of feature embeddings for a sample of 10 test
users. Before pretraining (left plot), user-specific data points
were scattered with minimal clustering, reflecting high
day-to-day variability. After applying contrastive learning with
triplet loss (right plot), data points from the same user formed
tighter clusters, indicating enhanced user-specific feature
stability.

Evaluation and Benchmarking
Day-wise prediction probabilities were averaged for each test
user to obtain a single, user-level prediction. Model performance
was evaluated using balanced accuracy as the primary metric,
along with other relevant metrics such as area under the receiver
operating characteristic curve (AUC) and F1-score, to assess
classification outcomes comprehensively. For interpretability,
Shapley additive explanations (SHAP) values [59] were
computed for test folds using DeepExplainer [60], offering
insight into the contributions of specific features to classification
outcomes.

We validated the model’s performance using
leave-one-subject-out cross-validation (LOSO-CV), where data
from all but one user were used for training and validation, with
the excluded user’s data serving as the test set. This approach
ensures the model’s generalizability to new individuals, closely
simulating real-world applications where accurate predictions
for unseen users are critical.

To benchmark our model, we compared it with a CatBoost
(Yandex) classifier [61] and an MLP network that had a similar
number of parameters but was trained without pretraining. Both
benchmarks used class-weight balancing to address the class
imbalance in the dataset. CatBoost was selected for its strong
performance on tabular data and its built-in capability to handle
class imbalance [62], making it well-suited for datasets like
ours. These comparisons isolated the effect of contrastive
pretraining on model performance.

External Validation on an Independent Cohort
We collected data from an additional cohort of 90 adolescents
across 5 new secondary schools in London. To create an
independent external validation set, we randomly split this new
cohort into 2 halves. One half (n=45) was added to the original
dataset to form an expanded training set, while the remaining
half (n=45) served as a fully held-out external validation cohort.
Importantly, no model architecture, hyperparameters,
preprocessing, or feature engineering steps were modified after
adding the new data; the complete pipeline, including contrastive
pretraining and supervised fine-tuning, remained fixed. This
design allowed us to assess generalizability to users from
different schools, collected at a later time point, with different
demographic characteristics and smartphone-sensor enabling
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patterns. Model performance on this external cohort was
evaluated using balanced accuracy following the same user-level
prediction protocol used in the original LOSO-CV analysis.

Ethical Considerations
Ethics approval for the study was granted by the Imperial
College London Research Ethics Committee (reference number:
ICREC 20IC6132). All procedures complied with relevant
national and institutional ethical standards and with the
Declaration of Helsinki. Informed consent was obtained digitally
from all participants at the start of the survey; for participants
younger than 16 years, parental consent was obtained before
participation. Participants could withdraw from the study at any
time before the start of data analysis. Study-specific
identification numbers were used to maintain participant
anonymity, and data handling complied with the General Data
Protection Regulation (GDPR) for health and care research.
Participation was voluntary and uncompensated. Multimedia
Appendix 5 provides a CONSORT (Consolidated Standards of
Reporting Trials)-style flow diagram outlining the subject
inclusion process from the initial 205 survey respondents.

Results

Recruitment and App Usage
Figure 2A provides a conceptual overview of the study,
demonstrating how active data (eg, sleep quality, mood, and
loneliness) and passive data (eg, location, app usage, and noise
levels) collected via the Mindcraft app are integrated into a
contrastive learning-based deep neural network to predict mental
health outcomes, including SDQ risk, insomnia, suicidal
ideation, and eating disorders.

A total of 103 students from 3 London schools downloaded and
installed the Mindcraft app. The average age was 16.1 years
(SD 1), with 71% identifying as female, 25% as male, and 4%
as other or nonbinary. The skew in gender distribution is
partially due to one of the participating schools being girls-only.
Of the participants, 78 used the app on iPhones, and 25 used
Android phones. Table 3 provides demographic information
and mental health outcome scores, and Multimedia Appendix
6 illustrates the distribution of the different mental health
measures across our study population.

Participants contributed active data via self-reported measures
and passive data through smartphone sensors. Active data
included daily ratings of mental well-being measures such as
sleep quality, mood, confidence, and loneliness on a 1‐7 scale.
Passive data comprised data from phone sensors like location,
app usage, ambient noise, and step count. Figure 2B shows user
engagement patterns over the 14-day study period. Initial
engagement was high, with all participants contributing at
baseline. However, active data engagement declined more
rapidly than passive data, with 14 users contributing active data
and 36 users contributing passive data on day 14.

Engagement with active data measures (Figure 2C) remained
consistent across users, with slight variations reflecting
individual preferences. In contrast, passive data collection
exhibited substantial variability (Figure 2D). While 36 users
opted not to enable any sensors, others enabled multiple
categories. The most frequently enabled sensors were step count
and battery usage, followed by Mindcraft usage and screen
brightness (Figure 2E). The heatmap visualization of passive
data coverage by users and sensor type (Figure 2F) underscores
substantial interuser variability, with some users providing
comprehensive coverage across multiple sensors and others
contributing sporadically.
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Figure 2. Study overview and participant engagement with active and passive data collection using the Mindcraft app. (A) Conceptual overview of
the study. (B) User engagement trends for active and passive data over the 14-day period. (C) User participation across active data questions. (D)
Distribution of enabled passive sensors among users. (E) User participation across different passive sensor types. (F) Heatmap of passive data completeness
by user and sensor type. SDQ: Strengths and Difficulties Questionnaire.

Exploratory Analysis of Active and Passive Data
Features
Figure 3 provides an overview of descriptive statistics and
correlations among active and passive data features collected

from users. Figure 3A illustrates the distribution of self-reported
active data features on a scale of 1-7. Positive indicators, such
as mood, motivation, and confidence, had higher mean values
than negative indicators, such as negative thinking, racing
thoughts, and irritability.
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Figure 3. Descriptive statistics of active and passive digital phenotyping features. (A) Distribution of responses across active data features. (B) Correlation
heatmap of active data features. (C) Frequency distributions of passive data features: daily step count. (D) Number of unique apps opened per day. (E)
Location entropy reflecting movement variability. (F) Mean background noise levels at night.

The correlation heatmap (Figure 3B) highlights relationships
among active data features. A fully annotated, high-resolution
version of this heatmap is provided in Multimedia Appendix 7.
The strongest correlation (r=0.7) was observed between
motivation and productivity, followed by a strong association
between negative thinking and racing thoughts (r=0.66). Positive
correlations were also observed between 2 well-being indicators,

energy levels and mood (r=0.58), and between 2 distress
indicators, loneliness and negative thinking (r=0.57).
Conversely, negative correlations were seen, such as between
mood and negative thinking (r=–0.56) and irritability and
sociability (r=–0.49).

Figures 3C-3F illustrate 4 of the 92 engineered passive data
features. The distribution of daily step counts (Figure 3C) is
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right-skewed, with most users taking fewer than 10,000 steps
per day. Figure 3D shows the frequency of unique apps opened
daily, peaking at 15‐20 apps, indicating varying levels of
mobile engagement. The entropy of locations visited (Figure
3E) reflects movement variability, with higher values suggesting
diverse activity patterns. Finally, Figure 3F highlights the
distribution of mean background noise levels at night, clustering
between 30 and 50 decibels.

Associations Between Active and Passive Features and
Clinical Outcomes
To assess the alignment between digital phenotyping features
and clinical mental health symptoms, we examined Spearman
correlations between active and passive features and continuous
scores on the SDQ, SCI, ED-15, and suicidal ideation frequency.
Among active features, negative thinking consistently showed
the strongest associations across all outcomes (ρ=0.48 with
SDQ, ρ=–0.47 with SCI, ρ=0.57 with suicidal ideation, ρ=0.48
with ED-15, all P<.001). Higher levels of racing thoughts and
loneliness were associated with more severe mental health
symptoms, whereas greater confidence and hopefulness were
linked to reduced risk. Key passive features also demonstrated
moderate associations with outcomes. For instance, greater
entertainment app usage consistently showed associations across
all outcomes (ρ=0.37 with SDQ, ρ=–0.37 with SCI, ρ=0.51
with suicidal ideation, ρ=0.41 with ED-15, all P<.05). Nighttime
ambient light exposure and location variability (latitude and
longitude) were also relevant across multiple outcomes,
particularly for insomnia and eating disorder symptoms. Key
active and passive features, along with their correlations with

each outcome, are summarized in Table 2. Multimedia
Appendices 1 and 2 list detailed descriptions and Spearman
correlations for all active and passive features used in the
predictive modeling pipeline, offering an overview of their
associations with SDQ, SCI, ED-15, and suicidal ideation.

To further illustrate the discriminative capacity of key digital
phenotyping features, we compared the top 5 active and passive
features between high- and low-risk groups for each mental
health outcome. Multimedia Appendix 8 shows the variability
in these features across the 4 outcomes (SDQ, insomnia, suicidal
ideation, and eating disorder). The observed group differences
are consistent with the correlation-based findings and reinforce
the predictive relevance of both active and passive data streams
in distinguishing individuals at elevated mental health risk.

Performance of Models Predicting Mental Health
Outcomes
Building on these associations, we evaluated how well ML
models could predict mental health outcomes using active,
passive, and combined data. Figure 4A illustrates the balanced
accuracy of predictive models for the 4 mental health outcomes
(SDQ-high risk, insomnia, suicidal ideation, and eating disorder)
evaluated across 10 repetitions of LOSO-CV. The analysis
involved 3 feature sets, including passive data, active data, and
a combination of both. This evaluation was restricted to the 67
participants who provided both active and passive data to ensure
a fair comparison. The red dashed line indicates chance-level
performance, and statistically significant differences are denoted
by asterisks (*P<.05, **P<.01, ***P<.001; Wilcoxon
signed-rank test).
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Figure 4. Model performance for predicting mental health outcomes using active and passive digital phenotyping data. (A) Balanced accuracy of mental
health outcome predictions (SDQ-high risk, insomnia, suicidal ideation, and eating disorder) using passive, active, and combined data. (B) Comparison
of balanced accuracy for models with contrastive pretraining, without pretraining, and a CatBoost model, showing the performance benefit of pretraining
(P<.001, paired t test). (C) Confusion matrices for the combined data model’s predictions, showing true-positive and true-negative classifications across
mental health outcomes. *: P<.05; **: P<.01; ***: P<.001; SDQ: Strengths and Difficulties Questionnaire.

For SDQ-high risk, the model using passive data achieved a
balanced accuracy of 0.63, while active data alone reached 0.67
(Multimedia Appendices 1 and 2). The combined model,
leveraging both data types, achieved a significantly higher
balanced accuracy of 0.71 compared to active data alone
(P=.003, Wilcoxon signed-rank test). Similarly, the combined

data model outperformed the active data alone for eating
disorder predictions, with balanced accuracies of 0.70 and 0.63,
respectively (P=.003; Wilcoxon signed-rank test). In predicting
insomnia, the combined model achieved a balanced accuracy
of 0.67, while passive data alone performed below the chance
level (0.44). For suicidal ideation, the combined model achieved
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the highest balanced accuracy of 0.77, significantly
outperforming both active data (0.71) and passive data (0.62;
P=.003; Wilcoxon signed-rank test). Table 4 summarizes

additional performance metrics, including the AUC, the area
under the precision-recall curve, F1-scores, sensitivity,
specificity, precision, and recall for each mental health outcome.

Table . Detailed performance metrics for mental health outcome predictions.

Eating disorder, mean (SD)Suicidal ideation, mean (SD)Insomnia, mean (SD)SDQa-high risk, mean (SD)Metric

0.70 (0.03)0.77 (0.03)0.67 (0.04)0.71 (0.03)Balanced accuracy

0.73 (0.02)0.82 (0.03)0.74 (0.02)0.77 (0.03)AUCb

0.52 (0.03)0.64 (0.05)0.52 (0.05)0.53 (0.04)AUC-PRc

0.61 (0.03)0.70 (0.04)0.59 (0.04)0.61 (0.04)F1-score

0.68 (0.03)0.76 (0.03)0.66 (0.04)0.69 (0.03)F1 macro

0.74 (0.03)0.78 (0.05)0.68 (0.03)0.71 (0.06)Sensitivity

0.67 (0.04)0.77 (0.04)0.66 (0.07)0.71 (0.05)Specificity

0.52 (0.03)0.64 (0.05)0.52 (0.05)0.53 (0.04)Precision

0.74 (0.03)0.78 (0.05)0.68 (0.03)0.71 (0.06)Recall

aSDQ: Strengths and Difficulties Questionnaire.
bAUC: area under the receiver operating characteristic curve.
cAUC-PR: area under the precision-recall curve.

Figure 4B demonstrates the effectiveness of contrastive
pretraining. Models with pretraining achieved the highest
balanced accuracy (0.67), significantly outperforming both the
model without pretraining (0.65; P<.001; paired 2-tailed t test)
and the CatBoost model (0.64; P<.001; paired 2-tailed t test).

Figure 4C presents the confusion matrices for the combined
data models. For SDQ-high risk, the model correctly identified
33 negatives and 15 positives, with 6 false negatives and 13
false positives. The model had higher misclassification rates
for insomnia, with 7 false negatives and 15 false positives. In
predicting suicidal ideation, the model demonstrated strong
performance, correctly classifying 34 negatives and 18 positives,
with only 5 false negatives and 10 false positives. Similarly,
for eating disorders, the model accurately identified 30 negatives
and 16 positives, with 6 false negatives and 15 false positives.

To assess whether the active-only model’s predictive
performance generalizes across user subgroups, we compared
balanced accuracy for the subset (n=67) who provided both
active and passive data with that of the full cohort (n=103),
which includes participants who shared only active data
(Multimedia Appendix 9). The consistent results across these
2 groups indicate that the active-only model’s performance is
stable and not restricted to a specific subgroup, thereby
confirming that restricting the analysis to the subset of users
with both active and passive data (as done in Figure 4A) has
not introduced bias in model performance.

External Validation Performance on an Independent
Cohort
Model performance on the held-out external validation cohort
(n=45 adolescents from 5 additional schools; none of these
adolescents’ data were used for model development) showed a
similar pattern to the LOSO-CV results, albeit with reduced
accuracy for some outcomes (Figure 5). Figure 5 shows balanced
accuracy for models trained using passive data only, active data
only, and combined active and passive data; error bars indicate
standard deviation across 10 repeated runs. The red dashed line
indicates chance-level performance, and statistically significant
differences are denoted by asterisks (*P<.05, **P<.01,
***P<.001; Wilcoxon signed-rank test). Using combined active
and passive data, balanced accuracy in the external cohort was
0.72 for SDQ-high risk, 0.63 for insomnia, 0.63 for suicidal
ideation, and 0.63 for eating disorder risk (vs 0.71, 0.67, 0.77,
and 0.70, respectively, in the LOSO-CV analysis). Models
trained using passive data only and active data only showed the
same qualitative pattern, with active and combined data
generally outperforming passive data alone, but with lower
accuracies than in LOSO-CV, particularly for suicidal ideation
and eating disorders. A full set of evaluation metrics for the
combined model in the external validation sample is provided
in Multimedia Appendix 10. Overall, the external validation
results showed a similar performance pattern to the LOSO-CV
analysis, with reduced accuracy for suicidal ideation and eating
disorder.
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Figure 5. External validation performance on an independent cohort. Balanced accuracy for predicting SDQ high risk, insomnia, suicidal ideation, and
eating disorder risk in an external validation sample (n=45 adolescents not used for model development). Error bars indicate SD across 10 repeated
runs. *: P<.05; **: P<.01; ***: P<.001; SDQ: Strengths and Difficulties Questionnaire.

Model Fairness Across Gender and School Contexts
Given known differences in smartphone use and mental health
between demographic groups, we examined whether model
performance varied systematically by gender (Multimedia
Appendix 11). Participants were grouped into female (n=46)
and male and other (n=21). For the combined active and passive
model, balanced accuracy was broadly comparable across gender
for all 4 outcomes, with differences modest in magnitude and
inconsistent in direction (eg, suicidal ideation: 0.73 vs 0.74).
Error bars overlapped for all outcomes, and no subgroup was
consistently disadvantaged, suggesting no evidence of systematic
gender-related performance degradation in this sample.

Because individual-level socioeconomic status (SES) data were
unavailable, we used school as a contextual proxy for both SES
and the institutional environment. The 3 participating schools
differed in selectivity, gender composition, and catchment-area
deprivation: School 1 (girls-only, partially selective grammar
in a mid-SES area), School 2 (mixed-gender community school
in a deprived urban area), and School 3 (mixed-gender selective
sixth-form college in a mid-to-higher SES area). For each
school, we compared balanced accuracy for students from that
school with that for students from the other 2 schools combined
(Multimedia Appendix 11). Across all 4 outcomes, differences
were varied in direction rather than systematically favoring or
disadvantaging any single school (eg, School 1 vs others: SDQ
0.71 vs 0.73; insomnia 0.76 vs 0.59; suicidal ideation 0.68 vs
0.76; eating disorder 0.65 vs 0.71), with overlapping CIs in all
cases. Overall, these analyses provide no evidence of systematic
performance degradation associated with school context or

school-level SES, although the study was not powered to detect
more subtle or intersectional fairness effects.

Robustness to Heterogeneous Sensor Activation
To evaluate whether missing passive-sensor streams introduced
systematic bias, we stratified participants based on the number
of passive sensors enabled. The median number of sensors in
the dataset was 3; therefore, we compared model performance
between users with ≤3 sensors enabled and those with >3 sensors
enabled (Multimedia Appendix 12). Model performance was
evaluated separately for each subgroup for all 4 outcomes using
the combined active-and-passive model. Differences in balanced
accuracy were inconsistent in direction across outcomes,
indicating no evidence of systematic performance degradation
for users with more missing sensor data. Notably, for suicidal
ideation, the 2 subgroups performed nearly identically (0.74 vs
0.72). For eating disorder risk, the ≤3-sensor group performed
better (0.80 vs 0.56), suggesting that the core predictive signals
for this outcome are captured within the most commonly enabled
sensors and that additional sensors may introduce noise for this
specific target. These results provide no evidence that
heterogeneous sensor activation introduced systematic
group-level bias against users with fewer sensors. They also
suggest that the combined model is reasonably robust to the
observed patterns of missing passive data. However, our sample
size limits the detection of more subtle fairness effects related
to specific sensor combinations or intersectional subgroups.
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Predictive Accuracy Across Mental Health Risk
Groups
Figure 6 illustrates model accuracy in predicting mental health
risks using combined active and passive data, segmented by
risk levels for various mental health measures. The model

performed exceptionally well at extreme risk levels, achieving
near-perfect accuracy for high-risk groups (eg, SCI scores 0‐8
and EDQ scores 4‐6) and low-risk groups (eg, SDQ scores
1‐8). However, accuracy decreased significantly in ranges
near thresholds (eg, SDQ scores 9‐16 and SCI scores 9‐16).

Figure 6. Accuracy of mental health risk prediction across different levels of (A) Strengths and Difficulties Questionnaire (SDQ) total score. (B) Sleep
Condition Indicator (SCI) score. (C) Frequency of suicidal ideation thoughts. (D) Eating Disorder (ED-15) total score.

Model Interpretability: Active and Passive Data
Contributions
Figure 7A illustrates the feature importance calculated using
SHAP values for predicting the SDQ high-risk category using
a combination of both active and passive data, with passive data
aggregated by sensor type and active data shown individually.
The top predictors included negative thinking, location features,

app usage, racing thoughts, and self-care. Cognitive and
emotional indicators (eg, negative thinking and racing thoughts)
ranked highest among active data features, while movement
and environmental stability (eg, location entropy and step count)
dominated passive data contributions. Corresponding
SHAP-based feature importance plots for predicting insomnia,
suicidal ideation, and eating disorders are provided in
Multimedia Appendices 13-15, respectively.
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Figure 7. Feature importance analysis for predicting the SDQ high-risk category using both active and passive data. (A) SHAP-based feature importances,
with passive data aggregated by sensor type and active data shown individually. (B) Distribution of the top five active data features across SDQ risk
categories. (C) Distribution of the top five passive data features across SDQ risk categories. Statistically significant differences between low-risk and
high-risk groups are indicated (*: P<.05, **: P<.01, ***: P<.001, t test). SDQ: Strengths and Difficulties Questionnaire; SHAP: Shapley Additive
Explanations.

The distribution of the top five active data features (negative
thinking, racing thoughts, self-care, hopefulness, and loneliness)
showed clear distinctions between low- and high-risk SDQ
groups (Figure 7B). Negative thinking and racing thoughts were
significantly higher in the high-risk group (P<.001; t test).
Conversely, self-care (P<.001; t test) and hopefulness (P<.001;

t test) were significantly lower. Loneliness was also notably
higher in the high-risk group (P<.001; t test).

The distribution of the top 5 passive data features (ambient light,
location entropy, step count, latitude SD, and mean distance
from home) highlighted significant differences between risk
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groups (Figure 7C). High-risk individuals showed greater
ambient light exposure (P<.001; t test), potentially reflecting
greater exposure to light at night and sleep disruptions. They
also exhibited higher location entropy (P=.02; t test) and latitude
variability (P<.001; t test). Additionally, fewer high-risk
individuals exceeded 5000 daily steps (P=.002; t test).

Discussion

Principal Findings
Our study demonstrated the effectiveness of integrating active
self-reported and passive smartphone sensor data to predict
adolescent mental health risks using a novel ML framework.
By leveraging data collected via the Mindcraft app, we evaluated
predictions across 4 critical mental health outcomes, namely
SDQ-high risk, insomnia, suicidal ideation, and eating disorders.
Combined models consistently outperformed unimodal
approaches, achieving competitive balanced accuracies across
all outcomes (eg, 0.77 for suicidal ideation and 0.71 for
SDQ-high risk), even in a broad, nonclinical adolescent sample
(Figure 4A). These results highlight the complementary value
of passive data, which unobtrusively captures continuous
behavioral patterns that enrich the subjective insights provided
by active data.

Importantly, these results were obtained in a nonclinical,
school-based adolescent cohort that was deliberately broad,
behaviorally diverse, and not selected for help-seeking status.
Such populations introduce substantial intragroup variability,
natural fluctuations in engagement, and noise in both active and
passive measures, making predictive modeling especially
challenging. Previous digital phenotyping studies in non-clinical
adolescent or student samples have reported the AUC or
F1-scores typically ranging from 0.60 to 0.80 when predicting
stress, depression, or anxiety using mobile sensing [35-41].
Many of these studies also involved smaller or more
homogeneous samples and often focused on a single outcome.
Our balanced accuracies of 0.70‐0.77 are therefore
competitive, especially given that our study simultaneously
addressed 4 distinct mental health outcomes in a naturalistic,
non–help-seeking adolescent sample. The external validation
results suggest that the learned behavioral representations
generalize reasonably well to new schools and time periods,
while also highlighting some loss of accuracy for the more
challenging outcomes.

User engagement patterns indicated sustained utility of passive
data collection, underscoring its lower participant burden and
feasibility in scalable longitudinal mental health monitoring.
Participants preferred less intrusive metrics, including step
count, battery usage, and screen brightness, emphasizing the
importance of prioritizing user-friendly data collection methods.
Our innovative contrastive learning approach effectively
addressed variability inherent in daily behavioral data,
stabilizing user-specific feature representations. This
methodological advancement yielded improved performance
and increased confidence in the model’s applicability to the real
world.

Comparison With Prior Work
Previous work has largely focused on adults or clinical
populations [23-40], limiting its applicability to adolescents in
community settings. Even among adolescent-focused studies
[25,33,34,63,64], most relied solely on passive sensing and
targeted depression or anxiety, limiting the generalizability of
their findings to broader, nonclinical groups.

Digital self-monitoring has a potential role in multiple stages
of the clinical pathway, from prevention to clinical intervention.
Our work addresses a broader range of mental health outcomes
of internalizing and externalizing disorders, eating disorders,
insomnia, and the presence of suicidal ideation in a nonclinical,
non–help-seeking school-going adolescent population. MacLeod
et al [63], the closest study to ours, included younger adolescents
from clinical and nonclinical settings but relied solely on passive
sensing. To our knowledge, this study is the first to use ML to
accurately predict mental health risk across a broad range of
outcomes in low- and higher-risk school-going adolescents,
using a combination of active and passive data in a general,
nonclinical population.

To interpret our results in light of previous literature, we discuss
the findings for each mental health outcome in our study
individually below.

SDQ
SHAP analysis highlighted key passive features (Figure 7C),
including lower step count, increased location entropy, and
elevated ambient light exposure, which were linked to behavioral
and environmental patterns associated with mental health risk,
consistent with prior studies on physical inactivity, disrupted
routines, and light exposure [18-21]. Fewer high-risk individuals
exceeded 5000 daily steps, reinforcing associations with
sedentary behavior [19,20]. Location entropy, capturing
variability in movement, may signal a lack of daily structure
[18], while ambient light patterns could reflect disturbed
circadian rhythms [21]. In parallel, active features such as
negative thinking, racing thoughts, and poor self-care also
ranked highly (Figure 7B) and aligned with literature on
internalizing and externalizing symptomatology [65-67].

Insomnia
Predictions were driven by active features such as self-care,
negative thinking, and appetite, and by passive measures such
as app usage hours, nighttime movement, and ambient light
(Multimedia Appendix 13). This aligns with earlier research
highlighting subjective perceptions, such as increased negative
thinking, loneliness, and decreased self-care and hopefulness,
as critical factors in sleep disturbances [68,69]. The significance
of ambient light exposure further supports evidence linking
circadian disruptions to poor sleep quality in adolescents [70,71].

Suicidal Ideation
Key active features (Multimedia Appendix 10), including
negative thinking, loneliness, and reduced hopefulness, reflect
core cognitive-affective vulnerabilities and are consistent with
prior evidence linking these traits to elevated suicide risk in
adolescents [72,73]. Passive features (Multimedia Appendix
13) such as screen brightness variability and late-night Mindcraft
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app usage may indicate disrupted circadian rhythms, which
have been associated with poorer mental health outcomes and
suicidal ideation [70,74-76].

Eating Disorder
High-risk individuals reported lower appetite and energy, poorer
self-care, and more negative thinking (Multimedia Appendix
11), consistent with links between cognitive-emotional
dysregulation, somatic symptoms, and disordered eating in
adolescents [77,78]. Passive data (Multimedia Appendix 11)
showed consistently elevated screen brightness and earlier app
use in the high-risk group, possibly indicating compulsive
nighttime device use and disrupted sleep-wake cycles, both
associated with emotional dysregulation and body image
concerns [79,80].

Strengths and Limitations
This study offers several strengths that advance the field of
adolescent digital mental health. By integrating active
self-reports and passive smartphone sensor data via the
Mindcraft app, we provide a scalable, unobtrusive, and practical
framework for early risk detection. Notably, our models
maintained strong performance despite high attrition in active
data, underscoring the robustness and low participant burden
of passive sensing. Additionally, our use of contrastive learning
to stabilize day-to-day behavioral features enhanced model
robustness. SHAP-based interpretability increased transparency
and clinical relevance, both of which are key attributes for
adoption in real-world settings.

Several limitations warrant consideration. First, the sample was
relatively small and drawn from 3 London-based schools, which
may limit the generalizability of our findings, particularly
regarding socioeconomic and regional representativeness. Prior
research has shown that digital phenotyping features, such as
smartphone usage patterns and affective expression, as well as
the manifestation and reporting of mental health symptoms, can
differ by gender, geography, and cultural context [81-83]. Our
geographic concentration in an urban, high-resource setting may
therefore not capture behavioral or contextual variability
observed in rural or culturally distinct environments, where
access to technology, school structures, and sociocultural norms
may differ substantially. Furthermore, the gender imbalance
driven by the inclusion of a girls-only school may have biased
the learned representations toward behavioral and emotional
patterns more characteristic of female adolescents, potentially
reducing performance for male or nonbinary young people.
Consequently, while our findings provide novel insights into
adolescents’ behavioral monitoring, caution is warranted when
extrapolating these results to nonurban, gender-balanced, and
resource-limited populations. Future work should therefore
include socioeconomically and demographically diverse samples
to assess the generalizability of this approach more robustly.

Second, passive sensor data quality varied across device types,
operating systems, permission settings, and user engagement,
with some participants not enabling key sensors, such as location
or app usage, resulting in heterogeneous data completeness. We
applied sentinel values to flag missing sensor inputs, enabling
the model to learn from patterns of missingness. However, this

may not fully eliminate systematic differences, as participants
with more complete data may differ meaningfully from those
with limited data, potentially skewing model learning. Future
work should incorporate fairness-aware modeling and stratified
evaluation to ensure equitable performance across subgroups
[84]. While cumulative median aggregation improves robustness
to short-term noise, it may dampen sensitivity to clinically
meaningful abrupt behavioral changes, such as those observed
during acute mood episodes or crisis events. Hybrid strategies
such as combining cumulative medians with volatility-sensitive
features may better capture both stable patterns and sudden
shifts.

Finally, this study did not include broader biological and
environmental factors, such as genetic risk, socioeconomic
status, family history, adverse childhood experiences, or
neurodevelopmental profiles, that are known to influence
adolescent mental health [81,85]. The absence of such contextual
and historical information may limit the model’s ability to
capture all relevant sources of variance, potentially constraining
predictive accuracy. Future studies should consider incorporating
these factors to enhance explanatory power and clinical utility.

Implications and Recommendations
Active data engagement declined markedly by day 14 (Figure
2B), underscoring a key longitudinal feasibility challenge. Future
iterations of Mindcraft will therefore incorporate specific design
adaptations to reduce burden and sustain engagement. These
include shifting from fixed-time prompts to context-aware
adaptive sampling triggered by behavioral anomalies detected
through passive data; incorporating light gamification (such as
streaks) to maintain motivation; and closing the feedback loop
by providing personalized behavioral insights and just-in-time
recommendations informed by each user’s active and passive
data. Together, these adaptations aim to shift Mindcraft from a
one-way data collection tool to a personalized support platform,
thereby improving long-term engagement and feasibility.

Real-time digital phenotyping at a population level can
complement traditional screening methods by identifying and
prioritizing high-risk individuals and enabling tailored
prevention and early intervention strategies [76,86]. The use of
a mobile app for digital phenotyping is particularly valuable for
children and young people, for whom early identification and
intervention are essential to prevent the onset of more severe
mental health issues in adulthood. When implemented in
schools, it addresses barriers such as stigma and accessibility,
offering adolescents a preventive tool that empowers them to
manage their mental health. Digital phenotyping provides the
opportunity to inform school-based digital interventions that
might be central to early intervention and prevention of mental
health problems in the community [87]. While adherence to
GDPR and secure data protocols provides a legal baseline, the
ethical landscape of adolescent digital phenotyping extends far
beyond regulatory compliance [88,89]. Collecting continuous
passive data from minors introduces distinct tensions regarding
autonomy and informed consent; specifically, the invisible
nature of passive sensing means adolescents may habituate to
the monitoring, potentially eroding their ongoing awareness of
data sharing [89]. Furthermore, the deployment of predictive
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risk models carries the risk of digital labeling, where algorithmic
outputs, if misinterpreted or generating false positives, could
lead to stigma, unnecessary anxiety, or oversurveillance [88].
Addressing these complexities demands more than static consent
forms; it requires ongoing participatory approaches involving
adolescents, parents, and clinicians, alongside governance
mechanisms that ensure transparency, prioritize interpretability
over black-box predictions, and maintain human clinical
oversight of algorithmic outputs [88]. To this end, future work
must empirically evaluate how adolescents understand,
experience, and respond to continuous passive sensing, and
determine how ethical frameworks can best support safe,
acceptable integration in school settings.

Achieving real-world feasibility requires distinguishing between
scientific interpretability and user-centric explainability [90,91].
While the SHAP values presented in this study provide
necessary transparency for model validation, raw feature
importance scores are unlikely to be meaningful to non-expert
stakeholders such as adolescents, parents, or educators. For
broad deployment, these technical outputs must be bridged by
a translation layer that converts granular risk estimates into
accessible, actionable narratives. For instance, rather than
displaying a high SHAP value for “location entropy,” a
user-facing interface should translate this into an intuitive
insight, such as detecting “significant changes in your daily
routine.” Future implementation work must prioritize the
co-design of these explanatory interfaces to ensure that
algorithmic transparency supports understanding rather than
overwhelming users.

Digital biomarkers from sensors and ML have shown accuracy
in predicting disease progression [92,93], underscoring the
broader potential of sensor-based technologies for personalized
healthcare. Smartphones, being both ubiquitous and affordable,
enable continuous, real-time data collection even in low-resource
settings, reducing reliance on clinical supervision [34,94].
Digital phenotyping offers a scalable mechanism for continuous,
context-aware monitoring [94], which could feed into well-being
dashboards accessible to pastoral staff, school counselors, or
clinical teams. In school settings, such dashboards could support

early identification of distress and enable stepped-care
approaches that match support intensity to need. In clinical
pathways, risk predictions could support triage decisions and
monitoring between appointments, complementing existing
services rather than replacing them [86]. Achieving this will
require implementation research on workflow integration,
governance, and alignment with school well-being policies and
child mental health services.

Traditional platforms such as Childline rely on proactive
engagement from children and young people, creating barriers
for disengaged users. In contrast, Mindcraft’s passive tracking
capabilities offer a proactive approach by identifying early signs
of poor mental health and prompting timely professional
interventions. Building on this pilot work, we have developed
a school-based intervention study that evaluates the effectiveness
of personalized artificial intelligence recommendations delivered
through the Mindcraft app across schools in the United Kingdom
(ISRCTN11686798). With this further development, Mindcraft
is evolving into a comprehensive platform that delivers in-app
recommendations informed by active and passive data,
leveraging user profiles [95,96] to tailor suggestions to
individual needs, enhance engagement, and improve intervention
effectiveness. Subsequent phases will focus on scaling and
validation across diverse school settings and on integrating
Mindcraft with existing education and mental health pathways
to support sustainable, real-world implementation. This
integration of proactive detection and tailored intervention could
help address significant gaps in traditional mental health support
systems.

Conclusion
In conclusion, this study underscores the transformative potential
of integrating active and passive smartphone data to predict
adolescent mental health. By leveraging innovative ML
techniques, such as contrastive learning, and the scalability of
tools like the Mindcraft app, we present a robust framework for
early risk detection across diverse mental health outcomes.
These findings lay the groundwork for more inclusive,
accessible, and personalized early detection and intervention
strategies in adolescent mental health.
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Multimedia Appendix 1
Active data features, including feature descriptions and Spearman correlations with mental health outcomes (SDQ, SCI, ED-15,
and suicidal ideation).
[DOCX File, 47 KB - jmir_v28i1e72501_app1.docx ]

Multimedia Appendix 2
Passive data features engineered from smartphone sensors, including feature descriptions and Spearman correlations with mental
health outcomes (SDQ, SCI, ED-15, and suicidal ideation).
[DOCX File, 55 KB - jmir_v28i1e72501_app2.docx ]

Multimedia Appendix 3
Example illustrating the behavior of the cumulative median compared to raw daily step count values for a single participant. The
cumulative median smooths isolated anomalies (eg, a one-day spike on Day 3) while remaining sensitive to sustained behavioral
shifts (eg, a persistent drop beginning on Day 7).
[PNG File, 186 KB - jmir_v28i1e72501_app3.png ]

Multimedia Appendix 4
Balanced accuracy (mean [SD] across 10 different runs of the experiment) for models trained on raw daily features, cumulative
mean-aggregated and cumulative median–aggregated features of the combined active and passive data for the mental health
outcomes.
[DOCX File, 45 KB - jmir_v28i1e72501_app4.docx ]

Multimedia Appendix 5
CONSORT (Consolidated Standards of Reporting Trials)-style flow diagram showing participant inclusion for the main analysis.
The main analysis included 67 users who provided at least one active self-report and enabled at least one passive data stream.
[PNG File, 174 KB - jmir_v28i1e72501_app5.png ]

Multimedia Appendix 6
Distribution of mental health assessment scores across participants. (A) Strengths and Difficulties Questionnaire (SDQ) scores,
representing overall mental health and behavioral difficulties. (B) Sleep Condition Indicator (SCI) scores, assessing sleep quality
and potential insomnia. (C) Frequency of self-reported suicidal ideations over a 2-week period. (D) Eating Disorder Examination
Questionnaire (ED-15) scores, evaluating symptoms associated with eating disorders.
[PNG File, 151 KB - jmir_v28i1e72501_app6.png ]

Multimedia Appendix 7
Fully annotated correlation heatmap of active data features, with Spearman correlation coefficients displayed in each cell. This
supplementary version is provided to support the complete numerical transparency of the simplified heatmap shown in Figure
3B of the main manuscript.
[PNG File, 539 KB - jmir_v28i1e72501_app7.png ]

Multimedia Appendix 8
Mean (SE) z score–normalized values of the top five active and passive features that significantly differed between low- and
high-risk groups across 4 mental health outcomes: SDQ, insomnia, suicidal ideation, and eating disorder. Group differences were
assessed using one-sided t-tests with Benjamini–Hochberg correction for multiple comparisons. Features were selected based on
adjusted p-values. Red asterisks indicate statistical significance (*P≤.05, **P≤.01, ***P≤.001). Normalization was applied to
enable comparison across features measured on different scales.
[PNG File, 241 KB - jmir_v28i1e72501_app8.png ]
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Multimedia Appendix 9
Comparison of balanced accuracy of mental health outcome predictions using active data only for all users in the study (N=103)
vs users who also enabled passive data collection (N=67).
[PNG File, 156 KB - jmir_v28i1e72501_app9.png ]

Multimedia Appendix 10
Detailed performance metrics for predicting SDQ high risk, insomnia, suicidal ideation, and eating disorder risk using combined
active and passive data in an external validation sample (N=45 adolescents not used for model development).
[DOCX File, 46 KB - jmir_v28i1e72501_app10.docx ]

Multimedia Appendix 11
Fairness analysis across gender and school context for the combined active and passive data model. Balanced accuracy for
predicting SDQ high risk, insomnia, suicidal ideation, and eating disorder risk stratified by (A) gender (female vs male/other)
and (B–D) school context. Error bars represent SD across 10 different runs of the experiment.
[PNG File, 225 KB - jmir_v28i1e72501_app11.png ]

Multimedia Appendix 12
Fairness analysis of the combined active and passive data model across passive-sensor availability. Balanced accuracy for users
with less than or equal to 3 enabled sensors and greater than 3 enabled sensors for each mental health outcome. Error bars represent
the SD across 10 different runs of the experiment.
[PNG File, 98 KB - jmir_v28i1e72501_app12.png ]

Multimedia Appendix 13
Feature importance analysis for predicting the insomnia high-risk category using both active and passive data. (A) SHAP-based
feature importances, with passive data aggregated by sensor type and active data shown individually. (B) Distribution of the top
five active data features across insomnia risk categories. (C) Distribution of the top five passive data features across insomnia
risk categories. Statistically significant differences between low-risk and high-risk groups are indicated (*P<.05, **P<.01,
***P<.001, t test).
[PNG File, 261 KB - jmir_v28i1e72501_app13.png ]

Multimedia Appendix 14
Feature importance analysis for predicting the suicidal ideation high-risk category using both active and passive data. (A)
SHAP-based feature importances, with passive data aggregated by sensor type and active data shown individually. (B) Distribution
of the top five active data features across suicidal ideation risk categories. (C) Distribution of the top five passive data features
across suicidal ideation risk categories. Statistically significant differences between low-risk and high-risk groups are indicated
(*P<.05, **P<.01, ***P<.001, t test).
[PNG File, 276 KB - jmir_v28i1e72501_app14.png ]

Multimedia Appendix 15
Feature importance analysis for predicting the eating disorder high-risk category using both active and passive data. (A) SHAP-based
feature importances, with passive data aggregated by sensor type and active data shown individually. (B) Distribution of the top
five active data features across eating disorder risk categories. (C) Distribution of the top five passive data features across eating
disorder risk categories. Statistically significant differences between low-risk and high-risk groups are indicated (*P<.05, **P<.01,
***P<.001, t test).
[PNG File, 271 KB - jmir_v28i1e72501_app15.png ]
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Abstract

Background: Both internet gaming disorder (IGD) and internet addiction (IA) have been associated with diverse
psychopathological symptoms. However, how the 2 conditions relate to each other and which is more strongly associated with
psychopathology remain unclear.

Objective: This study aimed to examine the association between IGD and IA and compare the strength of their associations
with various types of psychopathological symptoms.

Methods: This cross-sectional study surveyed 3 independent samples of Chinese adolescents: the first sample (S1) comprised
8194 first-year undergraduates at a comprehensive university in Chengdu, the second sample (S2) comprised 1720 students from
a high school in Hangzhou, and the third sample (S3) comprised 551 inpatients aged 13 to 19 years recruited from 2 tertiary
psychiatric hospitals in Hangzhou and Chengdu. IGD was defined as a score of 22 or more on the Internet Gaming Disorder
Scale–Short Form (IGDS9-SF), whereas IA was defined as a score of 50 or more on Young’s 20-item Internet Addiction Test
(IAT-20). Symptoms of depression, anxiety, psychoticism, paranoid ideation, and attention-deficit or hyperactivity were assessed
using internationally validated scales including 9-item the Patient Health Questionnaire, 7-item Generalized Anxiety Disorder,
psychoticism and paranoid ideation subscales of the Symptom Checklist 90 (absent for S2), and Adult ADHD Self-Report Scale
(absent for S1), through online surveys in S1 (October 2020) and S3 (January 2022 to February 2025) and via an offline survey
in S2 (March 2024).

Results: The prevalence estimates (95% CI) of IGD were 4.8% (4.3%‐5.2%) in S1, 15.8% (14.0%‐17.5%) in S2, and 32.3%
(28.4%‐36.2%) in S3, whereas prevalence estimates (95% CI) of IA were consistently higher across samples, ranging from
7.3% (6.8%‐7.9%) in S1 and 18.8% (17.0%‐20.6%) in S2 to 45.9% (41.8%‐50.1%) in S3. The IGDS9-SF and the IAT-20
were moderately correlated (Pearson r=0.51‐0.57; all P<.001) and were associated with the severity of most psychopathological
symptom domains, with consistently stronger associations observed for IAT-20 scores. In multivariate models including all
psychopathological symptoms as independent variables, the coefficients of determination (R², 95% CIs) were consistently higher
for the IAT-20 than for the IGDS9-SF in S1 (0.33, 0.30‐0.35 vs 0.13, 0.11‐0.16) and S2 (0.44, 0.39‐0.49 vs 0.23, 0.18‐0.27),
with a similar but nonsignificant pattern observed in S3 (0.13, 0.06‐0.26 vs 0.06, 0.03‐0.16). Post hoc analyses indicated that
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psychopathological symptoms were generally more severe in individuals with IA, either alone or comorbid with IGD, than in
those with IGD only.

Conclusions: This study provides additional evidence that IGD and IA are distinct yet interrelated constructs, and further
demonstrates that IA consistently exhibits stronger associations with the severity of psychopathological symptoms than IGD.
These findings underscore the importance of recognizing and addressing compulsive and problematic online behaviors that extend
beyond gaming, highlighting the need to refine diagnostic frameworks and prioritize targeted clinical interventions.

(J Med Internet Res 2026;28:e82414)   doi:10.2196/82414

KEYWORDS

adolescent; attention deficit; hyperactivity; internet addiction; internet gaming disorder; psychopathology

Introduction

In 2023, approximately 5.4 billion people were using the internet
[1], many of whom were teenagers and young adults. These
groups are at a critical stage of growth and development, which
can be endangered by excessive or inappropriate use of the
internet, potentially leading to internet gaming disorder (IGD)
and internet addiction (IA) [2,3]. Recent systematic reviews
and meta-analyses indicate that IA and IGD are increasingly
prevalent worldwide, particularly among adolescents and young
adults, and are associated with a growing burden of mental
health and functional impairments [4,5].

IGD has been proposed in the fifth edition of the Diagnostic
and Statistical Manual of Mental Disorders as a condition
warranting further study [6], which specifies 9 dimensions of
preoccupation, withdrawal, tolerance, unsuccessful attempts to
stop or limit gaming, loss of interest in previous activities,
continued use despite harm, avoidance, deception, and harm.
The 11th edition of the International Classification of Diseases,
Eleventh Revision (ICD-11) has defined gaming disorder,
including predominantly online gaming, emphasizing impaired
control, increasing priority given to gaming over other activities,
and continued gaming despite negative consequences [7]. Both
definitions imply significant social dysfunction arising from
excessive online gaming. Studies based on one of the most
widely used validated instruments for assessing internet gaming
disorder that was proposed by a meta-analysis for screening
internet gaming disorder, the Internet Gaming Disorder
Scale–Short Form (IGDS9-SF) [8], suggest that the condition
affects 9.3%-18.2% of adolescents in various countries [9,10].
Recent epidemiological and longitudinal studies have
consistently shown that IGD in adolescents is associated with
a wide range of adverse outcomes, including depressive and
anxiety symptoms, attention-deficit or hyperactivity problems,
aggression, sleep disturbances, poorer quality of life, and
suicidality [11-13].

In contrast to IGD, IA has yet to be recognized as a bona fide
disorder in the Diagnostic and Statistical Manual or other
consensus guidelines [14]. It is typically defined as a behavioral
addiction characterized by impaired control over internet use
or online behaviors that results in clinically significant distress
and functional impairment [15]. Studies using the most widely
used instrument for assessing IA, the 20-item Young’s Internet
Addiction Test (IAT-20) [16], suggest that up to 18% of
adolescents may suffer from moderate IA and up to 1.5% may
suffer from severe IA [17]. Studies based on the IAT-20 have

linked IA to diverse psychopathological symptoms including
depression, anxiety, obsessive-compulsive disorder, and suicidal
ideation [18,19].

How IA and IGD relate to each other is unclear, with studies
proposing that they are one and the same, that they are entirely
separate from each other, or that one is a subtype of the other
[20,21]. Although recent work has begun to assess generalized
problematic internet use, gaming-specific problems, and other
online behaviors within the same samples, highlighting both
shared risk factors (eg, negative affect, maladaptive coping)
and partially distinct symptom profiles across these conditions
[22,23], their associations with psychopathological symptoms
have not been systematically compared between IGD and IA
within the same samples. Therefore, this study employed
internationally validated instruments to assess IA and IGD in
3 adolescent samples from distinct settings in China, with the
goal of examining the association between the 2 conditions and
determining which is more strongly related to
psychopathological symptom severity.

Methods

Participants
This study involved participants from 3 independent samples.
Sample 1 (S1) comprised first-year undergraduates enrolled in
2020 at Sichuan University, a large comprehensive university
in southwestern China that recruits students from all
provincial-level administrative regions nationwide. As part of
the Development of Psychological Health Assessment and Crisis
Alarm and Intervention System project, all freshmen (n=9409)
were invited to complete an online, self-administered
psychosomatic health questionnaire via the university’s Online
Psychosomatic Health Survey in October 2020. This study used
the data from 8125 freshmen who provided valid responses to
the Online Psychosomatic Health Survey, representing a
response rate of 86.4%. Sample 2 (S2) comprised 1720
respondents (response rate: 78.2%) out of 2200 students invited
to participate in a school-wide mental health survey at a high
school in Hangzhou, China, conducted in March 2024 using
paper-based questionnaires. Sample 3 (S3) comprised 551
respondents (response rate: 86.8%) out of 635 psychiatric
inpatients aged 13‐19 years recruited from 2 psychiatric
hospitals in Hangzhou and Chengdu, China, to complete online
self-report scales of psychiatric symptoms between January
2022 and February 2025.
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Individuals were excluded from the study if they were younger
than 13 or older than 19 years, if they did not complete all
questionnaire items, if their responses seemed unreliable (eg,
endorsing the same symptom severity across all items), or if
they used the same personal identification number as another
participant. Undergraduates were excluded if they failed to
submit their questionnaires properly through the online system
or submitted them after the designated deadline.

Measurements
The questionnaire packets contained queries on
sociodemographic background along with various internationally
validated assessment scales, including the IGDS9-SF, the
IAT-20, the Patient Health Questionnaire-9 (PHQ-9),
Generalized Anxiety Disorder-7 (GAD-7), psychoticism and
paranoid Ideation Subscales of the Symptom Checklist 90
(administered only for S1 and S3), and Adult ADHD Self-Report
Scale (ASRS; administered only for S2 and S3). These
instruments were used to assess IGD, IA, and 5 domains of
psychopathology (depression, anxiety, psychoticism, paranoid
ideation, and attention-deficit or hyperactivity symptoms),
respectively.

Internet Gaming Disorder Scale–Short Form
The IGDS9-SF [8] assesses the frequency of symptoms of IGD
during the previous 12 months. The symptoms correspond to
the diagnostic criteria of the 5th edition of the Diagnostic and
Statistical Manual and the features defined by the 11th edition
of the International Classification of Diseases. The IGDS9-SF
is one of the few questionnaires assessing IGD that includes the
criterion of “continued internet use despite harm.” Participants
respond to each of the 9 items on a 5-point Likert scale from 1
(“rarely”) to 5 (“always”), yielding a total score ranging from
0 to 45. Scores ≥22 were defined as indicative of IGD [24].
Cronbach α in all 3 samples of this study ranged from 0.89 to
0.93.

Twenty-Item Young’s Internet Addiction Test
The IAT-20 [25] is the most frequently used self-report measure
of problematic internet use [26]. Participants respond to each
of the 20 items on a 5-point Likert scale from 1 (“rarely”) to 5
(“always”) or by entering the value 0 (“not applicable”), yielding
a total score from 0 to 100. Scores ≥50 were considered
indicative of IA [27]. In this study, Cronbach α across the 3
samples ranged from 0.93 to 0.94.

Nine-Item Patient Health Questionnaire
The PHQ-9 assesses the severity of depressive symptoms over
the past 2 weeks. Participants respond to each of the 9 items
using a 4-point scale ranging from 0 (“not at all”) to 3 (“nearly
every day”), yielding a total score range of 0‐27. Higher scores
indicate greater depressive symptom severity. The scale has
demonstrated satisfactory psychometric properties among
Chinese populations [28]. In this study, Cronbach α across the
3 samples ranged from 0.86 to 0.91.

Seven-Item Generalized Anxiety Disorder
The GAD-7 [29] assesses the severity of anxiety symptoms
during the previous 2 weeks. Participants respond to each of 7
items on a 4-point scale from 0 (“not at all”) to 3 (“nearly every

day”), yielding a total score range of 0-21. Higher scores
indicate greater anxiety symptom severity. The Chinese version
has demonstrated satisfactory validity and reliability. Cronbach
α in all 3 samples of this study ranged from 0.90 to 0.93.

Psychoticism and Paranoid Ideation Subscales of the
Symptom Checklist-90
The severity of psychoticism and paranoid ideation was assessed
using the corresponding subscales of the Symptom Checklist-90.
Participants respond to each of the 10 items on the psychoticism
subscale or 6 items on the paranoid ideation subscale using a
5-point Likert scale ranging from 0 (“not at all”) to 4
(“extremely”). The SCL-90 has demonstrated robust validity
and reliability in Chinese populations [30]. These subscales
were administered only in S1 (undergraduates) and S3
(inpatients). Cronbach α was 0.83 (S1) and 0.79 (S3) for
psychoticism and 0.87 (S1) and 0.84 (S3) for paranoid ideation.

Adult ADHD Self-Report Scale
The ASRS, widely used clinically to screen adults for
attention-deficit or hyperactivity disorder, is based on the 18
criteria in the “TR” revision of the 4th edition of the Diagnostic
and Statistical Manual of Mental Disorders [31]. It examines
symptoms over the past 6 months. Participants respond to 18
items on a Likert scale from 0 (“never”) to 4 (“very often”),
giving a total score from 0 to 72. Higher scores indicate greater
ADHD symptom severity. The Chinese version has
demonstrated both reliability and validity in young adults in
Taiwan [32]. This survey was administered only in S2 (high
school students) and S3 (inpatients). Cronbach α was 0.93 in
S2 and 0.91 in S3.

Analysis
The data were analyzed using SPSS 27.0 (IBM) and R (version
4.4.3; R Core Team). Descriptive statistics, correlation analyses,
independent-samples t tests, ANOVA, and post hoc comparisons
were conducted in SPSS, whereas regression-related analyses,
including the computation of confidence intervals for R² (not
available in SPSS), were performed in R. The significance of
univariate associations was assessed using, as appropriate,
Pearson correlation coefficients (r), 2-tailed t tests, chi-square
tests, or ANOVA. ANOVA results were adjusted using Tukey
honest significant difference procedure to control for multiple
comparisons. Potential relationships among variables were
explored using multiple linear and logistic regression. To control
for the confounding effects of demographics, we used
standardized residuals (ZREs) of psychopathology scores
adjusted for age and sex in regression and post hoc analyses;
descriptive statistics were based on raw scores to facilitate
comparability with prior studies. To evaluate whether
multicollinearity among independent variables (eg, r>0.7
between the PHQ-9 and the GAD-7) affected the reliability of
our regression models, we obtained tolerance and variance
inflation factors before multivariate regression analyses. Where
appropriate, associations were expressed as odds ratios (ORs)
with corresponding 95% CIs. The results were considered
statistically significant at a 2-tailed P<.05. The missing data in
S2 were handled using complete-case analysis without multiple
imputation after testing for missing completely at random, as
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item-level missingness was minimal (0.2%‐3.0% per item).
S1 and S3 used forced-response online questionnaires, resulting
in no item-level missingness. The ASRS data in S3 were
available only for 241 participants because the scale was
introduced midway through the study. Accordingly, analyses
involving the ASRS in S3 included only these 241 participants.

Ethical Considerations
The study procedures were carried out in accordance with the
Declaration of Helsinki, and the study was conducted and
reported in accordance with the Journal Article Reporting
Standards [33]. The study was approved by the Ethics
Committee of West China Hospital, Sichuan University
(approval No. 2016‐171), and the Ethics Committee of
Hangzhou Seventh People’s Hospital (approval No. 2023‐064).
All S1 participants provided electronic informed consent; for
S2 and S3, both participants and their parents received detailed
study information and provided written informed consent. All
data were anonymized and stored securely on
password-protected servers, and only aggregated results were
reported. Participants did not receive any financial or material
compensation for their participation in this study.

Results

Demographics
Male participants constituted a slight majority in S1 (n=8194,
54.5%), were slightly underrepresented in S2 (n=1720, 43.8%),
and were substantially underrepresented in S3 (n=551, 26.0%).
Mean ages (95% CI) in years were 18.1 (18.1-18.1) among
undergraduates, 17.3 (17.0-17.6) among high school students,
and 15.6 (15.4-15.7) among inpatients.

Measurement Scores of IGD and IA and Their
Correlation With Demographics
The mean IGDS9-SF score (95% CI) in S1 was 11.8 (11.7-12.0),
which was significantly lower than in S2 (15.1, 14.8-15.4), and
S2 was significantly lower than S3 (18.8, 17.8-19.7). Similar
trends were observed across samples for IA. The mean IAT-20
score (95% CI) in S1 was 31.7 (31.5-32.0), which was
significantly lower than in S2 (32.4, 31.5-33.3), and S2 was
significantly lower than S3 (47.7, 45.5-49.9; Table 1).
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Table . Mean scores of measurements of internet gaming disorder (IGD), internet addiction (IA), and psychopathology, and the Pearson correlation

matrix among demographic variables and these measures, across the 3 samplesa.

Pearson correlation coefficients (r) among demographic variables and measures of IGD, IA, and psychopathologyScores,
mean (95%
CI)

Measure

ASRShSCL90–para-
noid

ideationg

SCL90-
psychoti-

cismf

GAD-7ePHQ-9dIGDS9-SFcIAT-20bGenderAge

Sample 1 (n=8194)

—j0.27i0.32i0.24i0.27i1.000.51i–0.28i0.0211.8 (11.7-
12.0)

    IGDS9-
SF

—0.48i0.52i0.46i0.50i0.51i1.000.08i–0.02k31.7 (31.5-
32.0)

    IAT-20

—0.56i0.63i0.77i1.000.27i0.50i0.12i–0.003.0 (2.9-
3.1)

    PHQ-9

—0.56i0.61i1.000.77i0.24i0.46i0.10i–0.002.0 (1.9-
2.1)

    GAD-7

—0.80i1.000.61i0.63i0.32i0.52i0.03l–0.011.2 (1.2-
1.3)

    SCL90-
psychoti-
cism

—1.000.80i0.56i0.56i0.27i0.48i0.06i–0.021.3 (1.2-
1.3)

    SCL90–para-
noid
ideation

Sample 2 (n=1720)

0.41i——0.30i0.35i1.000.55i–0.24i–0.0215.1 (14.8-
15.4)

    IGDS9-
SF

0.62i——0.48i0.54i0.55i1.000.09i0.05k32.4 (31.5-
33.3)

    IAT-20

0.55i——0.69i1.000.35i0.54i0.11i0.036.3 (6.0-
6.5)

    PHQ-9

0.55i——1.000.69i0.30i0.48i0.07l0.024.1 (3.9-
4.2)

    GAD-7

1.00——0.55i0.55i0.41i0.62i0.05k–0.0122.8 (22.3-
23.3)

    ASRS

Sample 3

0.24i0.16k0.14k0.080.131.000.57i–0.14l–0.10k18.8 (17.8-
19.7)

    IGDS9-
SF (n=551)

0.35i0.18l0.26i0.16k0.24i0.57i1.000.03–0.09k47.7 (45.5-
49.9)

    IAT-20
(n=551)

0.57i0.57i0.67i0.77i1.000.130.24i0.13l–0.16i18.2 (17.4-
19.1)

    PHQ-9
(n=551)

0.53i0.58i0.69i1.000.77i0.080.16k0.11l–0.14l13.5 (12.9-
14.1)

    GAD-7
(n=551)

0.67i0.77i1.000.69i0.67i0.14k0.26i0.06–0.18i2.5 (2.3-
2.6)

    SCL90-
psychoti-
cism
(n=551)

0.59i1.000.77i0.58i0.57i0.16k0.18l0.07–0.17i2.5 (2.3-
2.7)

    SCL90–para-
noid
ideation
(n=551)

1.000.59i0.67i0.53i0.57i0.24i0.35i0.12–0.17l54.0 (51.8-
56.2)

    ASRS

(n=241)m

aSample 1 comprises undergraduate freshmen enrolled at Sichuan University. Sample 2 comprises students recruited from a high school in Hangzhou.
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Sample 3 comprises inpatients aged 13‐19 years recruited from 2 tertiary mental health centers in Hangzhou and Chengdu. The Internet Gaming
Disorder Scale–Short Form, 20-item Young’s Internet Addiction Test, Patient Health Questionnaire-9, and Generalized Anxiety Disorder-7 were
administered in all 3 samples; the SCL-90 Psychoticism and Paranoid Ideation subscales were administered only in S1 and S3, and the Adult ADHD
Self-Report Scale was administered only in S2 and S3.
bIAT-20: 20-item Young’s Internet Addiction Test.
cIGDS9-SF: Internet Gaming Disorder Scale–Short Form.
dPHQ-9: 9-item Patient Health Questionnaire.
eGAD-7: 7-item Generalized Anxiety Disorder.
fSCL90-psychoticism: subscale of the Symptom Checklist-90 to measure psychoticism.
gSCL90–paranoid ideation: subscale of the Symptom Checklist-90 to measure paranoid ideation.
hASRS: Adult ADHD Self-Report Scale.
iP<.001.
jNot available.
kP<.05.
lP<.01.
mThe Adult ADHD Self-Report Scale data in sample 3 were available only for 241 participants because the scale was introduced midway through the
study.

IGDS9-SF and IAT-20 scores showed either statistically
significant but modest correlations with age or nonsignificant
associations across all 3 samples (r=–0.10 to 0.10; Table 1).
The scores of the IGDS9-SF were significantly higher in male
than in female participants in all 3 samples (t8192=26.2, P<.001
in S1; t1718=9.92, P<.001 in S2; and t549=3.18, P=.002 in S3).
Conversely, the scores of the IAT-20 were significantly higher
in female than in male participants in S1 (t8192=–7.00; P<.001)
and S2 (t1718=–3.67; P<.001), whereas no significant sex
differences were observed in S3 (t549=0.61; P=.55).

Prevalence Rates of IGD and IA
The prevalence (95% CI) of IGD in S1, based on the predefined
cutoff (IGDS9-SF ≥22), was 4.8% (4.3%-5.2%), which was
significantly lower than in S2 (15.8%, 14.0%-17.5%), and in
turn significantly lower than in S3 (32.3%, 28.4%-36.2%). The
prevalence (95% CI) of IA in S1, based on the predefined cutoff
(IAT-20 ≥50), was 7.3% (6.8%-7.9%), which was significantly
lower than in S2 (18.8%, 17.0%-20.6%), and in turn was
significantly lower than that in S3 (45.9%, 41.8%-50.1%).

In other words, in S1 (n=8194), most undergraduates (n=7408,
90.4%, 95% CI 89.8%-91.1%) had neither IGD nor IA, whereas
small proportions (n=184, 2.24%, 95% CI 1.94%-2.59%) had
IGD only, IA only (n=396, 4.83%, 95% CI 4.38%-5.32%), or
both (n=206, 2.51%, 95% CI 2.19%-2.88%). In S2 (n=1720),
a smaller majority (n=1287, 74.83%, 95% CI 72.75%-76.83%)
of the high school students had neither disorder, with
correspondingly higher prevalence of only IGD (n=109, 6.34%,
95% CI 5.27%-7.59%), only IA (n=163, 9.48%, 95% CI
8.17%-10.94%), and both (n=161, 9.36%, 95% CI
8.06%-10.83%). In contrast, in S3 (n=551), a slight majority of
the inpatients had one or both disorders: only 253 (45.92%,
95% CI 41.71%-50.18%) had neither disorder, whereas 45
(8.17%, 95% CI 6.08%-10.86%) had IGD only, 120 (21.78%,
95% CI 18.45%-25.51%) had IA only, and 133 (24.14%, 95%
CI 20.67%-27.98%) had both (Table 1).

Associations of Measurements and Prevalence Between
IGD and IA
Univariate analyses indicated that IGDS9-SF and IAT-20 scores
were moderately correlated in all 3 samples (r=0.51, P<.001 in
S1; r=0.55, P<.001 in S2; and r=0.51, P<.001 in S3). These
correlations remained significant after controlling for sex and
age (Table 1). Similarly, multivariable analyses controlling for
sex and age indicated that the odds of IA were significantly
higher among participants with IGD in all 3 samples, with
adjusted ORs (95% CI) of 29.6 (23.2-37.9) in S1, 14.1
(10.3-19.6) in S2, and 6.5 (4.3-9.9) in S3.

Scores of Psychopathological Symptoms
The mean PHQ-9 score (95% CI) in S1 was 3.0 (2.9-3.1), which
was significantly lower than in S2 (6.3, CI 6.0-6.5) and in turn
significantly lower than in S3 (18.2, 17.4-19.1). Similarly, the
mean GAD-7 score (95% CI) in S1 was 2.0 (1.9-2.1), which
was significantly lower than in S2 (4.1, 3.9-4.2), and in turn
was significantly lower than in S3 (13.5, 12.9-14.1). The mean
SCL-90 psychoticism subscale score (95% CI) in S1 was 1.2
(1.2-1.3), which was significantly lower than in S3 (2.5, 2.3-2.6).
Similarly, the mean SCL-90 paranoid ideation subscale score
(95% CI) in S1 was 1.3 (1.2-1.3), which was significantly lower
than that in S3 (2.5, 2.3-2.7). The mean ASRS score (95% CI)
in S2 was 22.8 (22.3-23.3), which was significantly lower than
that in S3 (54.0, 51.8-56.2).

Psychopathology severity was not associated with age in S1 or
S2 but showed small negative correlations with age in S3
(r=–0.09 to –0.18). All measured types of psychopathological
symptoms in S1 and S2 were significantly more severe in female
than in male participants, whereas only depression (PHQ-9)
and anxiety (GAD-7) exhibited this sex difference in S3 (Table
1).

Associations of IGD or IA With Severity of
Psychopathological Symptoms
To examine whether IGD or IA was associated with
psychopathology, we performed pairwise comparisons between
participants with and without IGD and between participants
with and without IA; these analyses revealed statistically
significant differences across all psychopathological variables
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in each sample. Notably, participants with IA exhibited
significantly higher dimensional psychopathology scores than
those with IGD on the PHQ-9, GAD-7, and the SCL-90 paranoid

ideation subscale in S1. A similar trend of differences was
observed in S2 and S3, although the differences did not reach
statistical significance (Table 2).

Table . Mean scores (95% CI) of measurements for internet gaming disorder (IGD), internet addiction (IA), and other psychopathologies among all

participants, those with IGD and IA, and those without IGD or IA, across the 3 samplesa.

Scores among participants

without IAe, mean (95% CI)

Scores among participants

without IGDd, mean (95%
CI)

Scores among participants

with IAc, mean (95% CI)

Scores among participants

with IGDb, mean (95% CI)

Sample and psychopatholo-
gies

Sample 1

11.4 (11.3-11.5)11.2 (11.1-11.2)17.6 (17.0-18.2)25.2 (24.7-25.7)    IGDS9-SFf

29.6 (29.4-29.8)30.8 (30.5-31.0)58.2 (57.5-58.8)50.8 (49.3-52.3)    IAT-20g

2.7 (2.6-2.7)2.8 (2.8-2.9)7.2 (6.9-7.6)6.0 (5.5-6.5)    PHQ-9h

1.8 (1.7-1.8)1.9 (1.9-2.0)5.6 (5.3-6.0)4.6 (4.1-5.1)    GAD-7i

1.2 (1.2-1.2)1.2 (1.2-1.2)1.7 (1.6-1.7)1.6 (1.5-1.7)    SCL90-psychoticismj

1.2 (1.2-1.3)1.3 (1.3-1.3)1.8 (1.7-1.8)1.7 (1.6-1.7)    SCL90–paranoid

ideationk

Sample 2

13.6 (13.4-13.8)13.0 (12.8-13.2)21.3 (20.4-22.2)26.5 (25.9-27.0)    IGDS9-SF

32.4 (31.9-32.8)28.4 (27.5-29.4)62.8 (61.8-63.9)53.4 (51.3-55.4)    IAT-20

5.2 (5.0-5.4)5.7 (5.4-5.9)10.6 (10.0-11.2)9.8 (9.1-10.5)    PHQ-9

3.2 (3.1-3.3)3.5 (3.3-3.8)7.4 (6.9-7.9)6.8 (6.1-7.5)    GAD-7

20.0 (19.4-20.6)21.0 (20.3-21.6)33.9 (32.7-35.0)31.9 (30.4-33.5)    ASRSl

Sample 3

15.1 (14.3-15.8)13.5 (13.0-13.9)23.1 (21.9-24.4)30.0 (29.0-30.9)    IGDS9-SF

31.2 (29.7-32.6)41.4 (39.4-43.5)67.2 (65.6-68.8)60.9 (58.1-63.8)    IAT-20

17.7 (16.9-18.5)18.4 (17.7-19.1)18.9 (17.8-19.9)17.9 (17.0-18.9)    PHQ-9

13.1 (12.4-13.8)13.6 (13.0-14.3)14.0 (13.3-14.7)13.2 (12.4-14.1)    GAD-7

2.2 (2.1-2.3)2.4 (2.3-2.5)2.7 (2.6-2.9)2.6 (2.4-2.7)    SCL90-psychoticism

2.3 (2.1-2.4)2.4 (2.3-2.5)2.8 (2.7-2.9)2.7 (2.5-2.9)    SCL90–paranoid ideation

50.0 (46.3-53.7)52.4 (50.3-54.4)56.7 (54.9-58.5)56.5 (54.0-59.0)    ASRSm

aInternet gaming disorder was defined as a total score ≥22 on the IDSG9-SF, and internet addiction was defined as a total score ≥50 on Young’s 20-item
Internet Addiction Test (IAT-20).
bSample sizes for participants with internet gaming disorder: sample 1: n=393; sample 2: n=271; sample 3: n=178.
cSample sizes for participants with internet addiction: sample 1: n=598; sample 2: n=323; sample 3: n=253.
dSample sizes for participants without internet gaming disorder: sample 1: n=7801; sample 2: n=1,449; sample 3: n=373.
eSample sizes for participants without internet addiction: sample 1: n=7596; sample 2: n=1397; sample 3: n=298.
fIDSG9-SF: Internet Gaming Disorder Scale–Short Form.
gIAT-20: 20-item Young’s Internet Addiction Test.
hPHQ-9: 9-item Patient Health Questionnaire.
iGAD-7: 7-item Generalized Anxiety Disorder.
jSCL90-psychoticism: subscale of the Symptom Checklist-90 to measure psychoticism.
kSCL90–paranoid ideation: subscale of the Symptom Checklist-90 to measure paranoid ideation.
lASRS: Adult ADHD Self-Report Scale.
mFor the ASRS in sample 3, there were 88 participants with IGD, 10 with IA, 59 without IGD, and 84 without IA.

Next, we examined whether IGDS9-SF and IAT-20 scores were
associated with psychopathological symptom scores. In these
analyses, the independent variables were the ZREs of

psychopathological symptom scores, adjusted for age and sex;
the dependent variable was the ZRE of the IGDS9-SF or IAT-20
score. Univariate models indicated that both IGDS9-SF and
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IAT-20 scores were significantly associated with all
psychopathological symptom scores. These associations were
significantly stronger for the IAT-20 than for the IGDS9-SF,
as indicated by higher R² values, in S1 and S2. A similar trend
was observed in S3, though most differences in associations
did not reach statistical significance in this sample. Consistently,
multivariate models, in which multicollinearity was acceptable
(all tolerances >0.20, 95% CI 0.28‐0.53, and all variance
inflation factors <5, 95% CI 1.55‐3.55), showed that
psychopathological symptom scores were related to a larger
proportion of changes in IAT-20 scores than IGDS9-SF scores
in S1 (0.33, 95% CI 0.30-0.35 vs 0.13, 95% CI 0.11-0.16) and
S2 (0.44, 95% CI 0.39-0.49 vs 0.23, 95% CI 0.18-0.27). A
similar trend was observed in S3, although it did not reach
statistical significance.

We also performed regression analyses in which IGD or IA
status (present vs absent), defined using the prespecified
IGDS9-SF and IAT-20 cutoff scores, served as the dependent
variables, and the ZREs of psychopathological symptom scores
served as the independent variables. In univariate models, both
IGD and IA were significantly associated with all
psychopathological symptom scores in S1 and S2, and with
some of these symptom scores in S3. These associations were
significantly stronger for IA than for IGD, as indicated by larger
ORs, in S1 and S2. A similar trend was observed in S3, although
most differences in ORs did not reach statistical significance

in this sample. Multivariate analyses showed a similar pattern
in which ORs were generally larger for IA than for IGD,
particularly in S1 and S2, although most differences did not
reach statistical significance.

Notably, in S2, IAT-20 scores showed a stronger univariate
association with attention-deficit or hyperactivity symptom

severity (ASRS scores) (R2, 95% CI; 0.39, 0.33-0.43) than with
depression (0.28, 0.23-0.32) or anxiety (0.22, 0.18-0.26).

IGDS9-SF scores (R2, 95% CI) also showed a stronger univariate
association with attention deficit or hyperactivity symptom
severity (0.19, 0.14-0.23) than with anxiety (0.10, 0.07-0.14).
Similar trends were observed in S3, although they did not reach
statistical significance. In the logistic regression analyses,
univariate models showed that ASRS scores had the strongest
associations with IGD and IA among all psychopathological
measures in both S2 and S3, although differences in association
strength, in terms of ORs, did not reach statistical significance.
In multivariate models adjusting for the intercorrelation among
other psychopathological measures, higher ASRS scores were
independently associated with increased odds of IGD (OR, 95%
CI; S2: 2.17, 1.80‐2.65; S3: 1.43, 0.99-2.09) and IA (S2: 3.18,
2.57‐3.96; S3: 1.75, 1.19-2.64). By contrast, most associations
between other psychopathological symptoms and IGD or IA
that were significant in univariate models were no longer
statistically significant after multivariate adjustment (Table 3).
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Table . Associations of Internet Gaming Disorder Scale–Short Form (IGDS9-SF), 20-item Young’s Internet Addiction Test (IAT-20), and identified

internet gaming disorder (IGD) and internet addiction (IA) with the severities of other psychopathologies across three samplesa.

IAIGDIAT-20bIGDS9-SFbSample and
psychopatholo-
gy

Adjusted ORc

(95% CI)

OR (95% CI)Adjusted ORc

(95% CI)
ORd (95% CI)R2 (95% CI)

in multivariate

modelc

R2 (95% CI)
in univariate
model

R2 (95% CI)
in multivariate

modelc

R2 (95% CI)
in univariate
model

0.33 (0.30-
0.35)

0.13 (0.11-
0.16)

Sample 1

1.50 (1.34-
1.69)

2.50 (2.33-
2.69)

1.33 (1.16-
1.53)

1.89 (1.76-
2.04)

0.25 (0.23-
0.27)

0.10 (0.08-
0.12)

    PHQ-9b,e

1.22
(1.09-1.35)

2.23 (2.09-
2.39)

1.09 (0.95-
1.23)

1.76 (1.64-
1.89)

0.21 (0.19-
0.23)

0.08 (0.06-
0.10)

    GAD-7b,f

1.54

(1.36-1.74)

2.40

(2.25-2.58)

1.24 (1.08-
1.42)

1.87 (1.75-
2.00)

0.27 (0.25-
0.30)

0.12 (0.10-
0.14)

    SCL90-psy-

choticismb,g

1.16 (1.03-
1.30)

2.21 (2.07-
2.36)

1.32 (1.16-
1.51)

1.88 (1.75-
2.01)

0.23 (0.21-
0.25)

0.09 (0.07-
0.11)

    SCL90–para-
noid

ideationb,h

0.44 (0.39-
0.49)

0.23 (0.18-
0.27)

Sample 2

1.89 (1.54-
2.31)

3.08 (2.66-
3.58)

1.56 (1.28-
1.91)

2.20 (1.93-
2.52)

0.28 (0.23-
0.32)

0.15 (0.11-
0.19)

    PHQ-9b

1.09 (0.90-
1.31)

2.47 (2.17-
2.83)

1.02 (0.84-
1.23)

1.90 (1.68-
2.15)

0.22 (0.18-
0.26)

0.10 (0.07-
0.14)

    GAD-7b

3.18 (2.57-
3.96)

4.60 (3.80-
5.64)

2.17 (1.80-
2.65)

2.85 (2.43-
3.38)

0.39 (0.33-
0.43)

0.19 (0.14-
0.23)

    ASRSb,i

0.13 (0.06-
0.26)

0.06 (0.03-
0.16)

Sample 3

1.21 (0.79-
1.85)

1.16 (0.98-
1.37)

0.92 (0.60-
1.41)

0.93 (0.78-
1.12)

0.01 (0.00-
0.03)

0.00 (0.00-
0.01)

    PHQ-9b

0.85 (0.54-
1.33)

1.13 (0.95-
1.34)

0.89 (0.57-
1.40)

0.93 (0.78-
1.11)

0.00 (0.00-
0.02)

0.00 (0.00-
0.00)

    GAD-7b

1.17 (0.69-
1.99)

1.71 (1.43-
2.06)

0.98 (0.59-
1.63)

1.16 (0.97-
1.40)

0.10 (0.06-
0.16)

0.02 (0.00-
0.05)

    SCL90-psy-

choticismb

0.80 (0.50-
1.24)

1.65 (1.37-
1.99)

1.21 (0.78-
1.87)

1.32 (1.09-
1.59)

0.11 (0.06-
0.16)

0.03 (0.01-
0.07)

    SCL90–para-

noid ideationb

1.75 (1.19-
2.64)

1.73 (1.30-
2.36)

1.43 (0.99-
2.09)

1.40 (1.07-
1.85)

0.11 (0.02-
0.22)

0.06 (0.01-
0.14)

    ASRSb

aIGD was defined based on the total score of the IGDS9-SF, with a cutoff value of ≥21. IA was defined based on the total score of IAT-20, with a cutoff
value of ≥50. R² represents the square of the correlation coefficient (ie, r).
bStandardized residuals (ZREs) adjusted for the confounding effects of age and sex of measurement scores were used as dependent or independent
variables in the regression models.
cThese multivariate models included ZREs of other psychopathological symptom measures as independent variables.
dORs: odds ratios.
ePHQ-9: 9-item Patient Health Questionnaire.
fGAD-7: 7-item Generalized Anxiety Disorder.
gSCL90-psychoticism: subscale of the Symptom Checklist-90 to measure psychoticism.
hSCL90–paranoid ideation: subscale of the Symptom Checklist-90 to measure paranoid ideation.
iASRS: Adult ADHD Self-Report Scale. The ASRS data in S3 were available for only 241 participants because the scale was added midway through
the study.

Finally, we classified participants into 4 groups according to
IGD and IA status: both IGD and IA, neither condition, IGD

only, or IA only. ANOVA tests indicated that ZREs of all
measured psychopathological symptoms differed significantly
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across the 4 groups in all 3 samples. Post hoc analyses in S1
revealed a significant stepwise increase in depressive, anxiety,
psychoticism, and paranoid ideation symptom severity from
participants with neither disorder to those with IGD only, then
to those with IA only, and finally to those with both disorders.
Similar trends were observed in S2 for the severity of
depression, anxiety, and attention-deficit or hyperactivity,

although the differences in depressive and anxiety symptom
severity between the IA-only group and the comorbid group
were not statistically significant. In S3, participants with IA
(with or without comorbid IGD) tended to have higher
psychopathological symptom scores than those with neither
disorder nor IGD only, although some post hoc comparisons
did not reach statistical significance (Figure 1).

Figure 1. Post hoc comparisons of psychopathological symptom severity (z-standardized residuals adjusted for age and sex) among participants with
neither internet gaming disorder (IGD) nor internet addiction (IA; group A), IGD only (group B), IA only (group C), or comorbid IGD and IA (group
D) across 3 independent samples: S1 (first-year undergraduates at Sichuan University), S2 (high school students recruited in Hangzhou), and S3
(inpatients aged 13‐19 years recruited from 2 tertiary mental health centers in Hangzhou and Chengdu). ASRS: Adult ADHD Self-Report Scale;
GAD-7: 7-item Generalized Anxiety Disorder; PHQ-9: 9-item Patient Health Questionnaire; SCL-90-paranoid: subscale of the Symptom Checklist-90
to measure paranoid ideation; SCL-90-psychotism: subscale of the Symptom Checklist-90 to measure psychoticism. **P<.01; ***P<.001.

Discussion

Findings
To our knowledge, this is the first study to examine a potential
relationship between IGD and IA, as well as to compare their
associations with a broad range of psychopathological symptoms
within the same samples. In addition, we cross-validated the
main findings across 3 independent samples. Across samples,
we found that IGD and IA were distinct yet moderately
correlated and that IA was more prevalent and more strongly
associated with psychopathological symptom severity.

These key findings have important implications for clarifying
the nosological relationship between IGD and IA. The moderate
association we detected between the 2 disorders was similar to
that reported between so-called “problematic internet use” and
“problematic online gaming” [20], but it was weaker than the
associations between depressive and anxiety symptoms observed
in this study and in previous work in other Chinese samples
[34,35]. These observations support considering IGD and IA
as distinct yet correlated entities, rather than as a single entity
or as a subtype of a broader construct [21]. Consistent with this
interpretation, we identified participants who met the most

widely accepted definition of IGD but not IA, and vice versa.
In our sample, IA, whether occurring alone or comorbid with
IGD, was associated with more severe psychopathological
symptoms than IGD alone. Furthermore, our univariate
correlation and multivariate regression analyses indicated that
IA severity was consistently more strongly associated with
psychopathological symptom severity than IGD severity. These
findings suggest that compulsive, problematic online behaviors
extending beyond gaming warrant greater attention. Although
“gaming” is currently the only type of online activity codified
in the International Classification of Diseases and listed as a
condition for further study in the Diagnostic and Statistical
Manual of Mental Disorders, Fifth Edition (DSM-5), other forms
of online entertainment, such as social media and
algorithm-driven short-video platforms, may pose comparable
or even greater risks to mental health and may undermine
psychological well-being, academic achievement, and family
dynamics [36,37]. It may be more appropriate to refer to broader
constructs such as “internet entertainment disorder” or “internet
entertainment addiction” to better capture the spectrum of
addictive behaviors related to internet use. These constructs
may require further expansion or adaptation to reflect the
growing use of immersive technologies, such as virtual or
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augmented reality and artificial intelligence, which may further
facilitate addictive behaviors.

In our study, both IGD and IA were more strongly associated
with symptoms of attention-deficit or hyperactivity symptoms
than with depressive or anxiety symptoms, consistent with
findings from a study of adults aged 20‐40 years in Taiwan
[38]. These findings suggest that ADHD-related inattention and
impulsivity, as indexed by ASRS scores, may partially account
for the observed associations between IGD or IA and other
psychopathological symptoms. Evidence from adolescents in
several countries further indicates that attention-deficit or
hyperactivity disorder frequently co-occurs with IGD and IA
and may even predict their onset [39]. Core features of
attention-deficit or hyperactivity, including impulsivity,
inattention, heightened sensation seeking, and poor regulatory
control, may increase the risk of problematic internet use
[40-42]. More broadly, both disorders may be more strongly
associated with externalizing symptoms characteristic of
attention-deficit or hyperactivity than with internalizing
symptoms, such as depression or anxiety, a pattern supported
by recent meta-analytic evidence, although the pooled effect
sizes were modest [43]. This closer association with
externalizing symptoms may be related to the immediate
gratification and heightened sensory stimulation inherent in
gaming and other forms of online entertainment [44,45]. In
contrast, internalizing symptoms may instead reflect maladaptive
coping mechanisms for psychological distress [46,47].

We consider our data to be reliable because we assessed IGD
and IA using widely validated, commonly used instruments and
because we were able to replicate key associations across the 3
independent samples of adolescents. In addition, the differences
in psychopathological symptoms observed across samples were
consistent with expectations: hospitalized adolescents exhibited
high levels of psychopathological symptoms similar to those
reported in a study of Caucasian adolescents [48], and these
levels were higher than those in high school students, which in
turn were higher than those observed in undergraduates. Our
high school students may have experienced heightened stress
due to the upcoming national university entrance examination
(gaokao), which may help explain their higher levels of
depression and anxiety [49]. By contrast, our first-year
undergraduates had already performed sufficiently well on the
entrance examination to secure admission to a top-tier university.
This may have contributed to their lower levels of depressive
and anxiety symptoms. More generally, students admitted to
top-tier universities in China may possess more effective coping
strategies and problem-solving skills, which could buffer against
psychopathological symptoms [50].

In our samples, male sex appeared to be associated with a higher
risk of internet gaming disorder but a lower risk of IA, consistent
with previous work in Chinese and US populations in which
the 2 disorders were conceptualized as separate constructs
[51,52]. Future research should examine whether and through
what mechanisms sex influences the risk of either disorder,
particularly given well-documented sex differences in internet
use: male participants tend to engage more in computer gaming,
whereas female participants tend to engage more in social

networking and social media [53]. Previous studies have
reported inconsistent findings regarding whether sex influences
the risk of IGD or IA [54,55]. These inconsistencies may reflect
differences in the relative proportions of individuals with IGD
only, IA only, or comorbid IGD and IA.

Limitations
Our findings should be interpreted with caution in light of
several limitations. First, the cross-sectional design of this study
precludes causal inference. Second, all data were obtained from
self-report questionnaires, which may increase the risk of social
desirability and recall biases. Third, the sample comprised
exclusively Chinese participants residing in China, which may
limit the generalizability of our findings to other cultural and
geographic contexts. In addition, the inpatient sample size was
relatively small, and many participants scored near the maximum
possible values on several symptom scales, a phenomenon
known as the ceiling effect. These factors may have reduced
statistical power and, together with other sample-specific
characteristics (eg, differences in sex ratios across samples),
may help explain why several associations observed in the
university and high school samples did not reach statistical
significance in the inpatient sample. Nevertheless, most analyses
conducted among inpatients showed patterns similar to those
observed in the other 2 samples.

It should also be noted that our findings reflect IGD as a global
construct without differentiating between specific game genres
(eg, real-time strategy, massively multiplayer online role-playing
games, sports games, or first-person shooters). Given evidence
that the prevalence and psychological correlates of IGD may
vary by game genre [56,57], future studies should systematically
characterize predominant game types and examine
genre-specific associations with psychopathology. In addition,
the measures of psychopathological symptoms included in the
3 samples were not entirely consistent across the 3 samples (eg,
the absence of SCL-90 in S2 and ASRS in S1), due to
considerations such as survey timing constraints and primary
study objectives. This inconsistency may have reduced the
comparability of certain results (eg, associations involving
ASRS) across samples. However, the key findings—namely,
that IGD and IA are distinct yet moderately correlated
constructs, with IA more strongly associated with the severity
of psychopathological symptoms—were robust and consistent
across all 3 samples.

Conclusions
This study provides additional evidence that IGD and IA
represent distinct yet interrelated constructs and further
demonstrates that IA consistently exhibits a stronger association
with the severity of psychopathological symptoms than IGD.
These findings underscore the importance of recognizing and
addressing compulsive and problematic online behaviors that
extend beyond gaming, contributing to ongoing debates
regarding the classification and clinical significance of
behavioral addictions related to internet use, and highlighting
the need for further refinement of diagnostic frameworks and
the prioritization of targeted, evidence-based clinical
interventions.
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Abstract

Background: Achieving adequate blood pressure control is challenging for patients and clinicians. Digital hypertension
management solutions that use push notifications to promote lifestyle management have been proposed as an approach, but their
effectiveness remains unknown.

Objective: This analysis was designed to interrogate the independent and short-term effects of push notifications, tailored to
participant and environmental factors, and on physical activity levels and sodium intake among individuals with hypertension.

Methods: The myBPmyLife study was a 6-month randomized controlled trial of participants with self-reported hypertension
recruited from an academic medical center and federally qualified health centers. A core component of the intervention consisted
of microrandomized push notifications promoting lifestyle modifications that were randomly delivered at 4 daily time points and
focused on physical activity and dietary sodium intake. Our primary outcome for this secondary analysis was the step count 60
minutes after a physical activity notification and lower-sodium food choices 24 hours after a dietary notification. This analysis
focuses on the results of the microrandomized trial and used a centered and weighted least squares method adapted for 2 or more
treatments.

Results: A total of 298 participants were randomized to the intervention arm, of whom 287 had data available for analysis.
Participants’ mean age was 59.5 (SD 13.1) years, 138 (48.1%) were women, and 206 (71.8%) were White. Participants were
randomized at 187,517 time points over 6 months, which led to 0.96 (SD 0.86) push notifications per day divided between activity
(50.4%; SD 0.4) and dietary (49.8%; SD 0.4) notifications. Activity notifications did not increase step count in the 60 minutes
after a notification (estimate 1.01, 95% CI 0.98‐1.04; P=.40). Similarly, dietary notifications did not impact the number of
lower-sodium food choices in the subsequent 24 hours (estimate 0.93, 95% CI 0.83‐1.04; P=.23), but in exploratory post hoc
analyses, did increase mobile app use by 95.5% (95% CI 1.81‐2.10; P<.001), mobile app clicks or searches by 93.7% (95% CI
1.72%‐2.16%; P<.001), and low sodium searches by 113.0% (95% CI 1.73‐2.53; P<.001), all within 60 minutes.

Conclusions: In patients with hypertension, push notifications did not impact short-term physical activity levels or dietary
sodium intake but did improve intervention engagement.

Trial Registration: ClinicalTrials.gov NCT05154929; https://clinicaltrials.gov/study/NCT05154929

International Registered Report Identifier (IRRID): RR2-10.1161/JAHA.123.031234

(J Med Internet Res 2026;28:e78218)   doi:10.2196/78218
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Introduction

Nearly half of all US adults have hypertension, though only 1
in 4 have their blood pressure (BP) adequately treated [1].
Achieving adequate BP control is challenging for patients and
clinicians given the episodic nature of clinical encounters, high
patient volumes, and the silent nature of the disease process,
promoting clinical inertia [2]. Digital hypertension management
solutions aim to improve BP control by promoting patient
self-management and expanded access to care. These solutions
often center around connected BP cuffs for self-monitoring,
with or without medication management, and may be paired
with behavior and lifestyle change interventions in the form of
mobile apps, text messages or push notifications, and phone
calls [2]. Although these methods could enhance BP control,
the effectiveness of each digital intervention
component—especially within a multicomponent
framework—continues to be a significant and unresolved issue.

We recently completed the myBPmyLife study, which evaluated
a mobile health (mHealth) intervention designed to improve BP
control by promoting increased physical activity and the
selection of lower-sodium food choices. The study recruited
participants from an academic medical center and federally
qualified health centers [3]. The intervention consisted of a
mobile app designed to facilitate goal setting and feedback and
contextually tailored push notifications delivered as a part of a
microrandomized trial, a novel experimental design in which
participants are serially randomized to different types or levels
of an intervention (eg, push notifications) [4]. While the
intervention reduced sodium intake and improved physical
activity levels, it failed to lower systolic BP (SBP) compared
to a control group that engaged in BP self-monitoring alone [5].

One important question that remained was whether push
notifications led to immediate short-term effects or mediated
behavior change that occurred on a longer timescale. To address
this question, we present the myBPmyLife study’s 6-month
microrandomized trial results, which focuses on important
secondary, mechanistic outcomes of this trial. This analysis was
designed to interrogate the independent and short-term effects
of push notifications, tailored to participant and environmental
factors, on physical activity levels and sodium intake. Such an
approach allows us to isolate the causal effects of push
notifications relative to the larger intervention package. We
hypothesized that tailored push notifications would increase
participants’ step counts in the 60 minutes following delivery
and decrease sodium intake in the subsequent 24 hours.

Methods

Study Design and Participants
The myBPmyLife study was a prospective, remotely
administered, randomized-controlled trial (ClinicalTrials.gov
NCT05154929) of 602 participants with self-reported
hypertension (CONSORT [Consolidated Standards of Reporting

Trials] guidelines; Checklist 1). Participants were recruited from
the University of Michigan Health and the Hamilton Community
Health Network, a series of federally qualified health centers
in Flint, Michigan. The analysis described here focuses on the
results of the microrandomized trial, which was embedded
within the intervention arm of the randomized controlled trial,
and which was composed of push notifications promoting
increased physical activity and the selection of lower-sodium
food choices. The data and code that support this study are
openly available through GitHub.

Participants were eligible for the study if they were 18 years or
older with self-reported hypertension, had no changes in their
antihypertensive therapies in the preceding 4 weeks (if on
medical therapies), consumed >1500 mg of daily sodium, and
owned a compatible smartphone. Sodium intake was assessed
by the Block Sodium Screener [6] after informed consent was
obtained, and those who consumed <1500 mg/d of sodium were
ineligible. Participants with contraindications to physical activity
or to following a low-sodium diet were excluded from the study.
The full inclusion and exclusion criteria have been previously
published [3].

Ethical Considerations
The study was approved by the University of Michigan Health
IRB (HUM00205845). All participants participated in an
informed consent process and signed consent forms. All study
data are deidentified and remain anonymous. Participants
received up to US $100 over 6 months for their time completing
study tasks. All participants were provided with a
Bluetooth-connected smartwatch (Fitbit Versa 2) and a
Bluetooth BP monitor (Omron Evolv BP7000) for the purposes
of study participation.

Study Procedures
The myBPmyLife study was conducted between December
2021 and July 2023. Study procedures have been previously
published. Briefly, participants underwent remote screening,
recruitment, and consent processes. Consent forms were signed
using the mobile study app myDataHelps (CareEvolution, LLC).
Following the completion of the Block Sodium Screener, eligible
participants were randomized 1:1 to the intervention arm, which
received a BP monitor and an mHealth intervention delivered
through a mobile app and a smartwatch, or to the enhanced
usual arm, which received a BP monitor and smartwatch alone.
Randomization schemes were created by study statisticians in
Randomize.net and performed by study staff using a permuted
block design with variable block sizes of 2-6, stratified by study
site. Researchers and participants were unblinded to allocation
assignment given the nature of the intervention.

Following informed consent, participants in both study arms
were mailed a Fitbit Versa 2 and a Bluetooth BP monitor
(Omron Evolv BP7000) and provided instructions on
downloading the associated mobile apps to enable data sharing.
All participants subsequently underwent remote enrollment
appointments, at which time they were assisted with pairing
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their smartwatches and smartphones as needed. Participants
randomized to the intervention arm additionally answered a
series of questions to facilitate intervention tailoring, including
those on mobility, confidence in selecting lower-sodium food
choices, preferred name, times of day for push notification (ie,
morning, lunch, afternoon, and evening times), and preferred
day for grocery shopping. These preferences could be changed
during the study upon participant request. Following enrollment
but before intervention receipt, participants experienced a
baseline period in which no interventions were delivered to
establish baseline step counts.

Description of the Intervention
The myBPmyLife study was designed to increase physical
activity levels and promote the selection of lower-sodium food
choices through an mHealth intervention grounded in the
behavior change strategies of goal setting, prompts,
visualizations, and feedback. The intervention consisted of both
static (ie, mobile app with a central visualization promoting
strategic feedback and goal setting) and dynamic components,
with the latter referring to push notifications delivered as part
of the microrandomized trial [5]. Microrandomized trials are
an experimental approach to guide the design of just-in-time
adaptive interventions. Just-in-time interventions, within the
context of health behavior change, aim to provide support at
times of opportunity or risk when individuals are receptive to
change [7]. As such, just-in-time interventions aim to shape
behavior change both in the moment and over time.

Microrandomized trials are an experimental design in which
participants are serially randomized to receive (or not receive)
different types or levels of an intervention (eg, push
notifications) at different time points (ie, decision points) over
the length of a study [4]. Intervention efficacy is ascertained by
1 or more proximal outcomes, which refer to short-term
outcomes hypothesized to mediate a desired long-term effect.
By leveraging intraindividual contrasts, microrandomization is
a powerful experimental design for determining causal effects.
In the myBPmyLife trial, microrandomized push notifications
comprised a core component of the intervention (Figure S1 in
Multimedia Appendix 1). They were designed to promote
low-level physical activity and the selection of lower-sodium
food choices. Activity notifications were tailored based on the
time of day (ie, morning, lunch, afternoon, and evening), day
of week (ie, weekend vs weekday), weather, and mobility.
Similarly, dietary notifications were tailored according to the
time of day, day of the week (ie, weekend, weekday, or grocery
day), and participants’ confidence in selecting lower-sodium
food choices. Both notification types consisted of
expert-generated and community-generated notifications, with
the latter tailored based on participants’ site of enrollment (ie,
University of Michigan Health or Hamilton Community Health
Network). A subset of notifications was personalized using
participants’ preferred names [8].

The study was designed so that participants would receive 1
activity or dietary notification per day, on average, throughout
the study. Thus, participants had a 25% probability of receiving
a notification at each decision point, divided equally between
activity and dietary notifications. The proximal outcomes for

the microrandomized trial serve as key secondary outcomes
from the overarching clinical trial. The proximal outcome for
activity notifications was step count 60 minutes after a decision
point as determined by the smartwatch or mobile phone, as these
messages were intended to be actionable in real time. For dietary
notifications, the proximal outcome was self-reported
lower-sodium food choices in the mobile app within 24 hours
of a decision point, as these messages were intended to be
applicable at a future time around meals or snacks and when at
restaurants or grocery stores. For the dietary analysis, the
decision was made post hoc to explore a series of more proximal
engagement measures, as dietary notifications encouraged
participants to use the mobile app to identify lower-sodium
alternatives to commonly consumed or purchased foods. These
exploratory outcomes included mobile app use (yes or no), the
number of mobile app searches or clicks, and the number of
low salt searches within the mobile app, all within 60 minutes
of a decision point.

Statistical Analysis
Baseline clinical characteristics are described as means and SD
for continuous symmetric variables and median with IQR for
skewed continuous variables. Categorical variables are presented
as counts and percentages. We performed Student 2-tailed t
tests for bivariate comparisons between continuous variables
and chi-square tests for comparisons across categorical variables.

For both the physical activity and dietary analyses, the
intervention period was defined as the time of participants’ first
decision point at or beyond day 8 and lasting until day 180 (ie,
maximum study period of 173 d). This was defined to account
for variability in the duration of the baseline period (as
determined by smartwatch wear time) and in the completion of
the final surveys.

For the physical activity analysis, we evaluated the effect of
delivering an activity notification compared to no notification
on step count 60 minutes after a decision point. As step counts
were positively skewed, 0.5 was added to all counts before
natural log transformation. Analyses used a version of the
weighted and centered least squares (WCLS) method. The
WCLS approach is designed for microrandomized trials, where
treatments occur frequently and moderators may be affected by
prior interventions. This method involves centering time-varying
treatments using their conditional means based on past history
and applying weights similar to inverse probability of treatment
weighting in causal inference. By combining centering and
weighting, WCLS offers robustness against the misspecification
of the working model of weighted outcome condition on history
[9]. Our analyses used a version of the WCLS method adapted
to account for 2 or more treatments [9]. Such an approach
increases statistical power by avoiding treatment-specific models
and guarantees the robust, unbiased inclusion of covariates to
reduce noise. Models were adjusted for age (<65 vs >65 y),
gender, race (White vs non-White), baseline mean daily step
count (dichotomized on mean value), step count 30 minutes
before a decision point (standardized as mean or SD), and time
(d). At each decision point, participants were considered
available to receive the intervention if they were wearing their
smartwatches consistent with prior studies [10]. This was
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operationalized by requiring that participants have at least 1
heart rate measurement recorded on their smartwatches in the
30 minutes before a decision point. Models included decision
points at which participants were available to receive
notifications, and step count data were available in the 30
minutes before and 60 minutes after a decision point (ie,
excluded 5807, 3.1% of decision points). Subsequently, we
conducted a series of exploratory analyses to understand the
impact of key demographic (ie, age, gender, and community)
and clinical (ie, baseline step count) characteristics on our
primary outcome by evaluating the interaction between these
covariates and treatment. An additional exploratory model
evaluated the impact between time as a quadratic term and
treatment. Finally, as outcome data can be present in instances
of missing wear time as data can come from both the mobile
phone and smartwatch, we conducted a sensitivity analysis in
which we excluded the data from participants with zero or
missing wear time 3 hours after a decision point. This allowed
us to disentangle instances of smartwatch nonwear from zero
step counts.

For the dietary analysis, we evaluated the effect of delivering
a dietary notification compared to the composite of an activity
notification or no notification on lower-sodium choices (as
denoted in the mobile app) within 24 hours of a decision point.
Given the potential overlap in push notifications over 24 hours,
the assessment of treatment effect included only decision points
at which participants received a dietary notification, and no
additional dietary notifications were sent in the subsequent 24
hours (excluded 42,313, 22.6% decision points). These were
contrasted to decision points at which no dietary notification
was sent at that time or in the subsequent 24 hours. As
lower-sodium choices were zero-inflated, we used the method
proposed by Liu et al [11] and used the R (R Foundation for
Statistical Computing) function emee in package MRTAnalysis.
Models were adjusted for age (<65 vs >65 y), gender, race
(White vs non-White), baseline sodium intake as measured by
the Block Sodium Screener (dichotomized on mean value), low

salt choices 30 minutes before a decision point, and time (d).
Participants were considered available at all decision points
given the extended time window for outcome assessment. As
with the physical activity analysis, we also conducted a series
of exploratory analyses to understand the potential impact of
key demographics (ie, age, gender, and community) and baseline
characteristics (eg, baseline sodium intake) on sodium intake
by evaluating the interaction between these covariates and
treatment. An additional exploratory model evaluated the impact
between time as a quadratic term and treatment. Similar models
were created for our exploratory outcomes of mobile app use
(yes or no), number of mobile app clicks or searches, and
number of low sodium searches within the mobile app, all within
60 minutes of a decision point. These similarly used the method
proposed by Liu et al [11], though it included all decision points
(N=187,517), unlike the prior analysis. Covariates in these
models included age (<65 vs >65 y), gender, race (White vs
Non-white), and either mobile app use, number of search or
clicks, or number of low sodium choices 30 minutes before a
decision point, respectively. In all cases, P<.05 was considered
statistically significant. All analyses were conducted in R
(version 4.3.1; R Foundation for Statistical Computing).

Results

Study Population
Between December 2021 and July 2023, 912 participants were
screened for eligibility, of whom 602 were ultimately enrolled.
A total of 298 participants were randomized to the intervention
arm of the study, 4 of whom withdrew before intervention
receipt during the initial 5 days of the study (Figure 1). An
additional 15 participants withdrew from the study, though they
allowed their data to be used up until their withdrawal date
(Figure 1). Post hoc, an additional 7 participants were excluded
from the analysis (6 due to missing baseline step count and 1
missing step count 30 min prior to the decision point), leaving
287 participants available for the primary analysis.
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Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram. Between December 2021 and July 2023, 912 participants were screened
for eligibility. Following informed consent, participants were randomized 1:1 to the intervention and enhanced usual care arms with 298 participants
randomized to the intervention arm of the trial. Of these, 4 participants withdrew before intervention receipt (postrandomization exclusions), and an
additional 15 participants withdrew from the study but allowed their data to be used up until their withdrawal date. A total of 287 participants were
included in the analysis of the microrandomized trial.

Participants were enrolled in the study for a median of 180 (IQR
37‐180) days with a median intervention duration of 171 (IQR
25‐173) days. The baseline characteristics of the population
are displayed in Table 1. Participants had a mean age of 59.5
(SD 13.1) years, 138 (48.1%) were women, and 206 (71.8%)

were White. Most were from the University of Michigan Health
(242/287, 84.3%). Participants' baseline step count was 7408.1
(SD 3611.9) steps per day, and baseline sodium intake was
3072.7 (SD 1049.9) mg/d.
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Table . Demographic and clinical characteristics of study population (N=287).

OverallFlint (n=45)Ann Arbor (n=242)Characteristics

59.5 (13.1)49.24 (11.6)61.35 (12.5)Age (y), mean (SD)

Gender, n (%)

138 (48.1)32 (71.1)106 (43.8)Woman

149 (51.9)13 (28.9)136 (56.2)Man

Race, n (%)

28 (9.8)0 (0)28 (11.6)Asian

40 (13.9)20 (44.4)20 (8.3)Black

6 (2.1)4 (8.9)2 (0.8)Multiple

7 (2.4)2 (4.4)5 (2.1)Othera

206 (71.8)19 (42.2)187 (77.3)    White

Ethnicity, n (%)

12 (4.2)1 (2.2)11 (4.5)    Hispanic

275 (95.8)44 (97.8)231 (95.5)    Non-Hispanic

7408.06 (3611.9)6197.87 (3666.5)7633.09 (3564.1)Baseline step count (steps/d) mean
(SD)

3072.67 (1049.7)3167.96 (1223.4)3054.95 (1016.0)Baseline estimated dietary sodium
intake (mg/d), mean (SD)

Self-reported comorbid conditions, n (%)

16 (5.6)4 (8.9)12 (5.0)    Chronic kidney disease

125 (43.6)16 (35.6)109 (45.0)    High cholesterol

52 (18.1)13 (28.9)39 (16.1)    Depression

10 (3.5)1 (2.2)9 (3.7)    Coronary artery disease

9 (3.1)2 (4.4)7 (2.9)    Stroke

66 (23.0)9 (20.0)57 (23.6)    Diabetes mellitus

aOther race: American Indian, Native Hawaiian or Other Pacific Islander, or Other or refused to answer race question

Study Execution
Over the duration of the intervention, participants were
randomized to receive or not receive a push notification at
187,517 decision points (ie, time points; median 679, IQR
89‐694 decision points per participant). On average,
participants had 4.0 (SD 0.2) decision points per day and were
randomized to receive a push notification at 24.9% (SD 0.2) of
decision points. These were nearly equally split between activity
notifications (50.4%; SD 0.4) and dietary notifications (49.8%;
SD 0.4), consistent with the study design. On average,
participants were randomized to receive 0.96 (SD 0.86) push
notifications per day, distributed nearly equally over the 4 time
points (Tables S1-S3 in Multimedia Appendix 1). After
accounting for participants’ availability (considered available
at mean 81.3%, SD 0.3 of decision points), participants were
presumed to have received 0.79 (SD 0.83) push notifications
each day.

Activity Intervention
The mean step count in the 60 minutes following a decision
point was 456.1 (SD 707.0) steps. In a multivariable model

accounting for the demographic and baseline characteristics of
participants, activity notifications did not significantly impact
60-minute step count (estimate 1.01, 95% CI 0.98‐1.04; P=.40;
Tables S4 and S5 in Multimedia Appendix 1; Figure 2). In a
subsequent sensitivity analysis excluding decision points at
which participants had zero hour or missing wear time in the 3
hours after a decision point (17,452, 9.6% of decision points),
the results were similar with no significant change in 60-minute
step count (Table S6 in Multimedia Appendix 1). To understand
potential time-varying effects, we performed an exploratory
analysis in which we modeled the intervention effect as a
quadratic term over time, which did not significantly impact
intervention efficacy (Figure 2). Similarly, in a sequence of
univariable moderator analyses, age, community, and gender
did not significantly impact intervention efficacy. In an
exploratory analysis, however, push notifications were more
effective in the subgroup of participants that were less active at
baseline (dichotomized based on mean daily step count),
increasing 60-minute step count by 4% (estimate 1.04, 95% CI
1.00‐1.08; P=.03).
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Figure 2. Impact of receiving (A) an activity notification on step count 60 minutes after a decision point or (B) a dietary notification on lower-sodium
food choices 24 hours after a decision point. The models show treatment effect over time, with time modeled as a quadratic term. Activity notifications
and dietary notifications did not significantly impact step count or the number of lower-sodium food choices, respectively. The results were exponentiated
for interpretability.

Dietary Intervention
In a multivariable model accounting for demographic and
baseline characteristics, dietary notifications did not change the
number of lower-sodium food choices in the 24 hours after a
decision point (estimate 0.93, 95% CI 0.83‐1.04; P=.23; Tables
S4 and S7 in Multimedia Appendix 1; Figure 2). The results
were similar in all subgroups of the population and did not
change over time.

Subsequently, we conducted an exploratory analysis to evaluate
the impact of push notifications on immediate measures of

intervention engagement. Dietary notifications increased mobile
app use in the subsequent 60 minutes by 95.5% (estimate 1.96,
95% CI 1.81‐2.10; P< .001; Figure 3). Similarly, dietary push
notifications increased the number of mobile app clicks or
searches by 93.7% (estimate 1.94, 95% CI 1.72%‐2.16%;
P<.001) and increased the number of low sodium food searches
by 113% (estimate 2.13, 95% CI 1.73‐2.53; P<.001), 60
minutes after a decision point (Figure 3). In all cases, the effect
of dietary push notifications was the highest at the beginning
of the study and decreased over time, though it remained
significant throughout the study period.

Figure 3. Intervention engagement after dietary notifications. Dietary notifications significantly increased (A) mobile app use, (B) number of mobile
app searches/clicks, and (C) number of low sodium searches, all within 60 minutes of a decision point. The models show treatment effect over time,
with time modeled as a quadratic term. The results were exponentiated for interpretability.
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Discussion

Principal Findings
Digital hypertension solutions, typically delivered as
multicomponent interventions, have shown promise for
enhancing BP control [2,12,13]. However, the independent
effects of push notifications when offered as part of a
comprehensive digital hypertension intervention remain
unknown. This is especially true with regard to the impact of
push notifications on behavior change. We found through this
trial that push notifications, tailored to participant (eg,
community, mobility, and time) and environmental (eg, weather)
factors, did not increase short-term physical activity levels or
reduce sodium intake despite improving overall measures of
these outcomes at 6 months. In an exploratory analysis, however,
push notifications promoting physical activity were more
effective for less active individuals, though this effect was
overall very small, and for the overall cohort, the intervention
was insufficient to overcome a participant’s existing behavioral
inertia. We also identified through an exploratory analysis that
notifications that encouraged participants to interact with the
mobile app and select lower-sodium food choices led to a nearly
2-fold increase in mobile app engagement, a measure of
mechanical engagement though not necessarily effective
behavioral engagement. While this effect persisted over the
6-month study period, the magnitude of effect decremented over
time, suggesting either internalization of the behavior of interest
(ie, engagement with the mobile app was no longer necessary
for promoting adherence to a lower-sodium diet) or habituation.

Interpreting these results is best done within the context of those
from the larger randomized controlled trial in which we found
that the digital intervention package, consisting of both a mobile
app and push notifications, increased physical activity levels
(mean difference 489 steps, 95% CI 22-956) and reduced sodium
intake (mean difference –285 mg, 95% CI −462 to –108) at 6
months [5]. One possible explanation for these results is that
the interaction with the mobile app, which included multiple
behavior change techniques (ie, goal setting, self-monitoring,
and feedback) but not necessarily the content of the push
notifications themselves, mediated the observed effects. This
is supported by prior literature demonstrating positive
associations between engagement with digital health
interventions and health outcomes [14-16]. An alternative
explanation, however, would be that push notifications did
mediate the observed results, but that the proximal outcomes
did not adequately capture their long-term impact. This could
be due to lagged effects (ie, increase in physical activity beyond
60 min), incompletely captured effects (ie, failure to record
lower-sodium food choices within the mobile app), or
slower-developing mediators of the distal outcome (ie,
knowledge about lower-sodium food choices, salience of activity
goals). Future interventions should consider incorporating both
proximal and intermediate outcomes within their study design,
with the latter potentially capturing lagged effects (eg, 24 h step
count and lower-sodium food choices over 48 h) or more slowly
developing mediators of the target behavior.

Comparison With Prior Work
In general, digital hypertension solutions have focused on
promoting BP self-monitoring, medication management, and
lifestyle modification [2]. However, a challenge within the field
has been in understanding the relative contributions of different
digital intervention components, particularly when delivered as
1 part of a comprehensive intervention. In the pragmatic,
randomized controlled trial BP Home, for example, over 2000
patients were randomized to BP self-monitoring using a standard
device or to enhanced self-monitoring using a connected
smartphone app [17]. Both groups experienced similarly large
reductions in SBP (>10 mm Hg), without significant differences
between the 2 groups. A second study found no significant
differences in SBP reduction at 6 months using an artificial
intelligence–enhanced conversational smartphone app promoting
self-management, BP measurement, and lifestyle management,
compared to a regular smartphone app paired with a home BP
monitor [18]. There was, however, greater self-confidence in
controlling BP in the intervention group and a trend toward
greater self-reported physical activity.

To disentangle the effects of varying intervention components,
Tucker et al [12] conducted an individual participant
meta-analysis with over 7000 patients from 15 studies.
Self-monitoring was associated with reduced SBP at 12 months,
though this effect was strongly influenced by the intensity of
co-interventions, with no effect with self-monitoring alone and
a greater effect when combined with more intensive
interventions, such as lifestyle counseling or systematic
medication titration. These results have been supported by those
from other studies, which, while mixed, suggest in aggregate
that successful interventions are those with more comprehensive
functionality and that incorporate medication management in
conjunction with a care team [2,13]. A limitation of these and
other studies, however, has been their focus on evaluating the
distal effects of an intervention package, often delivered through
a mobile app with multiple behavioral components. Our
microrandomized trial analysis overcomes these limitations by
isolating the impact of push notifications on shorter-term
mediators of the desired long-term effect (eg, lifestyle
management) and suggests how the mobile intervention package
may impact long-term behavior change.

Study Strengths
Our study has several strengths. First, this is one of the first
microrandomized trials that we are aware of among individuals
with hypertension. Microrandomized trials are a novel
experimental design, and as such, few studies have been
performed among individuals with cardiovascular disease or
cardiovascular risk factors. By incorporating serial
randomization, microrandomized trials can provide insight into
the causal effects of an intervention component over time in
such patients. This serves to advance the science of behavioral
interventions, which have traditionally been optimized using a
series of randomized controlled trials. Randomized controlled
trials, however, are designed to assess the average effect of an
intervention package on a behavior of interest and not to
investigate which components of an intervention are most
efficacious, their time-varying effects, or what psychosocial or
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contextual factors impact their efficacy [4,19]. Second, we
delivered the trial remotely and enrolled participants from 2
sites, including a series of federally qualified health centers,
enhancing the diversity of the study population and the
generalizability of our findings. In general, the data around
mHealth interventions for individuals with hypertension with
digital barriers or from underrepresented groups have been
limited [20]. Finally, we followed participants for 6 months,
addressing a critical limitation of many mHealth interventions,
namely the short time horizon.

Limitations
This study should be interpreted within the context of its
limitations, which relate both to the study population and the
intervention design and analysis. First, we only enrolled
participants with a compatible smartphone. Smartphone
ownership, however, is common across age, race, and
socioeconomic groups, and we ensured the use of a broad range
of possible devices [21]. Second, participants were active at
baseline (mean 7408 [SD 3611.9] steps per day), had only mildly
elevated BP, and were connected to their health care system.
Given that this population was already active at baseline, this
may have led to a ceiling effect. Similarly, the intervention may
have been perceived as less salient to participants with relatively
well-controlled BPs. Whether the results would be similar with
less active individuals or to those with poorly controlled BP is
unknown. Third, push notifications were tailored on a limited
number of environmental and participant-level factors. It is
unknown whether notifications would be more effective in
promoting lifestyle modification if tailored to psychosocial
constructs or an extended set of participant factors (eg, recent
physical activity). We also did not evaluate notification efficacy
based on message framing, nor did we evaluate treatment
moderation based on attributes of the notifications (eg, time of
day, weather). For example, in a 2×2 randomized experiment
of over 500 participants designed to evaluate message framings,
participants preferred the ability to choose message framing
(autonomy-supportive vs controlling language) over the
presumed preference for autonomy-supportive language [22].
Future studies should consider an expanded set of tailoring

variables and evaluate for treatment moderation by the
characteristics of the notifications. Fourth, we required that
participants self-report low sodium choices within the mobile
app. It is thus possible that dietary notifications increased the
number of low sodium food choices, though these were not
reported by participants in the mobile app. Fifth, it is possible
that the effect size of notifications may have been less than
anticipated, leading us to underpower the study for our proximal
outcomes. Finally, we required that participants be wearing
their smartwatches to be considered available for the physical
activity intervention. We assumed that participants were wearing
their smartwatches if they had 1 or more heart rate
measurements in the 30 minutes before a message was sent.
Although this increased the rigor of our analyses, we cannot
confirm that participants were wearing their smartwatches when
push notifications were sent. It is also possible that push
notifications had a delayed or unmeasured effect for participants
not wearing their smartwatches or who received the push
notifications at a later time.

Conclusions and Future Directions
In conclusion, in this microrandomized trial, we demonstrated
that tailored push notifications did not increase short-term
physical activity levels or reduce sodium intake among
individuals with hypertension. We did observe greater mobile
app engagement following push notifications, which may have
mediated the observed longer-term effects on sodium intake
and physical activity levels. These results suggest that push
notifications may be effective in promoting intervention
engagement. Additional studies, however, are needed to identify
which individuals benefit most from push notifications and how
to optimally tailor push notifications based on environmental
and psychosocial factors, particularly when delivered as part of
multicomponent interventions. Furthermore, future studies may
consider mediation analyses to enhance our understanding of
the impact of intervention engagement on longer-term measures
of behavior change and which evaluate the impact of novel
methodological approaches such as reinforcement learning
algorithms on notification efficacy.
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Abstract

Background: Cardiac exercise rehabilitation is an important intervention for disease management of patients with coronary
heart disease (CHD) after percutaneous coronary intervention (PCI). Still, the participation and compliance with exercise
rehabilitation remain suboptimal. Mobile health technology is a promising approach to promoting involvement in cardiac exercise
rehabilitation. Remote rehabilitation can overcome the problems existing in traditional rehabilitation.

Objective: This study aimed to evaluate the effects of an eHealth cardiac rehabilitation (CR) platform based on the persuasive
systems design model in addition to standard CR after PCI on physical activity (PA), exercise endurance, self-perceived fatigue,
exercise self-efficacy (ESE), and quality of life for patients after PCI.

Methods: A single-blinded, parallel, randomized controlled trial design was used. The study was conducted in the Department
of Cardiology of a tertiary hospital in Hangzhou, China. A total of 180 eligible patients with CHD were enrolled from June to
December 2023. Participants were randomly assigned (1:1) to the intervention group or the control group, with 90 patients in
each group. The study is a 24-week eHealth CR program. The primary outcome was PA level; the secondary outcomes included
exercise endurance, self-perceived fatigue, ESE, and quality of life. Data on the primary and secondary outcome measures were
collected at baseline (T0), at 12 weeks of intervention (T1), and at 4 (T2), 8 (T3), and 12 (T4) weeks of follow-up. The generalized
estimating equation model was used to examine changes in the outcome variables between the 2 groups across the study end
points.

Results: Generalized estimating equation analyses revealed significant group-by-time interactions for all outcome measures
(all P<.001). At T4, compared with the control group, the intervention group demonstrated statistically significant improvements
in the following outcomes: PA: median 1723.00 versus 805.50 Metabolic Equivalent Task minutes per week (β coefficient=937.29,
95% CI 867.61-1006.97); 6-minute walk distance: median 436.00 versus 405.00 m (β coefficient=31.00); self-perceived fatigue:
median 9.00 versus 10.00 (β coefficient=–1.00, indicating reduced fatigue); ESE: 61.11 versus 27.78 (β coefficient=33.33); Short
Form of 36 Health Survey Questionnaire score: 91.19 versus 84.13 (β coefficient=7.06; all P<.001). Notably, there was no
significant difference in self-perceived fatigue between the 2 groups at T1 (P=.50).

Conclusions: The findings of this study demonstrate the effectiveness of the eHealth CR based on the persuasive systems design
model in addition to standard CR after PCI in improving the PA level, exercise endurance, ESE, quality of life, and self-perceived
fatigue of patients. These findings also provide insights into the application of an eHealth cardiac exercise rehabilitation interventions
to enhance the rehabilitation of patients with CHD.
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Trial Registration: China Clinical Trials Registry (ChiCTR) ChiCTR2300071666;
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(J Med Internet Res 2026;28:e71450)   doi:10.2196/71450
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Introduction

Background
Cardiovascular diseases (CVDs) have long been a global health
scourge, exacting a heavy toll on both individual well-being
and health care systems worldwide. The World Health
Organization (WHO) highlights that CVDs claim approximately
17.9 million lives annually, constituting a staggering 32% of
all global deaths [1]. In China, the situation is equally
disconcerting. With the rapid pace of urbanization, changes in
lifestyle, and an aging population, the prevalence of CVDs,
especially coronary heart disease (CHD), has been on an upward
trajectory [2,3]. This has led to a substantial increase in the
number of patients undergoing percutaneous coronary
intervention (PCI), a common and effective treatment for CHD.

Despite the remarkable advancements in PCI technology, which
significantly improve the acute condition of patients by restoring
blood flow to the heart, it is not a cure-all solution. Patients post
PCI often face a plethora of challenges. Exercise intolerance is
a prevalent issue, as a large proportion of these patients
experience a decline in their physical capacity, which restricts
their daily activities and quality of life [4]. Self-perceived fatigue
is another common complaint, which can be attributed to the
physiological stress of the intervention, underlying cardiac
damage, and the body’s recovery process [5]. Moreover, many
patients struggle with suboptimal exercise self-efficacy (ESE),
lacking the confidence to engage in regular physical activity
(PA), which is crucial for their long-term cardiac health [6].

Cardiac rehabilitation (CR) has emerged as an essential
component of post-PCI care. It is a comprehensive,
multidisciplinary program that encompasses exercise training,
risk factor modification, psychological counseling, and patient
education [7]. Extensive research has demonstrated its
effectiveness in improving exercise capacity, reducing
cardiovascular risk factors, enhancing psychological well-being,
and ultimately decreasing mortality and morbidity rates among
patients post PCI [8]. For instance, a network meta-analysis
found that multiple exercise interventions enhanced peak oxygen
consumption, with high-intensity interval training showing the
greatest effect, followed by combined water-based and
moderate-intensity continuous training, and other interventions
like combined aerobic and resistance exercise also demonstrated
benefits [9].

However, traditional CR programs, which are typically centered
around in-hospital or clinic-based services, are plagued with
limitations. Geographical barriers pose a significant challenge,
especially for patients living in rural or remote areas, who may
have to travel long distances to access these services [10]. Time
constraints are another hurdle, as many patients, particularly

those who are still working or have family responsibilities, find
it difficult to fit regular rehabilitation sessions into their busy
schedules. Additionally, the cost associated with in-person
rehabilitation, including transportation and potential loss of
income during treatment, can be a deterrent for some patients
[11]. The proportion of patients participating in the CR program
is only 25% to 35% [12].

In recent years, remote cardiac rehabilitation (RCR) has been
advancing rapidly, and the potential exists for the challenges
of traditional facility-based CR programs to be addressed by
delivering care to patients in the convenience of their own homes
with real-time, personalized support [11]. The RCR uses
different methods such as the internet, wearable devices, and
mobile apps [13]. Despite the positive outcomes observed in
the application of digital health interventions for CR, such as
SMS, remote electrocardiographic monitoring, and mobile or
web portal tools, these advancements have predominantly
remained in research settings and have not yet been adopted
widely in clinical practice [14]. A systematic review by Duff
et al [15] assessed the application of behavior change techniques
(BCTs) in eHealth interventions designed to increase PA in
CVD, and identified feedback and monitoring as the most
common BCT category implemented in these interventions.
Behavior change theory proponents note that these theories
explain how behavior change happens [16]. However,
information system developers often prioritize using BCTs over
understanding the underlying theories [17]. Systems lacking a
strong theoretical basis may have conflicting mechanisms,
harming long-term effectiveness.

Such systems are designed to form, alter, or reinforce the
attitudes, behaviors, or compliance of their users voluntarily.
A key element in behavior and attitude change is persuasion.
The persuasive systems design (PSD) model addresses this gap
by guiding the analysis of the persuasion context, including
recognizing the intent of the persuasion, understanding the
persuasion event, and defining the strategies in use [18]. It
describes how to inject persuasive characteristics into the system
to stimulate behavior change in the design process. In the
functional design of the persuasive system, the characteristics
of the system are divided into main task support, dialogue
support, system credibility support, and social support [19], and
a total of 28 persuasive principles are included. It fully explains
how the design principles are translated into software
requirements and further manifests the system characteristics.
The information system developed and designed under the
guidance of the framework can motivate users to implement
self-management and trigger health behavior change [20].
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Aims of This Research
In the context of post-PCI CR, there is a paucity of
well-designed mobile health (mHealth) interventions that fully
leverage the PSD model to comprehensively address patients’
multifaceted needs. Existing studies either focus on single-aspect
interventions or fail to fully capitalize on the potential of the
PSD model. Therefore, this study aimed to develop and evaluate
an eHealth CR platform grounded in the PSD model in addition
to standard CR for patients post PCI. We hypothesized that such
a platform could effectively improve patients’ PA levels,
exercise endurance, ESE, and quality of life, while reducing
self-perceived fatigue.

Methods

Study Design
The study was a single-blinded, parallel, randomized controlled
clinical trial. The study protocol complied with the Declaration
of Helsinki. The report was in accordance with the CONSORT
(Consolidated Standards of Reporting Trials) guidelines.

Participants
Participants were recruited in the Department of Cardiology of
a tertiary hospital in Hangzhou, a provincial capital city in
eastern China, from June to December 2023.

The inclusion criteria were as follows: (1) patients were older
than 18 years old; (2) met the WHO diagnostic criteria of CHD,
underwent PCI with 1 or 2 stents at first time, and were
diagnosed as low-risk factors according to the risk classification
of exercise rehabilitation of CHD; (3) patients with a left
ventricular ejection fraction of 50% to 70%; (4) patients with
cardiac function grade Ⅰ or Ⅱ; (5) transradial or ulnar artery
puncture; (6) patients and their families agreed and actively
cooperated with the exercise rehabilitation treatment; and (7)
no language disorder, could read and speak Chinese, had no
prescribed PA restrictions. Participants were excluded from the
study if they (1) had presenting with cardiogenic shock, severe
arrhythmia and cardiac function grade Ⅲ or above; (2) had
severe liver and kidney dysfunction (liver dysfunction of
Child-Pugh class B or C; estimated glomerular filtration rate

<30 ml/[min·1.73m2]), severe anemia (hemoglobin<60 g/L);
(3) had severe pulmonary disease, such as chronic obstructive
pulmonary disease, emphysema, bronchiectasis, and pulmonary
heart disease; (4) had a history of falls within half a month, or
were unable to exercise independently; (5) took antianxiety or
depression drugs; (6) had previous history of cerebral
hemorrhage; and (7) could not use WeChat (Tencent Holdings
Limited) skillfully.

Sample Size
The sample size was determined by PA level based on a pilot
trial, in which the SD was 133.81, and the mean difference
between the 2 groups was 131. A total of 150 participants were
required to detect a difference between the 2 groups at a 5%
(2-sided) significant level with a power of 80%. Considering
the loss to follow-up, the sample size of each group was at least
90, and the total sample size was at least 180, allowing a 20%
dropout.

Randomization and Blinding
A total of 180 eligible participants were randomly assigned to
the intervention or control group at a 1:1 ratio via block
randomization (block size=4) to ensure balanced group sizes.
The randomization was implemented by an independent
statistician (not part of the core study team, nor involved in
recruitment, assessment, or intervention) to avoid selection bias.

The statistician used SPSS (version 26.0; IBM Corp) to generate
a random number sequence, pairing each number with a unique
participant ID. Group assignment was predefined: even numbers
for the intervention group and odd numbers for the control
group. For allocation concealment, each ID, random number,
and group assignment was sealed in a sequentially numbered
opaque envelope, stored in a locked cabinet. Upon recruitment,
the research coordinator, unaware of the sequence, retrieved
the next envelope to inform the participant of their group.

Finally, 90 participants were allocated to each group. The
intervention lasted for 12 weeks, with an additional 12-week
follow-up period. Notably, an eHealth cardiac exercise
rehabilitation based on the PSD model was provided in addition
to standard CR; the volume and content of standard
rehabilitation were consistent between the 2 groups to ensure
that group differences in outcomes could be attributed to the
eHealth platform intervention. Due to the distinguishable
eHealth platform intervention, blinding of participants and
intervention deliverers was unfeasible, but outcome assessors
remained blinded. Thus, this was a single-blinded, randomized
controlled trial.

Interventions
Both groups received standard CR to isolate the effect of the
additional mHealth intervention in the intervention group.
Standard care included in-hospital education, exercise guidance,
and follow-up support.

In in-hospital education, a 60-minute group session was
conducted by a cardiac nurse, covering PCI postcare knowledge
included medication adherence, dietary management, warning
signs of adverse events (AEs), and basic exercise principles.

In exercise guidance, a 30-minute one-on-one session was
conducted with a physiotherapist to teach low-to-moderate
intensity aerobic exercises, including brisk walking, stationary
cycling, and resistance training, such as hand grip exercises
suitable for home practice, with a recommended weekly volume
of 150 minutes of moderate-intensity activity.

In the follow-up support, monthly 15-20 minutes each telephone
check-ins were conducted to address patient questions, remind
them of exercise and medication adherence, and collect brief
feedback on physical status.

Intervention Group: Standard Care+mHealth Platform

Overview
The intervention group received a PSD model–based eHealth
exercise rehabilitation in addition to standard CR. We
established a development team composed of cardiology experts,
physiotherapists, clinical nursing experts, evidence-based
nursing experts, software engineers, and artists. According to
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the design content, we constructed an exercise rehabilitation
WeChat applet for patients with CHD after PCI. The specific

construction process of the WeChat mini program is detailed
in Figure 1.

Figure 1. Schematic diagram of the persuasive systems design–based eHealth application development process for patients with coronary heart disease
after percutaneous coronary intervention.

The eHealth platform was developed exclusively under the
guidance of the PSD model—a theoretical framework
specifically tailored for designing digital tools to stimulate
behavior change. The platform’s functional modules and design
logic (schematic diagram illustrated in Figure 1) directly align
with the 4 core components of the PSD model (main task
support, dialogue support, system credibility support, and social
support). The detailed integration of the PSD model into the
intervention, its connection to global eHealth behavior change
frameworks, and how it guided the platform’s design are
described further in this study.

Main Task Support: Simplifying Exercise Rehabilitation
Adherence

PSD Theoretical Basis
The PSD model defines “main task support” as designing
features to reduce user effort in completing core goals via
principles like simplification and personalization. This
component addresses a key barrier to digital health
adherence—complex or nontailored tasks that increase user
burden.

Integration Into the Platform

Simplification Principle
The home page was designed with a single “Exercise
Prescription” button as the core entry point, reducing navigation
steps from an average of 4 clicks to 1. Postexercise logging only
requires 3 inputs (duration, heart rate, and discomfort), avoiding
redundant data entry.

Personalization Principle
Based on baseline 6-minute walk distance (6MWD), left
ventricular ejection fraction, and exercise preferences, the
platform automatically generates individualized exercise plans
(eg, 30-minute brisk walking for patients with 6MWD > 350
m vs 20-minute slow walking for 6MWD < 300 m)—aligned
with PSD’s focus on “matching tasks to user capabilities.” This
personalization is distinct from generic plans in non-PSD
eHealth tools, which often use fixed templates.

Self-Monitoring Principle
Patients could record the data before and after each exercise in
a diary, and track the progress of setting goals over time, so that
patients could clearly understand their performance or status in
the exercise rehabilitation process, and the rehabilitation
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platform can support patients to achieve self-reporting and
motivate patients to achieve exercise goals.

Dialogue Support: Enhancing Real-Time Interaction
and Feedback

PSD Theoretical Basis
“Dialogue support” in the PSD model refers to interactive
features that guide behavior via reminders, praise, and
preference matching—critical for maintaining user engagement
in long-term rehabilitation.

Integration Into the Platform

Reminder Principle
Patients set customizable exercise reminders (eg, “7 PM daily
walk”) with pop-up and vibration alerts. The platform also sends
adaptive reminders (eg, “You haven’t exercised in 3 days—start
with a 15-minute walk today”) if adherence drops, addressing
the “forgetfulness” barrier common in patients post PCI.

Praise Principle
After each exercise session, the platform generates immediate
positive feedback (eg, “Great job! You completed 100% of
today’s plan”) and weekly “adherence badges” (eg, “3-week
Consistent Exercise Award”). This aligns with PSD’s goal of
reinforcing desired behaviors through positive reinforcement.

Like Principle
Patients can also receive “likes” from the research team and
anonymous peers (via the “Exercise Ranking” module) for
completing exercise plans or achieving personal goals. The
platform sends real-time notifications of likes (eg, “3 peers
praised your consistent exercise!”), leveraging social approval
to enhance motivation—consistent with PSD’s dialogue support,
focus on interactive feedback.

System Credibility Support: Building Trust in Digital
Guidance

PSD Theoretical Basis
“System credibility support” ensures users perceive the platform
as reliable via professionalism and transparency—a prerequisite
for accepting digital health advice, especially in cardiac care.

Integration Into the Platform: Professionalism Principle
All exercise prescriptions and educational content were
co-developed by a team of 2 cardiologists and 1 CR nurse, with
references to the guidelines of the European Society of
Cardiology [21] displayed in the “Health Education” section.

Social Support: Leveraging Social Influence for
Adherence

PSD Theoretical Basis
“Social support” in the PSD model uses competitive or
cooperative features to motivate behavior via social
comparison—proven effective in digital health interventions
for exercise adherence.

Integration Into the Platform: Competitive Principle
The “Exercise Ranking” module displays anonymized weekly
exercise completion rates of other participants (eg, “You are in
the top 25% of users this week”)—without personal identifiers
to protect privacy. This feature leverages mild social comparison
to boost motivation, consistent with PSD’s focus on positive
social influence [22] and avoiding the pressure of direct
competition.

Iterative Phases
The PSD model–based eHealth platform was developed in 4
iterative phases, with pilot testing integrated to refine
functionality:

Phase 1: Framework Design (Month 1-2)
Guided by the PSD model, we identified four core persuasive
features for CR:

1. Primary task support: personalized exercise prescriptions
aligned with frequency, intensity, time, and type principles to
simplify task completion.

2. Dialogue support: real-time feedback and reminders to
enhance user engagement, including praise, likes, and adaptive
reminders.

3. Credibility support: evidence-based educational content cited
from the guidelines of the European Society of Cardiology [21]
to build trust.

4. Social support: using competitive features to motivate
behavior, a multidisciplinary team collaborated to draft the
platform’s functional modules (health education, exercise
prescription, exercise diary, and exercise rankings) and user
interface wireframes.

Phase 2: Prototype Development (Month 3-4)
Based on the framework, a prototype version (V1.0) was
developed with basic functionalities—exercise plan generation
based on baseline data input, manual heart rate logging
(preliminary version before integrating wearable device
connectivity), and static educational articles (n=10) on post-PCI
care.

Phase 3: Pilot Testing and Revision (Month 5)
To validate usability and feasibility, we conducted a pilot test
with 20 patients post PCI (mean age 62.3, SD 7.5 years; 12/20,
60% male) who met the study’s inclusion criteria.

Pilot Testing Procedures
Usability assessment: Patients used V1.0 for 4 weeks, then
completed the System Usability Scale (SUS) [23].

Functional evaluation: The research team recorded technical
issues, such as loading delays and calculation errors relating to
exercise volume, as well as adherence metrics, such as the daily
login and module completion rates.

Key Revisions After Pilot Testing
Technical fixes: In total, 2 critical bugs were resolved (eg, an
incorrect MET [Metabolic Equivalent Task]-min/week
calculation), and the loading speed was optimized by 40%.
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Usability improvements: Simplified the exercise logging
interface (reduced input fields from 5 to 3) and added video
tutorials for first-time users.

Content expansion: Increased educational materials to 20 (added
5 videos on exercise form correction based on patient feedback).

The revised version (V2.0) achieved a posttest SUS score of
78.5 (SD 6.2) versus 62.3 (SD 8.1) for V1.0 (P<.01), indicating
acceptable usability.

Phase 4: Finalization (Month 6)
Incorporated feedback from the pilot test to finalize the platform
(V3.0), which included all features personalized, simplification,
self-monitoring, and so on. A 1-day training session was
conducted for researchers to ensure consistent data collection
during the formal study.

Establishment of the Exercise Prescription Library
To ensure the safety, feasibility, and effectiveness of exercise
interventions for patients post PCI, we developed a tailored
exercise prescription library based on evidence summary and
multidimensional considerations, as illustrated in Figure 2.

Figure 2. Exercise prescription library for cardiac rehabilitation in patients with coronary heart disease after percutaneous coronary intervention in a
tertiary hospital in Hangzhou, China.

Evidence Summary for Prescription Development
First, we conducted a systematic review of guidelines and
studies on post-PCI exercise rehabilitation, including (1) 2021
ESC Guidelines for CR [21], which recommend 150
minutes/week of moderate-intensity aerobic exercise for patients
with CHD; (2) a network meta-analysis by Gomes-Neto et al
[9], confirming that structured exercise improves exercise
capacity in patients post PCI; and (3) Chinese expert consensus
on CR [24], emphasizing gradual intensity progression and
individualization for Chinese populations.

From these, we extracted core parameters, that is, suitable
intensity (40-60% of maximal oxygen uptake), optimal

frequency (3-5 sessions/week), and safe duration (20-40
minutes/session for moderate-intensity activity).

The details of the multidimensional considerations in library
construction are presented in Multimedia Appendix 1.

The library was reviewed and approved by a panel of 3 CR
specialists (with more than 10 years of experience) to ensure
clinical appropriateness.

There were 5 basic modules in the program, namely, health
education, exercise prescription, exercise diary, exercise ranking,
and personal center. The user interface design diagram is
illustrated in Figure 3.
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Figure 3. User interface diagram of the persuasive systems design–based WeChat mini program for exercise rehabilitation in patients with coronary
heart disease after percutaneous coronary intervention.

We introduced the use of a WeChat mini program to patients
before discharge, ensuring that patients could successfully
operate the mini program. The mini program’s health education
module allows patients to access disease knowledge through
text and video formats, complete cardiac function grading
assessments, 6-minute walking tests, Borg fatigue ratings, and
monitor relevant vital signs within 1 week after discharge.
Personalized exercise prescriptions are then tailored for patients
based on comprehensive data evaluation. Patients can set weekly
exercise reminders and follow the guidance process of the mini
program to start their exercise rehabilitation. After each session,
vital signs and discomfort symptoms during exercise are
recorded in the exercise log module. Medical staff can timely
adjust patients’exercise prescriptions according to their weekly
situation and provide feedback on problems. Participants were
required to continue to use the WeChat mini program for 12
weeks, and the step tracking function of the WeChat mini
program was active during the 12-week intervention period.
The duration of using the WeChat mini program, the frequency
of weekly login to the platform, and the specific exercise data

recorded in the exercise log could also be monitored through
the data background of the medical and nursing side.

According to the frequency, intensity, time, and type principle,
the specific structure of the selected exercise items, namely the
frequency, intensity, and time of exercise, can be adjusted, which
can realize the personalized adjustment of exercise tasks and
task details, and provide a basis for the customization of
personalized exercise prescription. Low-intensity exercise was
defined as 30%-49% of maximal heart rate (or 3-5 METs),
requiring aerobic or endurance training twice a week;
moderate-intensity exercise as 50%-69% of maximal heart rate
(or 6-8 METs), with aerobic or endurance training 3 times a
week, resistance training once a week, and flexibility training
once a week. High-intensity exercise, as ≥70% of maximal heart
rate (or ≥9 METs), consisted of aerobic or endurance training
5 times a week, resistance training twice a week, and flexibility
training twice a week.
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Measurements

Overview
A self-designed demographic questionnaire was used to collect
baseline sociodemographic data, including age, sex, marital
status, education, employment status, living conditions, course
of disease, and so on. Clinical data, including comorbidities,
number of diseased vessels, cardiac function classification, PA
level, scores of exercise endurance, self-perceived fatigue, ESE,
and quality of life, were retrieved from the medical records.
Primary and secondary outcomes were assessed with validated
questionnaires. Questionnaires were collected by trained
researchers through a pencil-and-paper survey. A previous
intervention study [25] suggested that the exercise rehabilitation
effect of patients with CHD after PCI should be intervened for
at least 12 weeks, and the difference was significant. Therefore,
the intervention period of this study was 12 weeks, and
follow-up was conducted at 4 weeks, 8 weeks, and 12 weeks
after the end of the intervention. Data collection time points
were: within 3 days of admission (T0), at 12 weeks of
intervention (T1), 4 weeks of follow-up (T2), 8 weeks of
follow-up (T3), and 12 weeks of follow-up (T4).

Primary Outcome
The primary outcome focused on increased PA, which was
assessed at baseline (T0), at 12 weeks of intervention (T1), 4
weeks of follow-up (T2), 8 weeks of follow-up (T3), and 12
weeks of follow-up (T4). PA comprises body movements that
use energy. PA level was defined as weekly exercise volume,
quantified by MET-min/week via the International Physical
Activity Questionnaire (IPAQ; Long Form) [26]. The 27-item
IPAQ-Long Form evaluates 4 domains (walking, moderate- to
vigorous-intensity activity, and sitting time). Participants
reported activity frequency (days/week) and duration
(minutes/day), which was converted to MET-min/week using
standard values (3.5 METs for walking, 4.0 for moderate, and
8.0 for vigorous activity). It has cross-cultural reliability
(test-retest r=0.75) and validity across 12 countries. The Chinese
version showed internal consistency (Cronbach α=0.78) and
criterion validity (r=0.42 with accelerometer data, P<.01),
suitable for Chinese patients post PCI [27].

Secondary Outcomes
The secondary outcomes focused on exercise endurance,
self-perceived fatigue, ESE, and quality of life, which were also
measured at baseline (T0), at 12 weeks of intervention (T1),
and at 4 weeks of follow-up (T2), 8 weeks of follow-up (T3),
and 12 weeks of follow-up (T4) weeks of follow-up.

Exercise Endurance
Exercise endurance was measured by the 6-minute walk test
(6MWT), a standardized field test originally developed by
Guyatt et al [28] to assess functional exercise capacity in patients
with chronic respiratory or cardiac problems. Following
American Thoracic Society guidelines [29], participants walked
back-and-forth along a 30 m flat corridor (red turn markers);
researchers instructed “fastest comfortable pace” and gave
standardized encouragement every 1 minute. The total 6MWD
was recorded. A portable pulse oximeter monitored peripheral

oxygen saturation (SPO₂)—test paused or terminated if
SPO2<88% or severe discomfort occurred. The 6MWT
correlates with maximal oxygen uptake (r=0.6-0.8) in patients
with cardiac problems [29].

Self-Perceived Fatigue
Self-perceived fatigue was assessed using the Borg fatigue rating
scale. According to the Borg fatigue rating scale, 6-8 points
indicate very very easy, 9-10 points indicate very easy, 11-12
points indicate easy, 13-14 points indicate slight exertion, 15-16
points indicate exertion, 17-18 points indicate very exerted, and
19-20 points indicate very very exerted [30].

ESE
Measured with the Exercise Self-Efficacy Scale (ESES),
developed by Resnick and Jenkins [31] for older adults and
validated in CR. The 10-item scale assesses confidence in
exercise tasks, such as “walking 1 km” (1=“not at all confident”
to 10=“completely confident”). Total score=sum of items; higher
scores=greater self-efficacy. The ESES had passed the reliability
and validity test, with a Cronbach α of 0.92. The reliability
coefficients of each dimension ranged from 0.72 to 0.91,
indicating good reliability. The structural validity of factor
analysis showed that the cumulative variance of the 4 factors
was 70.19%, and the factor load of each item was 0.606-0.909,
indicating good validity [31].

Quality of Life
Quality of life was assessed using the Short Form of 36 Health
Survey Questionnaire (SF-36), which evaluates the influence
of CHD on individuals’ physical, emotional, and social
well-being. The SF-36 questionnaire has a total of 8 dimensions
and 36 items. Except for physiological function and emotional
function, which are answered with “yes” and “no,” the other
items are scored according to 3-6 levels, and the scores of each
dimension are finally converted to 0-100 points. Cronbach α
coefficient of the total volume table is 0.91. The scale has been
validated in Chinese populations, demonstrating good reliability
and validity [32].

Usability Indicator
Usability evaluation forms an integral part of the electronic
product development process. It acts as a crucial factor in
ensuring the successful implementation of telemedicine
programs and provides a vital means to promote user acceptance
and improve compliance among users [33]. System usability
was measured at 12 weeks of intervention (T1) using the SUS.
The 10-item scale includes 5 positive (eg, “I would like to use
this system frequently”) and 5 negative (eg, “I found the system
unnecessarily complex”) statements; 5-point Likert scale
(1=“strongly disagree” to 5=“strongly agree”) [34]. Scoring
criteria: (1) for odd-numbered items (1, 3, 5, 7, and 9): assign
a score equal to the raw item score (ie, score= raw score); (2)
for even-numbered items (2, 4, 6, 8, and 10): reverse score by
calculating 5 minus the raw item score (ie, score=5–raw score).
Compute the total sum of all item scores, then multiply by 2.5
to obtain the final score (sum×2.5=final score; range 0-100).
Higher final scores indicate better usability of the platform. A
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score above 68 points is considered to be above average, a score
below 68 is considered below average [23].

Safety Indicator
The incidence of AEs was used to evaluate the exercise safety
of patients during the whole study period. If the patient has
chest tightness, chest pain, arrhythmia, pale face, dizziness, gait
instability, soft tissue injury, dislocation of bone and joint,
fracture, and other conditions during exercise, the occurrence
of one or more symptoms is considered as an AE, and the
incidence of AEs is as follows: (Number of AEs÷total number
of exercises)×100%. If there are adverse reactions, stop
exercising immediately and seek help from medical personnel
in time. The cause of the event will be analyzed by the research
team, and all AEs will be reported to the Ethics Committee as
required.

Statistical Analysis
Data analysis was performed using SPSS (version. 26.0), with
2-sided P<.05 considered statistically significant. An
intention-to-treat approach was used. All randomly assigned
participants (n=180, 90 per group) were included in the analysis,
regardless of whether they completed the intervention or
withdrew from follow-up. Missing data were handled via the
generalized estimating equation (GEE) model, which inherently
accounts for longitudinal data dependency and preserves the
intention-to-treat principle. Descriptive statistics were used to
summarize the participants’ characteristics—continuous
variables as mean (SD) or median (IQR; Shapiro-Wilk test for
normality) and categorical variables as n (%). Baseline
between-group comparisons used independent samples t test
(normal continuous data), chi-square test (categorical data), or
Mann-Whitney U test (nonnormal continuous data); intragroup
nonnormal data comparisons used paired Wilcoxon rank sum
test. The GEE model analyzed all primary and secondary
outcomes across T0-T4, adjusting for baseline outcome values,
age, sex, and education level with an exchangeable correlation
structure. Given the nonnormal distribution of outcome data
(confirmed via the Shapiro-Wilk test), we initially considered
distributional assumptions for skewed continuous data.
However, after sensitivity analysis, a Gaussian distribution with
an identity link function was ultimately selected for all outcomes
(PA, 6MWD, ESES, SF-36, and Borg fatigue scale). This choice
was justified by two key considerations. First, the large sample
size (n=180) provides robustness to violations of normality via
the central limit theorem; and second, the identity link yields
interpretable additive β coefficients (directly reflecting
between-group mean differences), which align with clinical
relevance for rehabilitation outcomes (eg, absolute changes in

MET-min/week or meters). The reference category was defined
as “baseline (T0)+control group” for clear effect interpretation
[35]. Bonferroni correction adjusted for multiple comparisons
to ensure rigor.

Ethical Considerations
This study was conducted in compliance with the Declaration
of Helsinki and approved by the Hospital Institutional Review
Board (approval IIT20230069B-R2). Written, fully informed
consent was obtained from all participants before their
enrollment, detailing the study purpose, procedures, potential
risks, and benefits. Participants retained the right to withdraw
from the study at any time without penalty or impact on their
subsequent medical care.

All participant data were managed in strict adherence to privacy
and confidentiality protocols. Identifiable personal information
was deidentified during data processing and storage, and access
to the dataset was restricted to authorized research personnel
only.

Participants were provided with a digital health management
tool as compensation for their time and participation. The
compensation arrangement was fully disclosed in the informed
consent document, and participants voluntarily agreed to the
terms before study participation.

Results

Patient Flow and Baseline Characteristics
A total of 180 participants were randomly allocated to the
intervention group (n=90) or control group (n=90). Overall, 159
(88.3%) participants completed the follow-up. The CONSORT
flow diagram is presented in Figure 4. As illustrated in Table
1, no statistically significant differences were observed between
the intervention group and control group in all baseline
characteristics (P>.05), including sociodemographic variables
(age: mean 63.86, SD 9.17 y vs mean 62.68, SD 8.58 y; P=.21;
and sex (male): 73/90, 81.1% vs 67/90, 74.4%; P=.28), clinical
indicators (cardiac function grade I: 46/90, 51.1% vs 38/90,
42.2%; P=.23), and baseline values of outcome measures
(6MWD: median 383.50, IQR 370.00-405.00 m vs median
380.00, IQR 373.00-386.00 m; P=.16; and PA: median 693.00,
IQR 396.00-1031.25 MET-min/week vs median 648.00, IQR
495.00-1041.75 MET-min/week; P=.60). Consistent with the
CONSORT guidelines, this baseline balance indicates that the
randomization process was effective, and any subsequent
differences in outcome measures between the 2 groups can be
attributed to the intervention rather than preexisting group
disparities.
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Figure 4. CONSORT (Consolidated Standards of Reporting Trials) flow diagram of the randomized controlled trial involving patients with coronary
heart disease after percutaneous coronary intervention over the 24-week study period (12-week intervention+12-week follow-up) in Hangzhou, China.
Analysis was conducted using an intention-to-treat approach, including all 180 randomly assigned participants regardless of intervention completion
or follow-up status. Missing data were handled via the generalized estimating equation model.
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Table 1. Baseline demographic, clinical characteristics, and outcome variables of patients with coronary heart disease after percutaneous coronary
intervention in the intervention and control groups (Hangzhou, China).

P valuet test (df), Chi-
square (df), or z
score

Intervention group (n=90)Control group (n=90)Variable

.21b–1.266 (157)a62.68 (8.58)63.86 (9.17)Age (y), mean (SD)

.16b–1.425 (157)a24.35 (2.07)23.85 (2.37)BMI (kg/m2), mean (SD)

.28d1.2 (1)cSex, n (%)

67 (74.4)73 (81.1)Male

23 (25.6)17 (18.9)Female

.12f—eMarital status, n (%)

87 (96.7)88 (97.8)Married

0 (0)2 (2.2)Unmarried

3 (3.3)0 (0)Widowed

.13d2.3 (1)cResidence, n (%)

41 (45.6)31 (34.4)Town

49 (54.4)59 (65.6)Countryside

.98d0.5 (1)cEducation level, n (%)

38 (42.2)40 (44.4)Primary school or below

30 (33.3)28 (31.1)Junior high school

11 (12.2)9 (10)High school or technical sec-
ondary school

6 (6.7)7 (7.8)Junior college

5 (5.6)6 (6.7)Undergraduate or above

.46d3.7 (4)cProfessional types, n (%)

2 (2.2)7 (7.8)Enterprises or institutions

38 (42.2)36 (40)Farmer or worker

13 (14.4)9 (10)Freelance

32 (35.6)32 (35.5)Retired

5 (5.6)6 (6.7)Unemployed

.44f—Health insurance, n (%)

25 (27.8)23 (25.6)Medical insurance for employ-
ees

61 (67.8)66 (73.3)Medical insurance for urban
and rural residents

4 (4.4)1 (1.1)Other payment methods

.93d0.8 (1)cDuration of illness (y), n (%)

55 (61.1)54 (60)≤1

18 (20)19 (21.1)1-3

6 (6.7)4 (4.4)3-5

7 (7.8)7 (7.8)5-10

4 (4.4)6 (6.7)>10

.46d1.6 (2)cMonthly income (¥; ¥1=US $0.14), n (%)

20 (22.2)22 (24.4)≤3000
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P valuet test (df), Chi-
square (df), or z
score

Intervention group (n=90)Control group (n=90)Variable

32 (35.6)38 (42.2)3001-4999

38 (42.2)30 (33.3)≥5000

.37d2.0 (2)cSmoking , n (%)

22 (24.4)25 (27.8)Yes

43 (47.8)48 (53.3)Ever

25 (27.8)17 (18.9)No

.30d2.4 (2)cDrinking , n (%)

15 (16.7)8 (8.9)Yes

54 (60)59 (65.6)Ever

21 (23.3)23 (25.6)No

.18d6.2 (4)cComorbidities, n (%)

62 (68.9)64 (71.1)Hypertension

33 (36.7)31 (34.4)Diabetes

17 (18.9)5 (5.6)Dyslipidemia

71 (78.9)67 (74.4)Others

7 (7.8)5 (5.6)No

.54d0.4 (1)cBlocked vessels, n (%)

16 (17.8)13 (14.4)Single

74 (82.2)77 (85.6)Multiple

.23d1.4 (1)cCardiac function grade, n (%)

38 (42.2)46 (51.1)I

52 (57.8)44 (48.9)II

.16i–1.412h380.00 (373.00-386.00)383.50 (370.00-405.00)6MWDg, median (IQR)

.17i–1.376h12.00 (10.75-13.00)12.00 (10.00-12.00)Borg fatigue rating, median (IQR)

.86i–0.173h25.00 (22.22-31.25)25.00 (22.22-27.78)ESESj, median (IQR)

.60i–0.522h648.00 (495.00-1041.75)693.00 (396.00-1031.25)PAk, median (IQR)

.34i–0.963h60.09 (50.94-66.72)57.13 (53.44-67.09)SF-36l, median (IQR)

at test.
bIndependent samples t test.
cChi-square.
dPearson chi-square.
eNot applicable.
fFisher exact test.
g6MWD: 6-minute walk distance.
hz score.
iMann-Whitney U test.
jESES: Exercise Self-Efficacy Scale.
kPA: physical activity.
lSF-36: Short Form of 36 Health Survey Questionnaire.
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Primary Outcome
The primary outcome, PA level, was demonstrated in Figure 5
and Table 2. For the primary outcome (PA level), GEE analysis
was performed with baseline (T0)+control group as the reference
category to clarify group differences and time-dependent
intervention effects. The model adjusted for baseline PA level
and accounted for the correlation of repeated measurements
within participants using an exchangeable correlation structure.
Baseline PA levels were balanced between groups in unadjusted
analysis (Table 1; P=.60), confirming effective randomization.
The GEE model’s “group (baseline, adjusted)” effect (β
coefficient=48.254; P=.002) reflects the residual group

difference after adjusting for age, sex, and education level—not
an inherent baseline imbalance. This adjusted effect does not
undermine randomization validity but enhances the model’s
precision by accounting for potential confounding. The control
group showed a modest natural increase in PA over time (eg,
T4 vs T0: β coefficient=125.358, 95% CI 101.798-148.918;
P<.001). In contrast, the intervention group exhibited significant
additional improvements at all postbaseline time points, with
the strongest effect at T4 (group×time interaction: β
coefficient=937.288, 95% CI 867.609-1006.967; P<.001). The
consistent significance of group×time interactions (all P<.001)
confirmed that the intervention’s PA-enhancing effect was
maintained throughout the study period.

Figure 5. Changes in physical activity levels (MET-min/week) over the 24-week study period in patients with coronary heart disease after percutaneous
coronary intervention.

Table 2. Generalized estimating equation analysis for physical activity levels (MET-min/week) over the 24-week study period in patients with coronary
heart disease after percutaneous coronary intervention.

P valueSEβ coefficient (95% CI)Parameter categorya (main effects) and parameter description

Time (control group)

.0511.68323.521 (–0.149 to 47.191)T1 (12-week intervention) vs T0

<.00111.74846.857 (23.819 to 69.895)T2 (4-week follow-up) vs T0

.00811.80931.523 (8.412 to 54.634)T3 (8-week follow-up) vs T0

<.00112.032125.358 (101.798 to 148.918)T4 (12-week follow-up) vs T0

Group (baseline, adjusted)

.00215.38948.254 (18.021 to 78.487)Intervention Group vs Control Group (T0, adjusted for covariates)

Group×time interactionb (intervention additional effect)

<.00139.376861.109 (783.934 to 938.284)T1 (12-week intervention)

<.00137.311899.386 (826.259 to 972.514)T2 (4-week follow-up)

<.00134.792879.404 (811.213 to 947.596)T3 (8-week follow-up)

<.00135.551937.288 (867.609 to 1006.967)T4 (12-week follow-up)

aReference category: baseline (T0)+control group.
bβ coefficients for group×time interactions represent the additional intervention effect (beyond the control group’s natural change) in the intervention
group at each time point relative to baseline.

The GEE model used a Gaussian distribution with an identity
link function, yielding additive β coefficients (absolute
between-group differences). “Group (baseline, adjusted)”
represents the adjusted group difference in PA at T0 after
accounting for covariates (age, sex, and education level). This
adjusted effect does not contradict the unadjusted baseline
balance (Table 1, P=.60), as it reflects the residual group

difference after covariate adjustment (a common observation
in longitudinal models) and confirms no failure of
randomization.

Secondary Outcomes
Secondary outcomes are illustrated in Table 3. GEE analysis
confirmed significant group-time interaction effects (all P<.001).
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Compared with the control group, the intervention group had
significantly longer 6MWD at all time points (eg, T4: β
coefficient=45.278, 95% CI 41.084-49.472; P<.001), lower
self-perceived fatigue from T2 onwards (T4: β
coefficient=–1.058, 95% CI –1.243 to –0.873; P<.001), and

higher ESE (T4: β coefficient=31.015, 95% CI 29.019-33.010;
P<.001) and quality of life (T4: β coefficient=6.857, 95% CI
6.171-7.543; P<.001) across all postbaseline assessments. No
significant difference in self-perceived fatigue was observed at
T1 (β coefficient=0.062, 95% CI –0.116 to 0.240; P=.50).

Table 3. Effects of the persuasive systems design–based exercise rehabilitation platform on secondary outcomes in patients with coronary heart disease
after percutaneous coronary intervention over the 24-week study period.

P valueGEEa β coefficientb (95%
CI)

Intervention group, median
(IQR)

Control group, median
(IQR)

Outcome measures

6MWDc

<.00133.760 (29.311 to 38.208)435.00 (423.00-448.00)410.00 (389.00-420.00)12 weeks of intervention

<.00137.577 (33.346 to 41.808440.00 (430.00-448.00)413.00 (395.00-421.00)4 weeks of follow-up

<.00144.495 (40.334 to 48.656)439.50 (431.50-448.25)406.00 (385.25-416.00)8 weeks of follow-up

<.00145.278 (41.084 to 49.472)436.00 (429.00-449.00)405.00 (385.00-413.50)12 weeks of follow-up

Borg fatigue rating

0.500.062 (–0.116 to 0.240)10.00 (10.00-11.00)10.00 (9.00-11.00)12 weeks of intervention

<.001–0.331 (–0.512 to –0.150)9.50 (9.00-10.00)10.00 (9.00-10.00)4 weeks of follow-up

<.001–0.707 (–0.881 to –0.533)9.00 (9.00-9.00)10.00 (9.00-10.00)8 weeks of follow-up

<.001–1.058 (–1.243 to –0.873)9.00 (8.00-9.00)10.00 (9.00-10.00)12 weeks of follow-up

ESESd

<.00123.355 (20.865 to 25.845)58.33 (50.00-66.67)33.33 (27.78-33.33)12 weeks of intervention

<.00128.865 (26.534 to 31.195)61.11 (52.78-66.67)30.56 (25.00-30.56)4 weeks of follow-up

<.00128.012 (25.965 to 30.060)61.11 (54.87-66.67)30.56 (25.00-33.33)8 weeks of follow-up

<.00131.015 (29.019 to 33.010)61.11 (54.17-66.67)27.78 (25.00-30.56)12 weeks of follow-up

SF-36e

<.0019.520 (8.732 to 10.308)89.44 (87.84-90.69)80.19 (77.58-81.88)12 weeks of intervention

<.0019.443 (8.733 to 10.153)90.56 (89.31-91.31)81.13 (78.71-83.00)4 weeks of follow-up

<.0018.138 (7.390 to 8.885)90.88 (89.94-91.55)82.56 (80.75-85.05)8 weeks of follow-up

<.0016.857 (6.171 to 7.543)91.19 (90.41-91.81)84.13 (82.38-86.63)12 weeks of follow-up

aGEE: generalized estimating equation.
bβ coefficients represent the estimated difference in outcome values between the intervention and control groups (positive β=higher outcome in the
intervention group and negative β=lower outcome in the intervention group). All generalized estimating equation models were adjusted for baseline
values of the respective outcome and sociodemographic covariates (age, sex, and education level).
c6MWD: 6-minute walk distance.
dESES: Exercise Self-efficacy Scale.
eSF-36: Short Form of 36 Health Survey Questionnaire.

Usability Indicator
The average SUS score of the WeChat mini program was 85.72
(SD 4.26) points (the highest score was 92 and the lowest score
was 74.6, n=82), and its usability score was higher than the
average level (≥68), indicating that the usability, ease of use,
and learnability of the system were acceptable. The usability

scores for the 10 SUS items and the average ratings for all items
are summarized in Figure 6. Lighter shades of green indicate
negative responses to the items (eg, “strongly disagree” for
negative items and “strongly agree” for positive items), while
darker shades of green indicate positive responses to the items
(eg, “strongly agree” for negative items and “strongly disagree”
for positive items).
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Figure 6. Summary plot of the System Usability Scale scores for the persuasive systems design–based WeChat mini program in patients with coronary
heart disease after percutaneous coronary intervention (12-week intervention period). SUS: System Usability Scale.

Safety Indicator
AEs during the study period were recorded comprehensively.
As illustrated in Figure 4, three serious AEs were reported—2
cases of myocardial infarction readmission in the control group
and 1 death in the intervention group. The 2 readmissions were
unrelated to standard CR, and the death (acute cerebral
hemorrhage in an 82-year-old male with hypertension and
diabetes) was attributed to underlying comorbidities, not the
exercise intervention. No other AEs (eg, chest tightness and
musculoskeletal injury) occurred in either group. Mild muscle
soreness in the early intervention stage resolved spontaneously.
All serious AEs were documented, reported to the Ethics
Committee, and managed per protocol.

Discussion

Principal Findings
This study confirmed that the PSD model–based mHealth
platform provides added value beyond standard CR: both groups
received consistent usual care, but the intervention group showed
greater improvements in PA, exercise endurance, and ESE.

A key strength is the consistent delivery of standard care across
both groups, which eliminated confounding from unequal usual
care and clearly isolated the effect of the mHealth intervention.
Our exclusive use of the PSD model addresses a key gap in CR
eHealth studies. The platform’s strength lies in strict alignment
between PSD principles and every functional module, rather
than combining multiple theories such as social cognitive theory,
self-efficacy theory, theory of planned behavior, and control
theory [17]. For example, our platform embeds persuasive
principles within intervention designs, ensuring theoretical
consistency. This focused approach avoids the “theoretical
fragmentation” common in multitheory interventions. Globally,
RCR interventions primarily fall into 3 categories. Basic
telemonitoring systems rely on wearable devices (eg, Google

Fitbit or Apple Watch) to track steps and heart rate. These
systems provide limited active guidance, focusing more on data
collection than behavior change [36]. App-based educational
tools provide static exercise videos and reminders, but they lack
personalization and include fixed exercise plans regardless of
the patient’s functional capacity [37]. Telehealth with human
coaching combines weekly video consultations with
physiotherapists and basic app tracking, but it is
resource-intensive, limiting scalability [38]. In contrast, our
intervention integrates PSD model–driven persuasive design
with dynamic personalization—a gap in most RCR tools. Unlike
basic telemonitoring or static apps, our WeChat mini program
uses PSD-derived BCTs (self-monitoring via exercise diaries,
social support via exercise ranking, reminders, and praise
feedback) to actively motivate adherence.

The findings of PA are consistent with a previous study by
Sankaran et al [39], which selected personalized and persuasive
design principles to develop the HeartHab, a smartphone-based
mobile app (developed by Hasselt University, Diepenbeek,
Belgium) for telerehabilitation, by incorporating novel
persuasive techniques to motivate patients with CHD to reach
personalized PA targets. Compared with conventional
rehabilitation, the effect of telerehabilitation treatment decreased
at a lower rate after completion. A systematic review by
Aldenaini et al [40] evaluated the effectiveness of persuasive
techniques used to promote PA and reduce sedentary behavior
and found that mobile and handheld devices were the most
commonly used platforms, while the persuasive strategies most
commonly used to achieve desired behavioral outcomes in the
PA domain were self-monitoring and reminder. Salvi et al [41]
found that by using the HeartCycle mobile medical system (a
remote cardiovascular monitoring system developed by the
research team of the University of Coimbra, Coimbra, Portugal;
under a European Union–funded project coordinated by Philips,
with participation of 17 partners including communication
enterprises, hospitals, and universities, eg, Jessa Hospital,
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Hasselt, Belgium) to guide exercise, taking into account the
design principles of the persuasive system and incorporating
the principles of reward, reminder, suggestion, and rehearsal
into the implementation process of the system, the exercise
monitoring, guidance, and feedback are provided to patients to
motivate them to persist in completing the rehabilitation plan,
and the exercise time of patients is significantly increased.
Exercise habits also improved after 6 months of follow-up, with
high user acceptance and perceived usefulness. Psychological
research shows that effective implementation of the behavior
change intervention helps habit formation and helps for a long
time to maintain motivation [42-44]. Moreover, when it comes
to technology-supported interventions, it is important to design
user-friendly and accessible systems. By considering the needs
and perspectives of the user to enhance the user experience,
human-computer interaction research has mainly focused on
usability and interaction techniques when designing
technology-supported rehabilitation systems. Consider a
patient’s specific needs and ideas to help adjust these
interventions based on technology, to accurately meet the target
user, and to minimize the loss [42,45].

The 6MWT is a safe and effective tool to test exercise
endurance, which has been widely used in clinical trials and the
outcome measurement of cardiopulmonary rehabilitation [46].
The 6MWD was the main outcome index of the 6MWT. The
study by Taylor et al [47] proposed that a within-group 6MWD
improvement of at least 54 m constitutes a minimum clinically
important difference (MCID) for patients with cardiac disease,
reflecting meaningful functional recovery. It is important to
distinguish this within-group change from the net intervention
effect (between-group difference) reported in our study. For the
intervention group, the within-group improvement in 6MWD
from baseline (T0: 380.00 m) to T4 (436.00 m) was 56.00 m,
exceeding the 54 m MCID threshold and indicating clinically
meaningful functional gain for individual patients; the GEE β
coefficients in Table 3 represent the net intervention effect
(additional benefit of the PSD-based platform beyond the control
group’s natural recovery), which ranged from 33.76 m (T1) to
45.28 m (T4). While this net effect did not reach the 54 m MCID
for between-group comparisons, it remains clinically relevant
for several reasons. First, the control group also exhibited natural
recovery (within-group improvement of 21.50 m from T0 to
T4), and the intervention group’s net gain still contributed to
meaningful functional improvement at the individual level.
Second, previous studies in CR have noted that even modest
6MWD improvements (30-45 m) are associated with better
long-term prognosis [48,49]. Third, the intervention’s net effect
was maintained across follow-up, indicating durable functional
benefits. A systematic review found that the 6MWT could be
used to determine clinical response to cardiac interventions and
is likely a good marker of prognosis, and demonstrated an
inverse relationship between 6MWD and the likelihood of a
major adverse cardiac event (MACE) [48]. Moreover, a study
demonstrated that each 50 m increase in 6MWT distance was
associated with a lower odds ratio and hazard ratio for the
MACE. The 6MWT has a prognostic value for predicting
MACE in patients with prevalent CVDs [49]. Conversely,
another researcher [50] reported that 6MWT may not be
sensitive enough, unable to monitor early intervention for

patients with normal functions. They indicated that familiarity
with walking routes or a good walking pace could lead to an
artificially increased walking distance. They suggested that a
familiar experiment should be carried out, the second test to
establish a baseline value. In future studies, we will consider
multiple repeated measurements in more populations and
incorporate familiarization tests into the 6MWT to further
improve the accuracy of assessment and testing and to present
more precise clinical value and significance.

A study by Cavalheri et al [51] has pointed out that fatigue is
one of the most frequently cited barriers for patients to adhere
to exercise programs, and that exercises or tools to alleviate
fatigue symptoms are very important for patients and health
care workers and should be the target of exercise interventions.
Exercise interventions in populations, such as lung
transplantation [52] and rheumatoid arthritis [53], have also
been found to have a good effect on improving the degree of
fatigue in patients. However, in a systematic review of the
effects of exercise rehabilitation or exercise rehabilitation on
health-related quality of life and fatigue in patients with lung
cancer [54], none of the studies reported statistically significant
reductions in fatigue. This may be due to the large heterogeneity
of the physical exercise program, the short duration of the
intervention in some studies, and the poor treatment effect in
most studies. This may explain why self-perceived fatigue in
this study did not improve significantly during the intervention
period but decreased significantly during the follow-up period.

The exercise rehabilitation platform based on the PSD model
significantly improves the ESE of patients after PCI during the
intervention period and the follow-up period, and has a good
maintenance effect. This is consistent with the intervention
effect of ESE of patients in the sedentary behavior intervention
program based on the behavior change wheel theory [55]. In
the intervention process, the research participants are guided to
actively participate in the change of sedentary behavior, and
self-monitoring is carried out, so that their real sense is affected
by the positive change after the interruption of sedentary
behavior, and the self-efficacy, participation intention, and
compliance of sedentary patients are improved. Alhasani et al
[22] found that self-monitoring to support self-management of
health problems related to the application is crucial; it enhances
the user’s insight into their health, inspires them to seek medical
help when necessary, and enhances patient confidence in the
disease intervention process. In addition, the persuasive principle
of praise is also selected, using incentives as a way of feedback
to users. By evaluating the completion of exercise tasks, patients
are sent praise messages, and certain points are rewarded, which
will also strengthen the action of patients to take health behavior
changes to a certain extent. Success depends on a digital
self-management system related to health-promoting factors,
including self-adjusting strategies, such as cognitive and
emotional adjustment, goal setting, effective response, and
problem-solving skills, and enhanced confidence in
self-adjusting [56]. With time, changing the established
behaviors and habits may be challenging, but in the future,
eHealth interventions, combining health behaviors with
persuasive strategies, may contribute to a sustainable behavior
change in health management.
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In Europe, especially Nordic countries, physiotherapists have
long been core leaders in CR—driving clinical practice, program
innovation, and research as key members of multidisciplinary
teams, a role rooted in regional health care traditions [57]. In
China, physiotherapists’ involvement in CR is evolving, but is
more focused on clinical execution rather than leadership or
research. This is partly due to a shortage of specialized
rehabilitation professionals and underdeveloped training
systems, with CR programs still predominantly being
physician-led [58]. This difference reflects varied health care
models. Nordic systems prioritize physiotherapists as CR
innovators, while China’s developing CR infrastructure currently
positions them as implementers—highlighting a need for
workforce development to fully leverage their expertise.

Limitations
This study has limitations that should be considered. First,
participants were recruited from a single tertiary hospital in
Hangzhou, which may limit the generalizability of findings to
patients from primary or secondary hospitals or rural areas.
Second, PA was assessed by the self-reported IPAQ, and while
outcome assessors were blinded to group assignments,
participants knew their group allocation due to the unblinded
exercise intervention. This awareness may have influenced
self-reporting (eg, overestimation or underestimation of activity),
a bias that cannot be fully eliminated by only blinding data
collectors [59-61]. Third, the study design compared “standard
CR + eHealth platform” versus “standard CR alone” and thus
cannot evaluate the standalone effectiveness of the eHealth
platform. Fourth, the GEE model assumes that missing data are
missing at random. However, some dropouts in the control
group were due to myocardial infarction (a serious AE related
to the underlying disease), which constitutes informative
censoring (missing not at random). This assumption may
introduce bias, as the reasons for dropout are associated with
the outcome of interest (cardiac function and PA). Future studies
could use sensitivity analyses (eg, inverse probability weighting)
or alternative statistical models (eg, joint models for longitudinal

data and survival) to account for informative censoring and
enhance the robustness of the results. Other limitations include
the application environment, cost budget, time, and the ability
of the technical team [62], which also become the obstacle
factors for the application of the WeChat mini program of
exercise rehabilitation to a certain extent.

Future Work
Future research directions should address these limitations.
Priority could be given to direct comparative studies between
center-based CR and the PSD model–based eHealth platform—a
design that would clarify whether the eHealth tool can serve as
a viable alternative for patients unable to attend in-person
rehabilitation. Future studies could use objective tools (eg,
accelerometers) to improve outcome reliability. Additionally,
multicenter trials with larger sample sizes are needed to validate
the effectiveness of the platform across diverse patient
populations. Long-term follow-up should also be incorporated
to assess the sustainability of outcomes, such as exercise
adherence and quality of life.

Conclusions
The findings of this study demonstrate the effectiveness of the
eHealth CR platform based on the PSD model in improving key
rehabilitation outcomes for patients after PCI. Specifically,
when provided in addition to standard CR, the PSD model–based
eHealth platform further enhanced patients’ PA level, exercise
endurance, ESE, and quality of life, while also reducing
self-perceived fatigue during the follow-up period. These
findings provide practical insights for optimizing CR delivery
in clinical settings. For health care providers, integrating PSD
model–based eHealth tools into existing CR programs may
serve as a feasible strategy to address suboptimal adherence and
enhance long-term rehabilitation outcomes. For patients, the
platform offers a flexible, accessible means to reinforce
in-person rehabilitation guidance, particularly during
postintervention follow-up.
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Abstract

Background: Home health aides and attendants (HHAs) provide in-home care to the growing population of older adults who
want to age in place. Despite their vital role in patient care, HHAs are an underserved and vulnerable population of health care
professionals who often experience poor health themselves. Activity tracking devices offer a promising way to improve HHAs’
health-related awareness and promote health behavior change, particularly regarding physical activity and sleep quality, 2 areas
in which the workforce struggles.

Objective: This study aimed to understand how feasible it is for HHAs to use activity tracking devices and assess their perceptions
of such devices for improving their health. Specifically, we conducted (1) a field study to assess the use, feasibility, and acceptability
of these devices among HHAs and (2) a qualitative study to understand HHAs’ perspectives on and reactions to activity trackers
on and off the job.

Methods: We partnered with the 1199 Service Employees International Union Training and Employment Fund to conduct a
field study with home care agency–employed HHAs working in New York City, New York. Participants wore activity tracking
devices for 4 weeks that collected data on physical activity and sleep. The HHAs were subsequently interviewed on their experiences
with and attitudes toward the devices and asked to reflect on personalized visualizations of their data to prompt them to think
aloud. Quantitative data were analyzed using descriptive statistics. Qualitative data were analyzed using grounded theory.

Results: A total of 17 HHAs participated; their mean age was 48.7 (SD 12.2) years, 15 (88%) were women, 11 (65%) identified
as Black, 5 (29%) identified as Hispanic or Latinx, and they had worked as HHAs for a mean of 11.7 (SD 7.5) years. In total,
94% (n=16) of the HHAs wore their activity trackers for the full 28-day study period. Participants took a mean of 10,230 (SD
3586) daily steps during the study period and slept for a mean of 6.27 (SD 0.58) hours per night. Overall, 4 key themes emerged:
(1) activity tracking devices enhanced participants’ health awareness by providing empirical data for self-reflection; (2) this
increased awareness led to positive behavior changes, including setting and achieving health-related goals; (3) HHAs believed
that these devices could improve not only their own health but also that of their patients through positive behavior changes; and
(4) despite this optimism, participants emphasized that their ability to modify sleep and activity patterns was constrained by social
and occupational determinants, with sleep improvements being particularly challenging.

J Med Internet Res 2026 | vol. 28 | e77510 | p.1030https://www.jmir.org/2026/1/e77510
(page number not for citation purposes)

Solano-Kamaiko et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:mrs9012@med.cornell.edu
http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions: Our findings suggest that appropriately designed personal tracking interventions could offer a promising approach
to supporting positive health-related changes in this historically overlooked workforce, potentially improving their well-being
and the quality of care they provide to their patients.

(J Med Internet Res 2026;28:e77510)   doi:10.2196/77510

KEYWORDS

home health aides and attendants; home health care; home care; worker well-being; frontline work; low-wage work; data
governance; data advocacy; wearable activity trackers; passive sensing

Introduction

Home health aides and attendants (HHAs) are an essential
frontline workforce providing in-home care to a growing number
of older adults who wish to age in place [1-3]. HHAs provide
personal care to older adults, including assistance with activities
of daily living and instrumental activities of daily living as well
as medically oriented care (monitoring symptoms and vital signs
and counseling patients on physical activity [PA], diet, and
medication adherence), all while providing emotional support
[4].

Despite their critical role in patient care, HHAs are an
underserved and vulnerable group of health care professionals
who often have poor health themselves [5-7]. Predominantly
comprising middle-aged women from racial minority groups
earning substandard wages (national median of US $12 per
hour), this workforce numbers over 3.5 million in the United
States and has a high burden of cardiovascular disease risk
factors, including obesity, hypertension, hyperlipidemia,
physical inactivity, smoking, and poor sleep [4,8,9]. Our recent
national study revealed that HHAs’ health and health behaviors
are notably worse than those of other frontline health care
workers not employed in the home (ie, nursing homes and
hospitals), with over one-third reporting fair or poor general
health, nearly 40% being obese, and more than half being
physically inactive [10]. Contributing factors to this include
limited health insurance and opportunities to seek medical care,
as well as little time to engage in positive health-promoting
behaviors themselves. Left unaddressed, these occupational
health disparities among HHAs could potentially harm them
and compromise the quality of care they provide.

Activity tracking devices, also known as wearables, may be
uniquely positioned to promote positive health behavior change
in a workforce that has rarely been the focus of interventions
and technology innovation. These devices, which include Fitbit
trackers, Oura Rings, and others, show promise in potentially
improving PA and sleep, 2 behaviors HHAs struggle to achieve
optimal levels of, based on our prior studies [4,10]. Consistent
with social cognitive theory and the theory of planned behavior,
wearable devices allow users to visualize and reflect on their
daily activity and sleep data, enhancing self-efficacy and
promoting positive behavior change [11,12]. By improving their
own health behaviors, HHAs may also model and encourage
similar changes among their patients. To date, research on
activity trackers in this context has primarily focused on their
use among older adults [13,14], family caregivers [15,16], and
facility-based care workers in international settings [17-19] and
has never focused on HHAs, a growing workforce in constant

contact with patients who also struggle to reach sufficient levels
of PA and sleep. Furthermore, while these adjacent groups share
caregiving roles, HHAs differ in that they are paid,
agency-employed workers who face unique structural and
occupational barriers to prioritizing their own health [20,21].
Therefore, studying HHAs extends existing work on caregiver-
and worker-focused interventions by addressing a critical and
understudied population within the US health care system.

To understand the potential for activity trackers to promote
positive health behavior change, we conducted (1) a field study
to assess the use, feasibility, and acceptability of these devices
for daily use and (2) a qualitative study to understand HHAs’
perspectives on and reactions to activity trackers on and off the
job.

Methods

Overview and Study Setting
We conducted this field and qualitative study from July 19,
2024, to October 11, 2024, in collaboration with 1199 Service
Employees International Union Training and Employment Fund
(1199SEIU-TEF), a labor management fund of the 1199 Service
Employees International Union (SEIU) United Healthcare
Workers East, the largest health care union in the United States
[22]. The 1199SEIU-TEF provides education and training to
more than 55,000 HHAs who are employed by over 50 licensed
and certified home care agencies in New York City, New York
[23].

Study Participants and Recruitment
To be eligible, HHAs had to (1) be aged ≥18 years, (2) be
English speaking, (3) own a smartphone (iOS or Android), and
(4) be employed as an HHA in New York City. To recruit our
intended sample of 25 to 30 study participants, 1199SEIU-TEF
staff reached out to HHAs who had previously expressed interest
in participating in research initiatives and invited them to take
part in our study using standardized recruitment materials (email
script and flyer). If potential participants were interested, staff
referred them to the study team to be screened for eligibility.
HHAs who were eligible for the study provided written consent.
All aspects of this study took place in person at 1199SEIU-TEF
headquarters in New York City.

Data Collection and Study Procedures
Before conducting the field study, the research team met with
participants to elicit their initial perspectives on activity tracking
devices and the device form factor (wristband vs ring). From
these conversations, we found that HHAs were enthusiastic
about the potential benefits of activity trackers for increasing
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their health awareness. HHAs preferred wristband devices over
rings as they felt that the wristband’s small screen would be
easier to check discreetly during the workday than their phone
and its form factor would not interfere with their daily tasks.

The field study involved giving HHAs Fitbit Charge 6 devices,
which they were asked to wear for 28 days. Before providing
the devices, we conducted a 1-hour onboarding session where
participants were introduced to the research team; asked to
respond to a few self-reported demographic questions (age,
gender, race, Hispanic or Latinx ethnicity, educational level,
and years of experience as an HHA); and guided through setting
up the Fitbit device and mobile app, highlighting key features
including activity and sleep tracking. After the participants
created their Fitbit accounts, we walked them through the
authorization process to allow the research team remote access
to their data through the Fitbit application programming
interface.

Participants were then asked to wear the Fitbit daily for 4 weeks,
during which the research team contacted them weekly via their
preferred method (SMS text message). Before the field study,
we confirmed participants’ contact preferences (eg, SMS text
message, email, or phone), and all preferred SMS text messages.
Prior work has also supported this modality for communicating
with HHAs [24].

SMS text message reminders prompted participants to wear the
wristband, review their data, and contact the team with questions
or issues. However, these reminders did not substantially affect
engagement or acceptance. Most HHAs either ignored the
messages or briefly acknowledged their receipt. In interviews,
participants reported wearing the devices consistently because
they valued the insights into their health and well-being, with
SMS text messages serving primarily as a channel for
troubleshooting or procedural clarifications (eg, how to access
participant gift cards). Following the 28-day field study, we
used the Fitbit application programming interface to collect
participants’ data to create personalized visualizations showing
each participant’s activities in relation to (1) the National
Institutes of Health’s (NIH) recommended PA and sleep
guidelines for adults and (2) their broader group of peers in the
study.

Four investigators from the research team (IRS-K, MT, IY, and
KC) then conducted 1-hour semistructured interviews with each
participant to understand their experiences, data preferences,
and insights into the wearable devices (Multimedia Appendix
1). Along with participants’ general perspectives, the
investigators focused on device acceptability—as illustrated by
participants’ attitudes toward the devices’ usability and
perceived value. Following these discussions, we introduced
the personalized visualizations of their data and prompted
participants to engage in a think-aloud process [25]. Participants
reflected from multiple perspectives: as individuals balancing
complex personal and work lives, as members of a distributed
peer group, and as part of a broader community advocating for
improved working conditions. Interviews ended when thematic
saturation was reached.

Quantitative Data Analysis
Participant characteristics were analyzed using descriptive
statistics. We collected participants’Fitbit data, comprising 187
JSON files containing metrics on activity levels (sedentary,
light, fairly active, and very active), step count, distance, heart
rate, and sleep duration and stages (wake, light, rapid eye
movement, and deep), each tagged with precise date and time
stamps. We focused on sleep duration and step count and
assessed use feasibility, defined as participants’ ability to
consistently engage with the devices, by examining the date
and time stamps associated with these metrics to determine
whether the devices captured participants’data on a daily basis.

We selected sleep duration and step count because these metrics
were intuitive for participants (ie, required little explanation,
were immediately interpretable, and were clearly actionable)
and have clear policy relevance, such as the No More 24
campaign [26] advocating to end 24-hour HHA shifts.
Furthermore, prior research indicates that Fitbit-derived sleep
duration and step counts are reasonably reliable and accurate;
systematic reviews and validation studies have found that Fitbit
devices provide sleep duration estimates comparable to those
of research-grade accelerometers [27,28], perform well in
distinguishing wake from sleep [28,29], and meet acceptable
validity and reliability standards for tracking PA in free-living
conditions [30].

Participants’ Fitbit data (steps and sleep duration) were
processed using exploratory data analysis methods in Jupyter
Notebook [31]. As mentioned above, during the exploratory
data analysis process, we generated data visualizations for the
reflection interviews, which also incorporated auxiliary data
such as participants’ sleep and work schedules along with the
NIH’s PA and sleep recommendations to create benchmarks
for optimal levels.

Qualitative Data Analysis
Each participant interview lasted approximately 60 minutes,
resulting in 17 hours of audio-recorded interview data. The
interviews were professionally transcribed using NoScribe
(noScribe.ai) [32], an open-source artificial intelligence tool
run on the research team’s computers. We verified each
transcript against the original recordings, correcting errors and
redacting identifying information. Our analysis used grounded
theory and, as such, used an inductive open coding approach
[25] with 4 investigators (IRS-K, MT, IY, and KC). We
established a baseline code set by jointly coding one interview
and then validated our approach by coding a second interview
in 2 separate pairs (IRS-K and KC as well as MT and IY),
meeting to reconcile differences. The remaining 15 interviews
were coded independently, with regular meetings to resolve
disagreements and refine the coding scheme. Finally, we
conducted affinity diagramming to synthesize these codes into
high-level themes with representative quotations.

Ethical Considerations
All participants gave informed consent to take part in the study,
including consent for note taking, photo taking, audio recording
of interviews, and collection of participants’ Fitbit data.
Identifiable details in the data and features in participant images
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were removed to ensure participant privacy and confidentiality.
Participants were compensated for their time with US $25 gift
cards for each of the 3 components of data collection
(preliminary discussions, field study, and final interview), for
a total possible compensation of US $75 in addition to the Fitbit
device, which they were allowed to keep. Cornell University’s
institutional review board classified the study as expedited and
reviewed and approved the project under protocol IRB0148598.

Results

Participant Characteristics
A total of 17 HHAs participated in this study. They had a mean
age of 48.7 (SD 12.2) years, 88% (n=15) were women, 65%
(n=11) identified as Black, 29% (n=5) identified as Hispanic
or Latinx, and they had worked as HHAs for a mean of 11.6
(SD 7.5) years (Table 1).

Table 1. Sample characteristics (N=17).

ValuesCharacteristic

48.7 (12.2)Age (years), mean (SD)

Gender, n (%)

15 (88)Women

2 (12)Men

Race, n (%)

11 (65)African American or Black

1 (6)White

Ethnicity, n (%)

5 (29)Hispanic or Latinx

Educational level, n (%)

3 (18)High school diploma

3 (18)Some college

4 (24)Associate’s degree

5 (29)Bachelor’s degree

2 (12)Graduate degree

11.6 (7.5)Experience (years), mean (SD)

Field Study Findings
Overall, 94% (16/17) of the HHAs wore their activity trackers
for the full 28-day study period, with only 6% (1/17) wearing
the device for 26 days, and 82% (14/17) indicated continued
use after the study’s conclusion. As shown in Table 2,
participants took a mean of 10,230 (SD 3586) daily steps during

the study period, ranging from 3855 to 20,528 steps. In total,
53% (9/17) of the participants surpassed the NIH
recommendations for 10,000 daily steps for healthy adults [33].
Table 2 shows that participants slept for a mean of 6.27 (SD
0.58) hours per night, ranging from 5.40 to 7.38 hours, with
18% (3/17) exceeding the NIH recommendations for 7 hours
or more of daily sleep duration for healthy adults [34].
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Table 2. Wearable device-measured mean steps and sleep duration among study participants (N=17). Comparison of mean daily step count and mean
daily sleep (in hours) by participant. The National Institutes of Health recommends that healthy adults should walk 10,000 steps [33] and sleep 7 hours
or more per day [34].

Daily sleep (hours), mean (SD)Daily step count, mean (SD)Participants

6.59 (2.36)3855 (2345)P1

6.58 (2.05)12,683 (4577)P2

5.82 (1.87)11,680 (2552)P3

7.38 (1.58)6867 (3705)P4

5.75 (3.04)7935 (5063)P5

5.87 (1.95)7133 (2782)P6

7.30 (0.99)20,528 (6384)P7

5.79 (1.56)10,262 (3442)P8

5.74 (1.66)10,739 (3386)P9

6.46 (1.30)11,928 (3351)P10

6.13 (1.95)11,133 (3217)P11

6.36 (0.80)9212 (3556)P12

5.40 (1.84)12,980 (7196)P13

7.15 (1.85)7026 (2396)P14

5.64 (1.23)7863 (1894)P15

6.55 (1.17)9063 (3976)P16

6.09 (1.76)13,024 (3123)P17

Major Themes From Qualitative Interviews
A total of 4 major themes arose. Each theme is presented below
with accompanying quotations that represent key concepts.

Theme 1: Activity Tracking Devices Were Feasible to
Wear and Improved HHAs’ Health Awareness
Most HHAs found the use of the devices to be seamless and
feasible to incorporate into their day-to-day activities. Many
cited the personal value they derived from using the devices.
Participant P9 shared their experience:

It’s becoming part of me, since one month I’ve been
on it, so it’s like I’m getting accustomed to it.... I love
wearing it because the information it provided...was
very helpful to my life.

While many participants reported having a general awareness
of their own health and well-being, a number stated how the
activity tracker helped enhance their understanding of their own
health. For instance, P4 said:

The difference is that with the Fitbit, I can see exactly
how long I sleep or walk.... I know that sometimes I
wasn’t sleeping, but I can [only] say maybe I slept
five or six hours when I count. But with the Fitbit, it’s
going to let you know exactly how long was the deeper
sleep, the lighter sleep, and that stuff.

Participants also reflected on the fact that, after being shown
their data, this informed their perceptions of their own health
behaviors. For example, P5 reflected:

A lot of us are going to be surprised because in our
mind, we’re sleeping a lot…. If this didn’t come about,
I might have said, “oh, yes, I get enough sleep.” But
this now is in fact showing me, “oh, girl, you’re not
sleeping.”

This revelation was common among participants, who found
that the tracking data offered a concrete way to reflect on their
habits and gain a deeper understanding of how their work and
home life impacted aspects of their well-being, such as sleep.
P16 reflected:

When I look, sometimes I see I have four hours, 40
minutes of sleep.... I’m tired and everything is
bothering me. But prior to the Fitbit, I didn’t realize
what was bothering me.

Theme 2: Activity Tracking Devices Helped HHAs Set
and Achieve Health Goals
Many participants shared how increased awareness of their
health led to positive changes in behavior. Several reported
adopting healthier habits because of heightened awareness of
their sleep patterns. Examples they shared included limiting
television and phone use (ie, screen time), adjusting their
bedtime and wake-up times, and incorporating relaxation
techniques such as warm showers and listening to calming
music. For example, P6 explained:

When I watched my sleep time (on my device), I was
sleeping between three and five [hours].... [Now I]
try and see if I could fall to sleep earlier.... I started
getting eight hours, seven hours. I started trying to
focus on going to sleep now, [no] TV, [no] phone.
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Reflecting on their activity data also had a motivating effect for
many participants, helping them re-evaluate their existing
behaviors and adopt new habits. Several mentioned that these
changes had a compounding effect, where improvements in one
area, such as increased walking, made them feel better and
motivated them to walk even more. P5 shared their experience:

If I’m out there...for five, six minutes and I don’t see
the bus, I’m going down the road. [Before] I wouldn’t
do that. I’d stay there and wait for the bus. But it [the
Fitbit] really encourages me now to walk. And as I
said, the more I walk, the lighter I feel. The more
encouraged I feel.

Other participants highlighted how greater health awareness
helped them set and achieve specific health goals. For example,
P3 discussed how she aimed to improve her PA at work to meet
the step count goal (which was preprogrammed into the device).
She said:

Sometimes I go to work, when I see I didn’t have the
number of steps required, when I put my patient to
bed, I went out to finish the steps. To have the score.
So that was very interesting because I never did it
before.

Theme 3: Activity Tracking Devices May Have Potential
to Improve the Health of HHAs and Their Patients
HHAs were acutely aware of the negative impacts of poor sleep
on their health and well-being. Beyond personal health
improvements, they expressed concerns about their ability to
perform their high-stakes job, which demands constant vigilance,
when sleep deprived. For instance, P5 highlighted this challenge,
stating:

If you don’t get enough rest, you cannot function
effectively.... So, you as a [home care agency] admin,
you want your workers to perform effectively. What
will you do now for us so we can get adequate sleep?

At the same time, several HHAs were optimistic about the
potential of activity tracking devices to enhance both their
personal health and the health of their patients while on the job.
For example, P8 said:

If you get a case that will let you [and] the patient
walk. So the two of you can walk around and do more
exercise.

Theme 4: HHAs’ Abilities to Make Sleep and Activity
Changes Were Impacted by Social and Occupational
Determinants
HHAs reported that certain factors related to their social
environments or working conditions impacted their health and
made it challenging to make desired health changes. For
example, participants working live-in cases or overnight shifts
mentioned that their sleep schedules were dictated by patients’
demands. P17 explained:

In live-in case we, by the law, [we] are supposed to
sleep five hours not interrupted, but it’s not possible....
You can’t sleep this amount of hours.... They
[patients] put TV on high volume and you can’t sleep.

This demonstrates the limited control that HHAs have over their
sleep schedules. Additionally, HHAs expressed the need to
remain vigilant, attending to patients’ needs and staying alert
for emergencies. This constant hypervigilance negatively
affected their ability to relax and sleep during overnight shifts.

HHAs also noted the challenges of nontraditional work
schedules. Shift work, subject to frequent changes based on
patient needs, made it difficult for many to regulate their sleep,
even on days off. For instance, P4 described the stability of
working with the same patient vs their current unpredictable
schedule:

Like last year or years before, I have a stable patient.
I know that I was working four days a week with the
same patient.... I know exactly what was my schedule
at that time. But right now, I have no fixed schedule.

Others, such as P15, faced difficulties regardless of their work
schedule (daytime or nighttime), expressing difficulties
balancing responsibilities in addition to work, such as school,
family, and more, which impacted their ability to stay healthy:

Once I’m at home, I want to like catch up [on] my
[school] assignments or cause currently I’m doing
my internship as well. I still have to keep up with my
personal life, my kids, my husband.... I have three
kids and they are just like babies.... So when I’m at
home, I think I tend to do more cause, if I can sleep,
they have to like sleep before I can get to do anything.

Beyond sleep, HHAs also felt that their PA was often dictated
by patients’ needs. P14 explained:

My patients, some of them, they want company....
They say, “let’s watch a movie, or let’s go to the
theater,” and they call an Uber. So you don’t walk
that much. You walk during the time that you’re going
to work, and then you go home.

While some HHAs found that their PA was limited by their
cases, others felt that their activity levels were more malleable.
Many developed strategies to increase exercise, such as walking
instead of taking the bus, neighborhood walks on days off, and
encouraging patients to go outside for exercise with them during
downtime.

Discussion

Principal Findings
To our knowledge, this is the first study to examine how activity
tracking devices influence HHAs’awareness of their health and
well-being using empirical data from the devices and qualitative
reflection interviews with participants. Our findings demonstrate
that the use of activity trackers was both feasible and acceptable
among HHAs. Feasibility was reflected quantitatively by
participants’ ability to consistently engage with the devices,
with 94% (16/17) wearing them for the full 4-week field study
period. Acceptability was shown qualitatively through
participants’ reflections during follow-up interviews, where
they expressed positive attitudes toward the devices’ usability
and perceived value for increasing health awareness. This level
of engagement is noteworthy as previous research has shown
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lower participant adherence to consumer wearables [35]. The
high engagement observed among HHAs in this study suggests
that activity tracking interventions may be particularly effective
for supporting the health and well-being of HHAs more broadly,
although further research is necessary to validate this
assumption.

Additionally, the Fitbit Charge 6’s wristband form factor and
small screen provided participants with a discreet, functional
user experience. Beyond use and feasibility, HHAs not only
found that the devices offered them more awareness of key
aspects of health—PA and sleep—but even in a short time, they
reflected that they were empowered to make positive behavior
changes because of wearing the devices. Finally, we found that
the devices may have health benefits not only for HHAs but
also for the patients for whom they care.

Our study builds on scientific literature in a few key ways. First,
while many studies have focused on the acceptance and impact
of wearables among older adults [13,14], few have addressed
their use among family caregivers and facility-based health care
workers [15-19], and even fewer have examined these
applications with HHAs [36].

For example, several studies conducted in Finland and Norway
have examined the use of wearables among family caregivers
and facility-based home care nurses, nursing assistants, and
occupational therapists [17-19]. However, these studies often
relied on technologies such as accelerometers [17,18] and
electrode-based monitors [19], which can be difficult to set up
and may not offer real-time or easily interpretable health
feedback for lay users, unlike consumer-friendly devices such
as Fitbit trackers.

To date, there has been one prior case study in which Fitbits
were deployed among caregivers at the SEIU 775 Benefits
Group in Washington state [36]. The study found that using
Fitbit devices, combined with health coaching, resulted in
improvements in health behaviors over a 4-month period. These
improvements included increased PA (measured via step counts
and active minutes), weight loss, and reduced blood pressure.
The findings were based on multiple blood pressure readings,
self-reported weight loss, and recorded activity data from the
devices. However, this was a pilot program conducted by SEIU
775 Benefits Group in collaboration with Fitbit, Inc (a Google
subsidiary), resulting in a self-authored “case study” rather than
a peer-reviewed journal article. While the case study presents
promising findings, its details and depth are limited due to its
intended audience. Our study builds on this preliminary work
by outlining a detailed and robust study methodology focused
on Fitbit devices for improving HHAs’awareness of their health
and well-being. Additionally, our study incorporates both
wearable data and qualitative reflections, aimed at providing a
deeper understanding of how HHAs navigate barriers to
improving their health and how tracking devices may help
support these efforts.

Prior research has shown that wearable devices support health
monitoring and facilitate behavior change, particularly in PA
and sleep [13,16], and our study extends the literature to HHAs.
In doing so, it highlights how these devices have the potential
to improve the health of a vulnerable population and shape

workplace dynamics and patient care within home care settings.
Importantly, we found that wearables can not only track
behavior but also offer a simple and feasible way to readily
influence workplace routines, patient interactions, and broader
occupational health strategies in home care settings. This finding
is notable as previous research has shown that influencing
behavior change is often challenging and may reflect HHAs’
perception of being in control of their own health [37].

In recent years, there has been a growing call for better
understanding and improving the health of HHAs [4,7,9,10].
However, empirical studies that aim to improve their health
behaviors and health are scarce. Our study is a first step toward
this through harnessing technology and offering HHAs real-time
access to their own health data. While we found striking
benefits, it is also important to note the challenges. For example,
while these devices can offer HHAs personalized feedback and
enhance user motivation and self-efficacy [13,16], we also found
that external and structural barriers in the environments in which
the HHAs live and work can limit the extent to which HHAs
can act on their health feedback, making it difficult to prioritize
meaningful and sustainable behavioral health changes. For
example, unpredictable work schedules, multiple jobs, and
familial obligations all left them with limited time and resources
to obtain sufficient sleep.

Nevertheless, HHAs found the intervention valuable, using
wearable devices to self-monitor, reflect on current health habits,
and make changes to their behaviors. Some participants adjusted
their sleep routines, such as modifying bedtimes and reducing
screen time before sleep, whereas others increased their PA in
response to real-time device feedback. Consistent with social
cognitive theory and the theory of planned behavior, these
self-directed changes suggest that wearables can increase health
awareness and motivation to change, representing a promising
approach to promote health behavior change among HHAs
[11,12].

Although structural barriers such as power asymmetries among
workers, patients, and agencies; low wages; and isolated work
environments limit HHAs’ ability to improve their health and
well-being, wearable data could be integrated into existing peer
support programs that aim to reduce worker isolation and
strengthen community ties [38,39]. For example, in our prior
studies, we have found that HHAs are more likely to engage in
PA if they know peers or their clients are engaged as well. Our
findings in this study may help bolster and extend these efforts,
which have largely relied on HHAs’ self-reported experiences.
Aggregated wearable data could more concretely illustrate the
challenges that HHAs face, enrich qualitative accounts, and
guide the design of peer support programs by grounding
discussions and activities in workers’ collective experiences to
identify strategies for navigating or mitigating these structural
constraints.

Notably, the findings also suggest that PA may be more
modifiable than sleep for the HHAs and have clearer positive
implications for their patients. That is, several participants found
that wearing their activity trackers reminded them of the
importance of PA on the job and motivated them to spend more
time walking with their patients to increase both their step
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counts. This is an important observation as previous research
has identified challenges in improving PA among older adults
receiving home care [40] and researchers have suggested that
activities such as walking are valuable for promoting PA outside
of structured exercise programs [41].

In future studies, this relationship warrants investigation. Key
questions include the following: does increasing HHAs’ step
count in turn increase their patients’PA and mobility and reduce
the risk of falls? Does increasing time spent together moving
foster closer relationships between HHAs and their patients
through shared activity? Our work has previously found that
higher levels of mutuality between HHAs and patients result in
higher job satisfaction among HHAs [42], and this too could
be formally examined after introducing technology. Another
important area for exploration is the affordability of wearable
devices for a workforce with limited disposable income (eg, the
Fitbit Charge 6 costs approximately US $150 as of this writing).
If these devices are shown to significantly impact worker and
patient outcomes, they may be justified for inclusion in future
workforce wellness programs. Alternatively, existing devices
such as smartphones could offer a more cost-effective means
of collecting data on PA and sleep. However, unlike wearable
devices, smartphones are not continuously worn on the body,
which may limit the accuracy of the data they capture.
Regardless, the feasibility of using smartphones should be
further examined.

Beyond improving personal health, these devices may help
further center workers’experiences by introducing an additional
layer of granular quantitative data to complement workers’
qualitative narratives. This collection of data sources may help
bolster ongoing advocacy efforts, such as supporting improving
wages or better working conditions. For example, collective
data can strengthen labor union and worker advocacy campaigns
such as the push for Fair Pay for Home Care [43], which
advocates for livable wages and job stability for HHAs.
Similarly, the No More 24 campaign [26], which seeks to end
the harmful practice of requiring HHAs to work 24-hour shifts,
where HHAs work for 24 hours but are only paid for 13 hours
under the premise that they receive at least 5 hours of
uninterrupted sleep and other breaks, is directly relevant to
HHAs’ poor sleep levels. Our research suggests that tracking

HHAs’ activities could generate data-driven evidence on sleep
patterns and quality, which, when combined with
worker-centered reflections that contextualize these data, could
provide compelling arguments for policymakers and bolster
organizational advocacy efforts. Future research should explore
how to responsibly manage and share HHAs’ collective data in
ways that center their needs and experiences to improve their
health and well-being.

Limitations
We acknowledge that our study has several limitations. We
conducted a small-scale, short-term empirical mixed methods
study in a single geographic location, New York City. Further
research is needed to understand how our findings might
generalize to larger samples and other locales, including rural
and non-US settings, particularly those where driving is a more
frequent mode of transportation than walking or public transit.
Participants were recruited through their affiliation with a labor
management sector of a health care union and may have been
more motivated to engage with the wearable devices than
nonunionized HHAs, which could confound our findings and
limit generalizability to the broader HHA workforce.

Our study did not ask separate questions regarding sex and
gender or race and ethnicity, which may obscure participants’
intersectional experiences. Future work should aim to include
these perspectives. Additionally, researchers should investigate
the results of a longitudinal study to understand how
participants’ experiences might change over time and how they
objectively impact the patients they serve. Our study also has
limitations inherent to qualitative interviews, including potential
participant response bias [44]. Further research might explore
techniques such as journaling and remotely distributed surveys
to decrease the impact of researchers’ positionality.

Conclusions
Our findings suggest that personal tracking devices offer a
feasible and acceptable approach to supporting positive
health-related changes in this historically overlooked workforce.
These devices have the potential to improve both the health
behaviors and well-being of HHAs and, potentially, of the
patients for whom they care. These concepts should be formally
tested in future clinical trials.
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Abstract

Background: The use of proximity (contact) tracing mobile phone apps during the COVID-19 pandemic to support manual
contact tracing was novel. Uptake of the app was lower than expected.

Objective: We sought to identify distinct subgroups of individuals based on their level of support for the National Health Service
(NHS) COVID-19 app in the first 15 months of the app’s implementation, and to identify the attitudes and characteristics associated
with membership of more and less supportive groups.

Methods: We conducted 8 waves of a longitudinal survey data of smartphone users, recruited from an online panel (n=2023 at
baseline and n=1198 at survey wave 6) between October 14, 2020, and December 13, 2021. We used latent class analysis to
identify subgroups of individuals with different inclinations of support for the NHS COVID-19 app. Sankey diagram analysis
was used to assess individuals whose subgroup changed over the study period. We estimated population-weighted multinomial
logistic regression models using sociodemographic characteristics as independent variables.

Results: We identified 4 subgroups in survey waves 1 to 4—“not supportive” (1765/7210, 25%), “ambivalent” (2124/7210,
30%), “somewhat supportive” (1421/7219, 20%), and “completely supportive” (1900/7210, 26%). At wave 5, a total of 3 subgroups
of support for the app emerged—“not supportive” (549/1613, 34%), “ambivalent” (497/1613, 31%), and “supportive” (567/1613,
35%). From wave 6 onward, the results showed 4 subgroups emerging—“least supportive” (1568/6952, 23%), “less supportive”
(1179/6952, 17%), “ambivalent” (2105/6952, 30%), and “supportive” (2100/6952, 29%). The majority of respondents remained
within their identified subgroups between survey waves. Among those who moved into different subgroups, most moved into a
less supportive subgroup. Exceptions to this were from waves 2 to 3 and from waves 3 to 4, when higher percentages of respondents
moved into more supportive subgroups. The biggest movement to less supportive subgroups occurred after wave 1 (October
2020), when 38% (2740/7210) of respondents moved into a less supportive subgroup. The biggest movement to more supportive
subgroups, on the other hand, occurred after wave 2, when 22% (1586/7210) of respondents moved into more supportive subgroups.
Over the course of the 8 waves, the percentage of respondents in supportive subgroups declined from 56% (3353/5988) to 29%
(1737/5988). Key characteristics of more supportive individuals included having higher levels of trust in the government to control
the spread of COVID-19 and having the app installed, while those less concerned about the risk COVID-19 posed to the country
were more likely to be unsupportive (P<.05).

Conclusions: When the app was launched, just over half of respondents were supportive, but this declined over the following
15 months. The attrition in support poses important challenges for governments to the use of apps in future pandemics. A potential
reason was mistrust in the government’s handling of the pandemic.

(J Med Internet Res 2026;28:e76863)   doi:10.2196/76863
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Introduction

As part of the response to the COVID-19 pandemic, several
countries deployed novel proximity (contact) tracing mobile
phone apps to supplement manual contact tracing efforts. They
keep a temporary record of app users who have been in close
contact with each other to alert them in case one user
subsequently reports through the app contracting the virus.
Evidence highlights the potential for apps to reduce the spread
of COVID-19 [1-7]. For example, the National Health Service
(NHS) COVID-19 app was estimated to have averted
approximately 1 million cases and 10,000 deaths in England
and Wales in its first year [8], and for every percentage increase
in uptake the number of cases was estimated to have been
reduced by up to 2% [9].

The effectiveness of such technology depends on the level of
uptake among the population [1,10-12]. In settings where their
use was not mandated, uptake was reliant on individuals’
willingness to install and use the app. However, uptake of
contact tracing apps in many countries was found to be lower
than anticipated [13-17], although surveys conducted before
the introduction of apps suggested high levels of public support
for the use of these apps as part of the pandemic response
[18,19]. Evidence from our own work following a cohort of
smartphone users in England and Wales during the first year of
implementation of the NHS COVID-19 app found that despite
changes in policy and case numbers, installation of the app
remained relatively stable at around 50% [20]. The majority of
those who had ever installed the app did so soon after the app’s
launch.

With scientists predicting a growing probability of future
pandemics [21], contact tracing apps are likely to become an
increasingly ubiquitous public health tool. As such, there is a

need to learn how to improve the implementation and uptake
of such apps in the face of likely future pandemics. In this
analysis of a longitudinal 8-wave survey of a representative
sample of adult smartphone users in England and Wales, we
aimed to identify distinct subgroups of individuals based on
their level of support for the NHS COVID-19 app in the first
15 months of the app’s implementation and to identify the
attitudes and characteristics associated with membership of
more and less supportive groups.

Methods

This study draws on longitudinal (prospective cohort) survey
data of smartphone users aged 18 to 79 years in England and
Wales. Details of the study have been described previously [20].

Setting
The NHS COVID-19 app became part of the NHS Test and
Trace Programme in July 2020 and was launched in England
and Wales on September 24, 2020 (Textbox 1). It alerted close
contacts of individuals who later tested positive for coronavirus
to self-isolate. Additional features allowed users to check their
symptoms, book a COVID-19 test, and check in at a venue. The
survey started 2 weeks after the app was launched and coincided
with rising COVID-19 cases and the tightening of COVID-19
restrictions. Multimedia Appendix 1 maps the 8 rounds of the
online survey against the number of new COVID-19 cases
reported and the key policy changes introduced by the
governments in England and Wales during the study period.
COVID-19 cases were highest during survey wave 3 (conducted
between December 28, 2020, and January 6, 2021) and survey
wave 8 (conducted between November 25, 2021, and December
13, 2021). Cases were lowest during survey wave 5 (conducted
between March 15 and 31, 2021).

Textbox 1. Overview of the National Health Service (NHS) COVID-19 app and the key COVID-19 restrictions in place in England and Wales during
the first year of the app’s launch.

The NHS COVID-19 contact tracing app, using a decentralized model, was launched in England and Wales on September 24, 2020, for users aged
16 years and older and was made available in 12 languages.

It required a recent smartphone operating system and only collected users’ postcode areas to provide local risk information. By July 2022, it had over
31 million downloads [22]. The app sent anonymous alerts to close contacts (determined by proximity and duration algorithms) of users who reported
positive COVID-19 tests in the app [23]. Unlike public health authorities’ self-isolation instructions (which ended in February 2022), app guidance
was not legally binding. Users needed Bluetooth enabled for contact tracing, with an option within the app to temporarily disable it. Other features
included symptom checking, test ordering, venue check-ins by QR codes (mandatory in England from September 2020 to February 2022 and a
recommendation in Wales), and a self-isolation timer.

The app’s launch coincided with rising COVID-19 cases and the tightening of restrictions [24]. Wales introduced a 2-week firebreak on October 23,
while England entered a second national lockdown on November 5. Both countries briefly returned to tiered restrictions in December before reimposing
lockdowns by year-end. In early 2021, England entered a third lockdown, and Wales maintained the highest restriction level (“stay at home”).
Restrictions were slowly eased throughout spring and summer 2021, with most lifted by July 19, including the need to self-isolate if double vaccinated.
The emergence of the Omicron variant in November 2021 once again marked the tightening of restrictions.

As shown in Multimedia Appendix 1, survey wave 1 (October
14-22, 2020) took place after the introduction of the local 3-tier
system of COVID-19 restrictions; at that time, it was a legal
requirement for venues in England to take the contact details
of visitors either manually or by scanning a QR code, while in

Wales this was a recommendation only. Survey wave 2
(November 12-23, 2020) was conducted during the second
national lockdown, introduced on November 5, and followed a
2-week firebreak in Wales from October 23 to November 8 in
which the public were instructed to stay at home and the
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hospitality industry and nonessential restaurants had to close.
Survey wave 3 (December 28, 2020, to January 6, 2021) was
conducted over the Christmas period when the country had
returned to the tier system; the southeast of England and the
whole of Wales moved to a newly created tier 4 (“stay at
home”), the first vaccine was administered in the United
Kingdom on December 8, 2020, and England entered the third
national lockdown on January 6, 2021. Survey wave 4 (February
1-15, 2021) occurred while England remained in the third
national lockdown and Wales remained at tier 4. Survey wave
5 (March 15-31, 2021) took place at the start of the easing of
restrictions, after the government in England outlined a 4-step
plan; by the start of the survey, schools had reopened and
outdoor mixing in groups of up to 6 was allowed from March
29. Survey wave 6 (July 1-18, 2021) occurred ahead of the final
step of easing restrictions in both England and Wales, when
indoor venues had reopened and the public were allowed to
meet in groups of up to 30 outdoors and 6 indoors. Survey wave
7 (August 31-September 13, 2021) took place after all legal
limits on social contact had been lifted, including the
requirement to check in to venues in England, and those who
had been double vaccinated were no longer required to
self-isolate if they had come into contact with someone who
tested positive for COVID-19, provided they did not have any
symptoms. Survey wave 8 (November 25-December 13, 2021)
occurred at the same time as the Omicron variant was first being
reported; a total of 6 southern African countries were placed on
the travel red list and the first cases were detected in the United
Kingdom, and on December 8 the government announced that
Plan B measures were to be reintroduced, including mandatory
face coverings in most indoor settings, working from home,
and use of the NHS COVID Pass for entry into nightclubs and
settings where large crowds gather. Data on daily new cases
were obtained from the UK Coronavirus Dashboard, and
information on lockdown and restriction timelines from the
Institute for Government’s coronavirus timeline.

Participants
We were interested in looking at differences in the usage of the
app between different sociodemographic groups, such as age,
level of education, social grade, health status, and minoritized
ethnic groups. We expected to find differences in attitudes
between members of our sample in different social grades
(nonmanual vs manual). In order to detect a 6% difference (at
80% power and a 95% significance level) in attitudes between
these 2 subgroups, a sample size of 1657 is required. More
importantly, we wanted to detect differences in app use over
time. Assuming about two-thirds of the sample at baseline were
using the app, we would be able to detect about a 3% change
in the overall sample between baseline/wave 1 and survey wave
2 with 95% confidence.

A representative sample of smartphone users aged 18 to 79
years was recruited through YouGov’s volunteer online panel,
with quotas set on age, gender, and social grade. Panel members
are recruited from different sources, including through
advertising and partnerships with a range of websites.
Sociodemographic data are collected when they join the panel.
Participants are invited from the panel in a way that seeks to
generate a nationally-representative sample [25].

In total, 2023 participants were recruited at the start of the study
(referred to as the “baseline sample”). Panel members who
completed the baseline survey were invited to all follow-up
waves. After the fifth round of data collection, we recruited an
additional 1198 participants to increase the sample size (referred
to as the “additional sample”). At survey wave 8, 61%
(1233/2023) of the main sample and 71% (848/1198) of the
additional sample responded. The response rate for each sample
at each survey wave is provided in Table S1 in Multimedia
Appendix 2.

Data Collection and Variables of Interest
Online surveys were undertaken roughly every 6 weeks between
October 14, 2020, and December 13, 2021 (Multimedia
Appendix 1). The survey was developed by the study team and
adapted from previous surveys. It included questions on attitudes
toward the app, including the level of support for it (measured
on a 5-point Likert scale from 1 “not at all supportive” to 5
“completely supportive”), as well use of the app, perceptions
of COVID-19, governments’ response to the pandemic, and
demographic information (ie, age, sex, ethnicity, income,
employment, etc). The core content of the questionnaire
remained the same across all waves, but some questions were
added or removed in response to the evolving pandemic.

The survey was administered by YouGov and sent to
respondents by email. Participants who completed the first
survey (survey wave 1 for the baseline sample or wave 6 for
the additional sample) were invited to participate in all
subsequent waves of the survey.

Analysis

Determining Latent Classes of Support for NHS
COVID-19 App
We used latent class analysis (LCA) to identify distinct
subgroups of individuals with similar levels of support for the
app at each survey wave [26] using the gsem function in Stata
[27]. We considered LCA an optimal strategy due to its
robustness against potential measurement errors, such as
potential biases introduced by the timing of the questionnaire,
and its ability to parsimoniously model restricted latent groups
across multiple levels of support. This approach also helps
prevent measurement errors that may arise from assigning
respondents to groups based on their survey responses without
recourse to statistical justification. To determine the optimal
number of classes to include in the LCA model at each survey
wave, we estimated the Bayesian information criteria (BIC) and
Akaike information criteria (AIC) maximum likelihood values,
with lower values indicating a better fit for the number of
subgroups [28,29]. The results were similar when the test was
conducted with and without covariates, including general health,
disability, vulnerability to COVID-19, region, household
income, tenure, app installation, trust in government, age,
ethnicity, and sex. The results of the maximum likelihood test
are presented in Table S2 in Multimedia Appendix 2.

Sankey Diagram Analysis
To assess the movement of individuals between subgroups of
support for the app over survey waves, we constructed a Sankey
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diagram of the wave-specific estimated classes and examined
individual transitions between identified support subgroups over
the survey period [30,31]. The analysis was restricted to
individuals who responded to 2 consecutive waves.

Regression Analysis
To examine the factors associated with belonging to a given
subgroup of support for the app, we estimated
population-weighted multinomial logistic regression models at
three timepoints: survey wave 1, survey wave 5, and survey
wave 8. We opted to estimate the regression model at the study
start and endpoints, but additionally included wave 5 as it
represents a notable change in the distribution of LCA results,
in that the number of subgroups reduced from 4 to 3. The
definition of dependent and independent variables included in
the multinomial logistic regression model are presented in Table
S3 in Multimedia Appendix 2.

To select the independent variables for the model and mitigate
multicollinearity, a correlation matrix (Tables S4-S6 in
Multimedia Appendix 2) and variance inflation factors (VIF)
(Tables S7-S9 in Multimedia Appendix 2) were generated.
Based on the results, the following explanatory variables were
included in the model: age, gender, ethnicity, self-reported
health status, whether day-to-day activities were limited because
of a health problem or disability, perceived vulnerability to
COVID-19, region of residence, household income, household
ownership, whether the app was installed at the current survey
wave, whether the respondent had a COVID-19 infection since
the previous survey, extent of trust in the government to control
the spread of COVID-19, extent of concern about the risk
COVID-19 poses to oneself, and extent of concern about the

risk COVID-19 poses to the country. Fisher statistics are
reported for measuring the model’s goodness-of-fit. All
statistical analyses were performed using Stata Standard Edition
(version 18; StataCorp LLC) software. The research is reported
in line with the STROBE (Strengthening the Reporting of
Observational Studies in Epidemiology) Statement for cohort
studies [32] (Multimedia Appendix 3).

Ethical Considerations
Consent was sought before starting the first survey but not at
subsequent waves. Responses were anonymized by YouGov
before being passed to the researchers. Participants were free
to withdraw at any time without needing to provide a reason.
Ethics approval was obtained from the London School of
Hygiene & Tropical Medicine Research Ethics Committee
(reference number 22483). Participants receive “points” for
completing surveys, which can subsequently be converted into
cash payments.

Results

Overview
Overall, a total of 3221 participants were recruited to the study
(2023 at survey wave 1 and 1198 at survey wave 6). The
characteristics of participants are presented in Table 1. About
53% (1118/2023) of participants at wave 1 and 53% (619/1198)
of participants at wave 6 were female, 42% (810/2023) and 39%
(467/1198) were aged 40 years or younger, 86% (2775/2023)
and 87% (1045/1198) were White, and 61% (1235/2023) and
57% (679/1198) had received higher education in the baseline
and additional samples, respectively.
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Table 1. Characteristics of respondents to an 8-wave longitudinal survey on use and views on the National Health Service (NHS) COVID-19 app
(October 2020 to December 2021). A currency exchange rate of GBP £1=US $1.32 is applicable.

Additional sample (n=1198), n (%)Baseline sample (n=2023), n (%)Characteristics

Sex

579 (48.3)905 (47.2)Male

619 (51.7)1118 (52.8)Female

Age group (years)

218 (18.2)439 (23.1)18-29

249 (20.8)371 (18.4)30-39

220 (18.4)381 (20.8)40-49

210 (17.5)381 (17.5)50-59

192 (16.0)298 (12.1)60-69

109 (9.1)153 (8.1)70-79

Ethnicity

1045 (87.2)1775 (86.1)White

153 (12.8)248 (13.9)All other ethnic groups

Region

30 (2.5)103 (4.4)North East

102 (8.5)252 (12.4)North West

94 (7.8)185 (9.1)Yorkshire and the Humber

74 (6.2)174 (8.0)East Midlands

63 (5.3)176 (9.9)West Midlands

84 (7.0)209 (10.4)East of England

163 (13.6)283 (15.2)London

101 (8.4)320 (15.8)South East

69 (5.8)197 (9.5)South West

418 (34.9)124 (5.4)Wales

Highest level of education attainment

42 (3.5)78 (3.5)No formal qualifications

143 (11.9)232 (11.3)GCSEa or equivalent

200 (16.7)293 (15.6)A-level or equivalent

679 (56.7)1235 (60.8)Higher education

92 (7.7)137 (6.4)Other

42 (3.5)48 (2.5)Prefer not to say or did not answer

Employment status

693 (57.9)1151 (56.8)Currently working

33 (2.8)92 (4.7)Not currently working

58 (4.8)96 (4.6)Voluntary work or carer

102 (8.5)222 (11.0)Unemployed or permanent sick leave

80 (6.7)81 (5.7)Education

215 (18.0)344 (15.6)Retired

17 (1.4)37 (1.7)Other

Household income (£)

130 (10.9)224 (10.8)<14,999
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Additional sample (n=1198), n (%)Baseline sample (n=2023), n (%)Characteristics

197 (16.4)285 (14.0)15,000-24,999

154 (12.9)251 (12.7)25,000-34,999

227 (19.0)431 (20.9)35,000-60,000

188 (15.7)346 (17.5)>60,000

302 (25.2)486 (24.1)Prefer not to say or did not answer

Personal income (£)

300 (25.0)510 (25.7)<14,999

237 (19.8)382 (18.4)15,000-24,999

157 (13.1)319 (15.6)25,000-34,999

154 (12.9)267 (12.7)35,000-60,000

43 (3.6)107 (5.5)>60,000

307 (25.6)438 (22.0)Prefer not to say or did not answer

IMDb

218 (18.2)351 (17.9)1–most deprived

246 (20.6)373 (18.0)2

233 (19.5)408 (20.3)3

231 (19.3)442 (21.3)4

269 (22.5)448 (22.5)5–least deprived

Living arrangements

211 (17.6)372 (18.3)lives alone

633 (52.8)1151 (55.4)other adult(s), no children

32 (2.7)49 (2.4)children, no other adults

322 (26.9)451 (23.9)other adult(s) and children

Household ownership

683 (60.1)1169 (55.9)Own

292 (25.7)589 (29.5)Rent

133 (11.7)233 (13.0)Live with friends or family

28 (2.5)32 (1.6)Other

Self-reported health status

297 (24.8)535 (27.1)Very good

572 (47.8)988 (49.2)Good

234 (19.5)352 (16.6)Fair

72 (6.0)117 (5.4)Bad or very bad

23 (1.9)31 (1.7)Not answered

Day-to-day activities limited because of a health problem or disability lasting (or expected to last) at least 12 months

108 (9.0)159 (7.3)Limited a lot

195 (16.3)325 (15.5)Limited a little

863 (72.0)1498 (74.9)No

32 (2.7)41 (2.2)Not answered

aGCSE: General Certificate of Secondary Education.
bIMD: index of multiple deprivation based on respondent’s usual place of residence [33].
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Latent Classes of Support for the App
The test results (BIC/AIC) of the number of latent classes show
4 subgroups of population with differences in support for the

NHS COVID-19 app for all survey waves, except for wave 5,
where 3 subgroups were identified (Table S2 in Multimedia
Appendix 2). The distribution of the identified subgroups in
each survey wave is presented in Table 2.

Table 2. Distribution of subgroups of support for the National Health Service (NHS) COVID-19 app across 8 survey waves (W1–W8) from an 8-wave
longitudinal survey conducted between October 2020 and December 2021 (n=number of observations per wave; W=survey wave).

W8 (Nov
25-Dec 13,
2021;
n=2081), %

W7 (Aug 31-
Sep 13, 2021;
n=2204), %

W6 (Jul 1-
18, 2021;
n=2667), %

W5 (Mar 15-
31, 2021;
n=1613), %

W4 (Feb 1-
15, 2021;
n=1674), %

W3 (Dec 28,
2020-Jan 6,
2021; n=1732),
%

W2 (Nov
12-23, 2020;
n=1781), %

W1 (Oct 14-
22, 2020;
n=2023), %

Level of support

25232025a27a28a28a16aLeast supportive

161817—————Less supportive

3029323629293228Ambivalent

29b29b32b39b19201920Somewhat supportive

————25222136Completely supportive

bThis percentage value applies to both the “least supportive” and “less supportive” subgroups; in Waves 1-5 these categories were statistically measured
as a single latent class.
bThis percentage value applies to both the “somewhat supportive” and “completely supportive” subgroups; in Waves 5-8 these categories were statistically
measured as a single latent class.

 This percentage value applies to both the “least supportive”
and “less supportive” subgroups; in Waves 1-5 these categories
were measured as a single latent class.

The characteristic of individuals belonging to the identified
subgroups were similar for survey waves 1-4 and survey waves
6-8, so they were presented and analyzed together.

From survey waves 1 to 4 (October 14, 2020, to February 15,
2021), we identified 4 subgroups of support for the app. Table
3 shows the characteristics of the 4 population subgroups with
different levels of support for the NHS COVID-19 app.

Individuals in subgroup 1 were either not supportive at all or
least supportive of the app, with good health and no disability,
not vulnerable to COVID-19, generally equally distributed
across all income groups and regions, and the majority were
homeowners. Most had never installed the app and had no trust
in the government to control the spread of COVID-19. The
average age of individuals in subgroup 1 was 46 years, and they
comprised similar proportions of individuals from all ethnic
groups, with higher proportions of males. Based on these
characteristics, we labeled this population subgroup as “not
supportive.”
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Table 3. Summary of characteristics of individuals belonging to the 4 subgroups of support for the National Health Service (NHS) COVID-19 app
(survey wave 1 to wave 4 [October 14, 2020, to February 15, 2021]). Table S10 in Multimedia Appendix 2 provides underlying statistics.

Subgroup 4: Completely
Supportive

Subgroup 3: Somewhat
Supportive

Subgroup 2: AmbivalentSubgroup 1: Not SupportiveCharacteristic

Completely supportive of
the app, 100% (1900/1900)

Somewhat supportive, 100%
(1421/1421)

Indifferent about support for
the app, 100% (2124/2124)

Not at all supportive, 51%
(901/1765) or least support-
ive, 49% (863/1765)

Support

Higher proportion with good
health, 46% (871/1900)

Majority in good health,
53% (754/1421)

Majority in good health,
53% (1134/2124)

Majority in good health,
52% (813/1765)

General health

Majority without disability,
72% (1359/1900)

Majority without disability,
75% (1060/1421)

Majority without disability,
75% (1598/2124)

Majority without disability,
75% (1317/1765)

Disability

Majority vulnerable, 51%
(960/1900)

Majority not vulnerable,
57% (815/1421)

Majority not vulnerable,
59% (1258/2124)

Majority not vulnerable,
59% (1039/1765)

Vulnerability to COVID-19

Generally evenly spread
across all regions

Generally evenly spread
across all regions

Generally evenly spread
across all regions

Generally evenly spread
across all regions

Region

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Household income

Majority homeowners, 64%
(1213/1900)

Majority homeowners, 58%
(831/1421)

Majority homeowners, 56%
(1181/2124)

Majority homeowners, 58%
(1015/1765)

Tenure

Majority installed, 74%
(1409/1900)

Majority installed, 59%
(845/1421)

Higher proportion never in-
stalled, 44% (935/2124)

Majority never installed,
62% (1093/1765)

App installation

Higher proportion with fair
amount of trust, 34%
(646/1900)

Higher proportion with little
trust, 37% (521/1421)

Higher proportion with little
trust, 38% (803/2124)

Higher proportion with not
at all trust, 84% (854/1765)

Trust

49 years45 years45 years46 yearsAge (average)

Higher proportions among
White individuals, 27%
(1714/6355)

Similar proportion across all
ethnic groups

Higher proportions among
other ethnic groups, 35%
(298/855)

Similar proportion across all
ethnic groups

Ethnicity

Higher proportion of males,
28% (890/3232)

Similar proportions of males
and females

Higher proportion of fe-
males, 33% (1281/3978)

Higher proportion of males,
27% (859/3232)

Sex

Most of the individuals in subgroup 2 neither supported nor
opposed the NHS COVID-19 app and indicated that they had
good health and were not vulnerable to COVID-19. Most were
homeowners, had never installed the app, and did not have very
much trust in the government to control the spread of
COVID-19. Most were from ethnic groups other than White,
with a higher proportion being female, and their average age
was 45 years.

They were equally distributed across regions and household
incomes, with a higher proportion being female. We labeled
this subgroup “Ambivalent” based on their characteristics.

The third subgroup was labeled “Somewhat supportive” because
individuals in this group had some level of support for the app.
Most were in good health, had no disability, and did not consider
themselves vulnerable to COVID-19. A higher proportion had
never installed the app and did not have much trust in the
government to control the spread of COVID-19. Individuals in

this subgroup were generally equally distributed across regions,
income groups, sex, and ethnic groups, and the majority were
homeowners, with an average age of 45 years.

Individuals in the fourth subgroup were completely supportive
of the NHS COVID-19 app, a higher proportion were in good
health, and the majority had no disability. However, the majority
also indicated they were vulnerable to COVID-19, were
homeowners, had installed the app, and had a fair amount of
trust in the government to control the spread of COVID-19.
Similar to the other subgroups, individuals in this subgroup
were generally equally distributed across all income groups and
regions. A higher proportion of individuals in this group were
of White ethnic group and were male. The average age of this
subgroup was 49 years.

The number of subgroups identified in wave 5 (March 15-31,
2021) was reduced by one to 3. Table 4 shows the characteristics
of individuals in each of the identified subgroups.
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Table 4. Summary of characteristics of individuals belonging to the 3 subgroups of support for the National Health Service (NHS) COVID-19 app
(survey wave 5 [March 15-31, 2021]). Table S11 in Multimedia Appendix 2 provides underlying statistics.

Subgroup 3: SupportiveSubgroup 2: AmbivalentSubgroup 1: Not SupportiveCharacteristic

Somewhat supportive, 46%
(258/567) or completely supportive
of the app, 54% (309/567)

Indifferent about support for app
100% (497/497)

Not at all supportive, 52% (288/549)
or least supportive, 48% (261/549)

Support

Majority installed, 73% (413/567)Higher proportion either installed,
41% (205/497) or never uninstalled,
37% (186/497)

Majority never installed, 56%
(308/549)

App installation

Higher proportion with a fair
amount of trust, 42% (236/567)

Higher proportion with a fair
amount of trust, 41% (202/497)

Higher proportion with no trust at
all, 35% (193/549)

Trust

48 years45 years47 yearsAge (average)

Higher proportion of males, 36%
(262/721)

Higher proportion of females, 34%
(306/892)

Higher proportion of males, 37%
(268/721)

Sex

Unlike the subgroups identified from study waves 1-4 (October
14, 2020, to February 15, 2021), characteristics such as general
health, disability status, vulnerability to COVID-19, region,
household income, and tenure were not statistically different
among the 3 identified subgroups in wave 5. Based on the
characteristics of individuals in subgroup 1, we labeled it “Not
supportive.” Those in this subgroup were not at all or least
supportive of the NHS COVID-19 app, the majority had never
installed the app, and a higher proportion had no trust at all in
the government to control the spread of COVID-19. The average
age of this subgroup was 47 years, and a higher proportion were

male. Following a similar approach, subgroups 2 and 3 were
labeled “Ambivalent” and “Supportive,” respectively.

Furthermore, the results from survey waves 6-8 (July 1, 2021,
to December 13, 2021) show the reemergence of 4 subgroups
of support for the NHS COVID-19 app, with some subgroups
showing different characteristics than those identified in survey
waves 1-4 (Table 5). Based on the characteristics of the
individuals in the identified subgroups, we labeled subgroups
1, 2, 3, and 4 as “Least supportive,” “Less supportive,”
“Ambivalent,” and “Supportive,” respectively (Table 5).

Table 5. Summary of characteristics of individuals belonging to the 4 subgroups of support for the National Health Service (NHS) COVID-19 app
(survey waves 6-8 [July 1, 2021, to December 13, 2021]). Table S12 in Multimedia Appendix 2 provides underlying statistics.

SupportiveAmbivalentLess SupportiveLeast SupportiveCharacteristic

Somewhat supportive, 48%
(999/2100) or completely
supportive of app, 52%
(1101/2100)

Indifferent about support for
app, 100% (2105/2105)

Least supportive, 100%
(1179/1179)

Not at all supportive, 100%
(1568/1568)

Support

Higher proportion in good
health, 48% (1016/2100)

Higher proportion in good
health, 50% (1043/2105)

Higher proportion in good
health, 51% (607/1179)

Higher proportion in good
health, 48% (745/1568)

General health

Majority without disability,
69% (1444/2100)

Majority without disability,
70% (1484/2105)

Majority without disability,
77% (903/1179)

Majority without disability,
71% (1109/1568)

Disability

Higher proportion in Lon-
don and South and Wales

Higher proportion in Mid-
lands and East of England

Higher proportions in Lon-
don and South and the North

Higher proportion in Wales,
24% (318/1301)

Region

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Generally evenly spread
across income groups

Household income

Majority homeowners, 64%
(1335/2100)

Majority homeowners, 59%
(1246/2105)

Majority homeowners, 61%
(721/1179)

Majority homeowners, 64%
(1008/1568)

Tenure

Majority installed, 76%
(1604/2100)

Higher proportion installed,
43% (901/2105)

Higher proportion never in-
stalled, 47% (549/1179)

Majority never installed,
68% (1074/1568)

App installation

Higher proportion with a fair
amount of trust, 40%
(834/2100)

Higher proportion with a fair
amount of trust, 37%
(781/2105)

Higher proportion with little
trust, 37% (436/1179)

Higher proportion with no
trust at all, 40% (630/1568)

Trust

49 years48 years46 years49 yearsAge (average)

Higher proportion of males,
32% (1040/3289)

Higher proportion of fe-
males, 33% (1216/2105)

Higher proportion of fe-
males, 18% (675/3663)

Higher proportion of males,
26% (856/3289)

Sex

The Sankey diagram presented in Multimedia Appendix 4 shows
the movement of respondents between classes over the course
of the surveys. Between each survey wave, more than half of

respondents did not change class. Among those who did, most
moved into a less supportive class (measured by the thickness
of the palette), except between survey waves 2 to 3 and 3 to 4,
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where more individuals moved upwards into more supportive
classes than downwards. The biggest movement downwards
occurred after survey wave 1 (October 2020) when 38%
(275/723) of individuals moved into a less supportive class, half
of whom (130/723, 18%) moved out of the completely
supportive class to the somewhat supportive class, and over a
third (108/723, 15%) moved into the Ambivalent subgroup. The
biggest movement upwards occurred after survey wave 2
(November 2020) with 22% (233/1060) of individuals moving
to more supportive classes. As a result of the greater number
moving into less supportive classes, the percentage of
individuals in “supportive” subgroups decreased over time,
from 56% (1131/2023; “completely” or “somewhat supportive”)
at survey wave 1 to 29% (611/2081; “supportive”) by survey
wave 8.

Factors Associated With Class Membership
To quantify the factors associated with the likelihood of an
individual’s membership in a particular subgroup at survey
waves 1 (October 2020), 5 (March 2021), and 8 (December
2021), we calculated the relative risk ratio (RRR) of variables
being present in a particular subgroup relative to the reference
group (completely supportive). An RRR<1 suggests a lower
likelihood relative to the reference group, while an RRR>1
indicates a higher likelihood of the variable’s presence. The full
results of the multinomial logistic regression are presented in
Tables S13-S15 in Multimedia Appendix 2 and summarized in
Multimedia Appendix 5.

At all 3 waves, individuals who never had the app installed and
had less trust in government to control the spread of COVID-19
were associated with a relative reduction in the likelihood of
being in the most supportive subgroups compared with all other
subgroups. For example, never having the app installed reduced
the likelihood of being in the most supportive group compared
with the least supportive group (RRR 0.03, 95% CI 0.02-0.05
at survey wave 1; RRR 0.07, 95% CI 0.06-0.10 at survey wave
5; and RRR 0.03, 95% CI 0.02-0.05 at survey wave 8).
Similarly, having little or no trust in the government to control
the spread of COVID-19 reduced the likelihood of being in the
most supportive group compared with the least supportive group
(RRR 0.19, 95% CI 0.12-0.29 at survey wave 1; RRR 0.27,
95% CI 0.20-0.38 at survey wave 5; and RRR 0.30, 95% CI
0.19-0.47 at survey wave 8).

At all 3 waves, not being at all concerned about the risks
COVID-19 posed to the country was associated with a reduced
likelihood of being in the most supportive subgroups compared
with the least supportive subgroup. Compared with individuals
who were very concerned about the risks COVID-19 posed to
the country, being not at all concerned increased the likelihood
of being in the “not supportive” group at survey wave 1 (RRR
10.87, 95% CI 2.63-44.85) and survey wave 5 (RRR 9.92, 95%
CI 3.03-32.48) and increased the likelihood of being in the “least
supportive” subgroup at survey wave 8 (RRR 13.72, 95% CI
2.56-73.62).

Discussion

Overview
We examined how levels of support for the COVID-19 app
changed in the 15 months following its launch in England and
Wales. We found just over half of respondents were supportive
of the app around the time of its launch and that support declined
over time, with a notable drop-off in those who were completely
supportive occurring between the first (October 14-22, 2020)
and second (November 12-23, 2020) survey wave. From survey
wave 6 (July 1-18, 2021), more respondents were unsupportive
than supportive of the app. Key characteristics of individuals
who were more supportive included having higher levels of
trust in the government to control the spread of COVID-19,
having the app installed, and being more concerned about the
risk COVID-19 posed to the country.

The level of support observed in this study was lower than might
have been expected based on studies conducted before the app
was launched [18,19]. A contact tracing app was initially framed
as a central component of the government’s strategy to control
the spread of COVID-19, and media coverage in early 2020
was positive [34,35]. Yet following technical issues during
piloting, including abandoning the first design [36], the
government’s framing of the app changed from a technological
solution to a more experimental technology [35]. The
development process received prominent critical media
coverage, which often presented contact tracing apps as
controversial [37] and narrowed the debate to privacy concerns
around what access authorities would have to personal data on
users’ phones [38,39]. Among the cohort included in this study,
being worried about privacy was the key reason for not
downloading the app [20].

Lower levels of support by the time of the national launch also
likely reflect wider public perceptions of the government’s
handling of the pandemic. By autumn 2020, trust in the
government to handle the pandemic was low [40,41], and its
launch coincided with rising COVID-19 cases and the tightening
of restrictions (Multimedia Appendix 1). Soon after the app’s
launch, a range of new restrictions were introduced, including
a second national lockdown and a modified tiered system [42].
The government’s approach was widely characterized as
confusing and chaotic [43,44], exemplified by the last-minute
scrapping of plans in England to relax restrictions over the 2020
Christmas period, and likely contributed to negative attitudes
toward the government’s handling of the pandemic. In turn, this
may have contributed to the perception that the app was
ineffective at controlling the spread of COVID-19 and did not
live up to earlier positive expectations [45,46].

Unlike levels of trust, which were found to fluctuate over the
study period [41], levels of support consistently declined.
Following the app’s launch, individuals’ mobility and social
contact were highly restricted, with nonessential indoor leisure
facilities and outdoor hospitality only reopening in April 2021.
This might have fed perceptions that the app had limited utility
at an individual level. Evidence on uptake indicates that the
venue check-in feature was a driver of uptake [20]. Yet by July
2021, most social distancing requirements (including the
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requirement to check in to venues) were dropped. The shift
observed at survey wave 6 (July 1-18, 2021), with more people
reporting they were unsupportive than supportive for the first
time, potentially indicates that individuals were no longer
placing much value on the app. Among those who uninstalled
the app, not finding it useful was a key reason for doing so [20].
When restrictions were introduced again in autumn 2021 in
response to the Omicron variant, the requirement to check in
to venues was not reintroduced, which potentially reinforced
perceptions that the app did not have a major role to play in
controlling the spread of COVID-19.

Declining support might also reflect perceptions around the
reliability of the app. Issues experienced by users in the weeks
following the app’s launch, including “ghost notifications,”
were widely reported in the mainstream media [47], and analysis
of reviews posted in app stores showed that problems associated
with the app’s functionality were a key driver of negative
comments [48,49]. As England and Wales approached so-called
“freedom day” in July 2021, there was an increase in app users
being told to self-isolate, coined the “pingdemic” in the media,
and often reported as a shortcoming of the app rather than the
direct result of a spike in infections due to the newly circulating
Delta variant [50]. In response, the government decreased the
sensitivity of the app [51]. This decision was criticized by the
Opposition [52], and it likely reinforced the (incorrectly held)
perception that the app was not working effectively.

Individuals who used the app were found to be more supportive
throughout the study period. Based on our findings, it is not
possible to determine whether being more supportive was a
reason for installing the app or whether using the app increased
support, though the fact that most people installed the app for
the first time around the app’s launch in October 2020 suggests
that the main direction of effect is likely from support in
principle to take up the app. Since individuals who were more
concerned about the risk COVID-19 posed to the country were
more supportive of the app [53], these individuals potentially
prioritized steps to control the spread of the virus over other
concerns [54]. Evidence from elsewhere indicates that
individuals who were more concerned about the risk of
COVID-19 were more likely to engage in protective behaviors,
including app use [20,55,56].

Strengths and Limitations
The strength of this study is that it includes 8 waves of data
collected over a 15-month period after the launch of the NHS
COVID-19 app. At each timepoint, participants were asked
about their level of support for the app, allowing us to examine
changing trends in support.

The sample was representative of the general population of
smartphone users in terms of age (up to 79 years), gender, social
grade, and region. The sample were younger and more highly
educated than the general population. This partly reflects
smartphone ownership, which tends to be higher among younger
individuals and those from higher-income households [57], but
is also a reflection of the population that participates in
nonprobability online panels [58]. One particular weakness of
the sample is the underrepresentation of some minoritized
groups. This is particularly important in light of evidence that

some groups at higher risk of contracting COVID-19 were less
likely to use the app [20].

The attrition rate was relatively high, with 61% of the original
sample responding at survey wave 8. Nevertheless, we recruited
new panel members ahead of survey wave 6 to top up the
sample.

The question on support for the app could have been interpreted
in different ways, and the results likely capture respondents’
support in principle for apps to control the spread of COVID-19
as well as specific support for the app as deployed. Using mixed
methods that incorporate qualitative components would enhance
surveillance systems by providing deeper insights into the
public’s perceptions of contact tracing apps and which aspects
of the app people are more or less supportive of.

Implications
Evidence demonstrates that apps had a positive impact on
controlling the spread of COVID-19 [8,9]. However, uptake of
the app was disappointing compared to expectations based on
reports from the start of the pandemic, and by the time the app
launched, only 36% of our sample were completely supportive.
As with many other countries, the deployment of a contact
tracing app was novel in England and Wales. As such, some of
the teething problems experienced during the development of
the app are unlikely to be repeated in the future. However, while
most countries, including England and Wales, have ended their
COVID-19 contact tracing programs, it is likely that apps will
continue to be included in future pandemic preparedness plans.

The results presented in this study provide important lessons
and potential strategies as to how the governments in England
and Wales might increase the impact of apps in the future. First,
there is a need to develop a communication strategy that
considers the different phases from app development through
deployment and maintenance. In the future, when relying on
untested technology, there is a need to be open and transparent
during the development phase about the potential risks and
benefits [45], avoiding overly optimistic messaging before the
technology is proven. To improve public perceptions of
effectiveness, an initial step would be to publicize the growing
body of evidence that apps made a positive contribution to
reducing transmission in the COVID-19 pandemic and be very
clear from the outset about the functionality of the app, including
what data the app collects and who these are shared with [59].
Given support was strongly influenced by trust in government,
messaging might be better delivered by individuals and
organizations in whom the public places greater trust [45,60].
More widely, support for an app is likely to depend on the
degree to which the government of the day is trusted to be doing
a reasonable job in responding to any pandemic or public health
emergency.

There is a need to understand the optimal timing for launching
an app to increase public perceptions that apps are an effective
strategy to control the spread of COVID-19 at the population
level, while also benefiting individuals in safely managing their
daily lives. Given the wider contextual factors in autumn 2020,
the launch of the app may have been mistimed. It might have
been easier for the public to understand its benefit and utility if

J Med Internet Res 2026 | vol. 28 | e76863 | p.1051https://www.jmir.org/2026/1/e76863
(page number not for citation purposes)

Exley et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


it had it been introduced as part of the government’s strategy
to exit the lockdown between March and July 2021. Future
research should examine how similar apps could be adapted to
improve user experience and satisfaction [48].

Conclusions
In this study among smartphone users in England and Wales,
we found that the level of support for the NHS COVID-19 app
was highest at launch and declined over the 15 months after
rollout. A potential reason for the low and declining level of

support was mistrust in both the Welsh and Westminster
government’s handling of the pandemic, which likely
contributed to a lack of support for the technology. The attrition
in levels of support observed poses important challenges for
the use of apps in future pandemics. However, our findings also
show that individuals who installed the app and were more
concerned about the risk of COVID-19 to the country were more
supportive, suggesting that there is room to build support for
apps especially among those concerned about the potential harm
of a pandemic to others.
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Abstract

Background: Mobile health (mHealth) apps target diverse health behaviors, but engagement may vary by purpose.

Objective: This study examined the prevalence, usage patterns, and user characteristics of mHealth apps among Czech adults
with internet access, focusing on sociodemographics, digital knowledge and use, and health indicators predicting wellness- and
illness-related app use.

Methods: Overall, 4775 Czech adults (2365/4775, 49.53% women) aged 18-95 (mean 45.37, SD 16.40) years completed an
online survey. Sociodemographic factors included age, gender, education, and income. Digital knowledge and use were measured
using the eHealth Literacy Scale and the passive/active use of social networking sites (SNS) for health information. Health
indicators covered symptom severity, physical activity, BMI, and eating disorder–related risk propensity (body dissatisfaction,
dietary restraint, and weight/shape overvaluation). Participants reported app use for sports, number of steps, nutrition, vitals,
sleep, diagnosed conditions, reproductive health, diagnosis assistance, mood and mental well-being, and emergency care guidance.
Multivariate hierarchical binary logistic regression analysis identified characteristics of app users. Exploratory structural equation
modeling (ESEM) clustered apps into “promoting wellness” and “managing illness” and examined the predictors of frequency
of use.

Results: Of 4440 respondents, 2172 (48.92%) used mHealth apps. Users were younger (odds ratio [OR] 0.98, 95% CI 0.98-0.99,
P<.001), had a monthly income more than 50,000 CZK (1 CZK=US $0.048; vs ≤20,000 CZK: OR 0.54, 95% CI 0.41-0.7, P<.001;
20,001-35,000 CZK: OR 0.78, 95% CI 0.65-0.93, P=.006; 35,001-50,000 CZK: OR 0.83, 95% CI 0.7-0.99, P=.03), were more
eHealth literate (OR 1.17, 95% CI 1.06-1.3, P=.003), used SNS passively for health information (OR 1.35, 95% CI 1.21-1.51,
P<.001), and had higher eating disorder risk (OR 1.18, 95% CI 1.12-1.25, P<.001) and physical activity (OR 1.18, 95% CI
1.13-1.23, P<.001) than nonusers. Step-counting apps were most common; 65.99% (1430/2167) used them daily or several times
a day, followed by apps for sleep (691/2163, 31.95%), vitals (611/2165, 28.22%), and sports (407/2158, 18.86%). ESEM confirmed
a 2-factor structure (“promoting wellness” and “managing illness”; χ²26=71.9, comparative fit index=0.99, Tucker-Lewis
index=0.99, root-mean-square error of approximation=0.03, and standardized root-mean-square residual=0.03). Frequent use of
wellness apps was associated with younger age (standardized β=–0.22, P<.001), higher eHealth literacy (standardized β=0.10,
P<.001), and physical activity (standardized β=0.15, P<.001). Illness-management app use was associated with active use of
SNS for health information (standardized β=0.62, P<.001) and eating disorder risk (standardized β=0.11, P<.001). Digital
knowledge, digital use, and health indicators mediated the association between age and mHealth app use.

Conclusions: mHealth app engagement reflects broader social, digital, and psychological inequalities rather than individual
preferences alone. Encouraging digital inclusion and addressing body image- and diet-related use may help ensure that mHealth
technologies do not exacerbate existing health inequalities across age and user groups.
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Introduction

Background
The rapid advancements in mobile health (mHealth) app
technologies and the continued improvement to content have
resulted in the proliferation of health-related areas addressed
via mHealth apps and wearables in the last decade [1-3]. Now,
smartphone users can monitor and regulate daily routines (eg,
number of steps and circadian rhythms) and autonomic
indicators (eg, heart rate, blood pressure, body temperature, and
respiratory rate). They can use apps to modify lifestyle behaviors
(eg, physical activity, nutritional intake, and weight
management), improve mental health and well-being (eg,
meditation and mindfulness), get health assistance (eg, diagnosis
assistance, reproductive health, and emergency care guidance),
and manage diagnosed conditions (eg, diabetes and depression).

Two users who download the same app to track and regulate a
particular health behavior (eg, nutritional intake) may use it for
separate purposes: one to maintain a healthy lifestyle and the
other to manage a chronic health condition (eg, diabetes and
obesity). The characteristics of users might differ depending on
their purpose of use. Although previous literature has linked
mHealth app usage to user intentions related to self-management
of wellness and illness [4-7], empirical studies have primarily
focused on app adoption in general, overlooking user
characteristics associated with the purpose of use [8].
Additionally, only a few studies have examined the prevalence
and characteristics of mHealth app usage in large-scale,
representative samples [9-12].

Therefore, the aim of this study is 2-fold. First, we examine the
prevalence and characteristics of app users within a
representative sample of Czech adults with internet access. We
focus on sociodemographics, digital knowledge and use, and
health indicators as user characteristics. Second, we cluster
mHealth apps using a data-driven approach under the
“promoting wellness” and “managing illness” dimensions.
Finally, we determine the user characteristics that predict the
app usage frequency for each dimension. This study reports on
a large representative adult sample concerning the prevalence,
usage patterns, and user characteristics of various types of apps.
It also provides initial evidence for user characteristics as
predictors of wellness- and illness-related app usage.

Prior large-scale studies examining adult mHealth app users
were primarily conducted in the United States using different
waves of data from the National Cancer Institute’s Health
Information National Trends Survey. The prevalence of mHealth
app use among smartphone owners ranged between 34% and
56%, and they consistently indicated younger age and higher
educational status as significant predictors [9-12]. Females were
more likely to own and use mHealth apps in general [10-12],
although no gender difference was reported in one study [9]. A

recent scoping review identified age, gender, educational level,
and income status as significant factors [8]. This study examines
the prevalence and sociodemographic characteristics of mHealth
app use among a representative sample of Czech adults with
internet access. It also reveals whether these characteristics
differ when using apps to promote wellness and manage illness.

eHealth literacy is the perceived knowledge and skills to obtain,
understand, and evaluate digital health information [13].
Previous studies reported eHealth literacy as a significant
predictor of mHealth app use in general adult samples [14,15]
and individuals with chronic health conditions [16,17]. In
addition, higher eHealth literacy was associated with the
perception of mHealth apps as effective and their frequent usage
for health-related behavioral change [18]. This study provides
initial insights into whether app usage to promote wellness and
manage illness differs as a function of eHealth literacy.

Digital platforms, including social networking sites (SNS; eg,
Facebook, Instagram, and X, formerly known as Twitter), are
frequently used for health-related purposes [19,20]. Individuals
who use social media for health information are more likely to
seek health information through mHealth apps, indicating that
both media might be used complementarily [21]. Moreover,
prior research has shown that health messages delivered via
SNS can shape users’ health-related decisions and behaviors
[21,22]. Therefore, a positive relationship between SNS activity
and the use of mobile apps for health purposes is plausible. This
study aims to provide initial evidence on whether health-related
SNS use is linked to the adoption of health apps and the
frequency of their use for promoting wellness and managing
illness.

Prior studies have examined general health status as a predictor
of mHealth app use; however, these studies have assessed health
status using a single item, yielding mixed findings [9-12]. This
study adopts a more nuanced approach to address this limitation,
assessing perceived somatic-symptom severity across multiple
domains, including gastrointestinal, cardiopulmonary,
musculoskeletal, and sleep/energy areas. In parallel, an active
lifestyle—as reflected in physical activity levels—has received
growing attention in mHealth research, with evidence suggesting
that app use may support health promotion among physically
active individuals [10,18,23]. By jointly examining both physical
activity and detailed health status indicators, this study
contributes to understanding how these factors shape the
adoption and use of apps for promoting wellness and managing
illness.

Lastly, only a few studies examined BMI and eating
disorder–related risk factors as correlates of mHealth app use.
This study focused on BMI because it is a significant predictor
of health outcomes, including diabetes and obesity [24].
Evidence suggests that individuals with a higher BMI are more
likely to use mHealth apps [10,18,25] and to use them for a
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health behavior goal [9,26]. A higher BMI is also a significant
predictor of eating disorder symptoms, including body
dissatisfaction, dietary restraint, and weight and shape
overvaluation [27]. Previous research has reported a connection
between using mHealth apps to track diet and physical activity
and their associations with eating disorder–related risks and
symptoms, including BMI [28-30]. These findings underscore
the importance of evaluating core risk factors for eating
disorders together with BMI to understand how they might play
roles in using apps that address behaviors related to diet and
physical exercise (ie, health promotion) but also those related
to monitoring health (eg, vitals) and managing disease (eg,
obesity and diabetes). In this study, we evaluate body
dissatisfaction, dietary restraint, and weight and shape
overvaluation to determine participants’ risk propensity for an
eating disorder.

This Study
This study investigated the prevalence and frequency of mHealth
app use in a representative sample of Czech adults with internet
access. Our first objective was to identify user characteristics
that predict app adoption and usage. We examined a
comprehensive set of predictors, including sociodemographic
variables (age, gender, education, and income), digital
knowledge and use (eHealth literacy and SNS use for health
information), and health indicators (somatic symptom severity,
physical activity, BMI, and eating disorder risk propensity).
This multidimensional approach enabled us to move beyond
basic demographic correlates and gain a deeper understanding
of the factors influencing engagement with mHealth apps. Our
second objective was to cluster mHealth apps into two key
dimensions—promoting wellness and managing illness—as
suggested by the prior literature [4-7]. Rather than relying solely
on predefined app classifications, we used a data-driven
approach to cluster mHealth app usage into categories related
to wellness and illness. Furthermore, we determined user
characteristics associated with the frequency of use within each
category. This approach provided a more nuanced understanding
of user characteristics connected with using wellness and illness
app types.

During the analyses, we observed that the effect size of age on
app use was consistently reduced after entering the variables
related to digital knowledge, digital use, and health indicators.
This finding prompted us to conduct additional exploratory
mediation analyses to test whether these factors mediated the
association between age and app use. These exploratory analyses
provide insight into potential mechanisms underlying age-related
differences in mHealth engagement, informing future strategies
to reduce disparities in app adoption and use for wellness
promotion and illness management.

Methods

Recruitment
This study used cross-sectional data collected through an online
survey targeting adult Czech internet users. The study design
adhered to the STROBE (Strengthening the Reporting of
Observational Studies in Epidemiology) guidelines for
observational cross-sectional research. Eligible participants

were adults aged 18 years or older who reported using the
internet. Data collection was conducted by STEM/MARK, a
Czech market research agency that manages the Czech National
Panel (part of National Sample s.r.o.). STEM/MARK is a
member of the European Society for Opinion and Market
Research and follows its data protection and panel management
standards. Data collection occurred between October 2 and 16,
2023, as part of the NPO “Systemic Risk Institute” project.

The Czech National Panel includes 64,000 individuals and is
designed to capture a broad spectrum of the population,
including harder-to-reach subgroups. Eligible participants were
selected from an initial pool of 58,000 participants. A
quota-sampling strategy was applied with respect to age,
educational attainment, household income, municipality size,
and administrative region, following the Nomenclature of
Territorial Units for Statistics (NUTS3) classification, as per
Eurostat data. The gender distribution was balanced, with a
tolerance of ±7% based on the registered gender within the
panel. Our recruitment goal was to maximize sample size within
the project’s funding constraints, with a minimum target of 3500
respondents to ensure meaningful representation even from the
smallest regions.

Participants were recruited through online and face-to-face
invitations, and the questionnaire was delivered via
computer-assisted web interviewing. The survey was opened
by 5480 panelists. Of these, 5135 filled in the items to verify
the respondent’s suitability for data collection (eg, quotas). Due
to noncompliance with research requirements or failure to fulfill
quotas, 214 respondents were rejected. The number of panelists
who completed the questionnaire was 4921 individuals. An
additional 146 questionnaires were discarded due to excessive
missing data (>10%), unrealistically fast completion times, or
logically inconsistent answers. The final sample consisted of
4775 adult Czech internet users (2365/4775, 49.53% women)
aged 18-95 years (mean 45.37, SD 16.40 years).

All survey instruments underwent cognitive pretesting before
data collection. Feedback was obtained from 5 individuals
representing diverse genders, ages, and educational backgrounds
(aged 26-73 years). Their input focused on evaluating the clarity,
comprehensibility, and overall content of the questionnaire.

Measures

Sociodemographic Characteristics
Participants reported their gender and responded to an
open-ended question about their age. They indicated their
highest education with the following response options: (1) no
education or primary school, (2) secondary vocational school,
(3) secondary school, and (4) university (or higher vocational
school). The income status was assessed by asking, “In which
category would you put the average monthly income of your
household for all its members? Please consider the income from
employment, part-time jobs, business, and social security.” The
response options were (1) up to 20,000 CZK, (2) 20,001-35,000
CZK, (3) 35,001-50,000 CZK, and (4) 50,001 CZK and more.
[A currency exchange rate of CZK 1=US $0.048 is applicable.]
Higher scores were indicative of better financial status.
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Digital Knowledge and Use Factors

eHealth Literacy

eHealth literacy was assessed by the eHealth Literacy Scale
[31]. The items inquired about knowledge of online health
information sources (eg, I know what health resources are
available on the internet), how to navigate the internet to obtain
answers to health-related questions (eg, I know where to find
helpful health resources on the internet), the perceived skills to
evaluate the quality of online health information (eg, I can tell
high-quality health resources from low-quality health resources
on the internet), and ability to apply health information for
health purposes (eg, I know how to use the health information
I find on the internet to help me). The response options ranged
from 1 (strongly disagree) to 5 (strongly agree). Higher scores
indicated better eHealth literacy skills. The internal consistency
was adequate (Cronbach α=0.89).

Health-Related SNS Use

The health-related use of SNS was assessed using items
developed in a previous study to measure both active and passive
social media use [32]. We adapted the items to tap into passive
and active use of SNS for health information. Passive
health-related SNS use refers to the passive engagement with
health information. Participants responded to how often they
“watched videos or pictures posted about health or illness,”
“followed health- or illness-related pages,” and “read health-
or illness-related discussions, user comments, ratings, or
reviews” on SNS. Active health-related SNS use items evaluated
active engagement with the health information and asked how
often participants “posted health- or illness-related content,”
“chatted or interacted with others about health or illness,” and
“commented on, liked, or shared others’health- or illness-related
posts” on SNS. The response options were (1) never, (2) a few
times at most, (3) several times a month, (4) several times a
week, (5) every day, and (6) several times a day. The scores
were calculated separately for passive and active use; the
Cronbach alphas were 0.9 for both scales.

Health Indicators

Symptom Severity

The perceived severity of symptoms was assessed using items
from the Patient Health Questionnaire-15, which evaluates 15
somatic symptoms encountered in outpatient settings [33]. It is
a widely used brief screening instrument with good
psychometric properties for assessing somatic symptoms and
screening for somatization [34]. The original scale asks
participants to rate how much they were bothered by each
symptom in the preceding month. For brevity, we grouped the
symptoms under gastrointestinal (ie, stomach pain, constipation,
loose bowels, diarrhea, nausea, gas, and indigestion),
cardiopulmonary (ie, chest pain, feeling your heart pound or
race, and shortness of breath), musculoskeletal (ie, back pain,
pain in your arms or legs, and pain in joints like knees and hips),
and sleep/energy (ie, headaches, dizziness, fainting spells,
feeling tired, having low energy, and trouble sleeping) areas.
For each symptom area, the participants evaluated the extent to
which they were bothered by any of the symptoms in the
preceding 4 weeks. The items were rated on a 5-point Likert

scale that ranged from 1 (never) to 5 (always). Higher scores
were indicative of more severe symptoms. The internal
consistency of the scale was satisfactory (Cronbach α=0.72).

Physical Activity

Participants responded to the question—“How many hours a
week do you usually exercise to the extent that you sweat and
feel shortness of breath?”—to evaluate their physical activity.
The response options included (1) less than half an hour per
week, (2) about half an hour per week, (3) about 1 hour per
week, (4) about 2-3 hours per week, (5) about 4-6 hours per
week, and (6) about 7 hours or more per week.

BMI

Participants responded to open-ended questions about their
height (in centimeters) and weight (in kilograms). The BMI was

calculated by weight (kg)/height (m2)×10,000 formula.

Eating Disorder–Related Risk Propensity

Eating disorder–related risk propensity was assessed with the
modified 7-item version [35] of the Eating Disorder Examination
Questionnaire [36], a widely used measure of eating pathology.
It consists of 3 factors that evaluate dietary restraint,
shape/weight overvaluation, and body dissatisfaction. Body
dissatisfaction (ie, dissatisfaction with weight and shape) and
weight/shape overvaluation (ie, the influence of weight and
shape on self-worth) are concerned with the cognitive-evaluative
aspects of body image. Dietary restraint assesses the frequency
of rigid behaviors to influence weight and shape. The scale is
rated with a 7-point forced-choice format that considers the
preceding 28 days. Higher scores indicate a greater frequency
of dietary restraint (ie, from zero to every day) and a greater
severity of body dissatisfaction and weight/shape overvaluation
(ie, from “not at all” to “extremely”). The internal consistencies
of the factors ranged from 0.89 to 0.91, and the factor loadings
and item intercepts were invariant for sex and overweight status
in a previous study with adults [35]. The scale’s internal
consistency was satisfactory in this study (Cronbach α=0.87).

mHealth App Use
App use was determined by asking, “You can use various
applications on your phone, tablet, or other mobile devices, like
smartwatches. Have you used applications to monitor health
and exercise (eg, counting steps, tracking calories, weight, sports
activities, eating/drinking, stress, or sleep) in the last year?”
The response options were (1) no and (2) yes. mHealth app
users responded to an additional question about the frequency
of using different types of apps, which included sports (eg,
workouts, exercise, running, and strengthening), number of
steps, nutrition (eg, calorie intake or expenditure, weight, and
nutritional facts), vitals (eg, blood pressure, heart rate, body
temperature, and respiratory rate), sleep (eg, sleep patterns),
mood and mental well-being (eg, mindfulness, meditation,
mental health, and self-esteem), support or control of a
diagnosed health condition (eg, diabetes management and
depression management), reproductive health (eg, pregnancy,
ovulation, menstruation, and sexual health), diagnosis assistance
(eg, symptom checking), and emergency care guidance. The
response options included (1) never, (2) a few times at most,
(3) several times a month, (4) several times a week, (5) every
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day, and (6) several times a day. The scale’s internal consistency
was satisfactory (Cronbach α=0.82).

Statistical Analysis
Descriptive statistics were run for the sociodemographic
characteristics, digital knowledge and use factors, and health
indicators. They included means, SDs, and frequencies for the
entire sample, app users, and app nonusers. Participants who
reported using an mHealth app in the previous year were
identified as app users. A multivariate hierarchical binary
logistic regression analysis was conducted to examine the
characteristics of app users. Sociodemographic factors (age,
gender, education, and income) were included in the first step.
The second step added the digital knowledge and use factors
(eHealth literacy, active and passive use of SNS) and health
indicators (perceived symptom severity, physical activity, BMI,
and eating disorder–related risk propensity).

The remaining analyses were based on app users’ responses
regarding their app use patterns. First, we presented usage
frequencies for each app type. Then, we examined the factor
structure of app types based on usage frequencies. Guided by
the mHealth app categories suggested in the previous literature
[4-7], we assumed that mHealth app usage could be divided
into two dimensions: mHealth app usage for “promoting
wellness” and “managing illness.” We initially ran the
exploratory factor analysis (EFA), and based on the factor
loading patterns (see the “mHealth_EFA” worksheet in
Multimedia Appendix 1), we found that specific mHealth apps
(related to nutrition and mental health) appeared to load on two
dimensions. Furthermore, the strictly constrained confirmatory
factor analysis (CFA) model (see the “mHealth_CFA” worksheet
in Multimedia Appendix 1), where, psychometrically speaking,
each item is specified to load exclusively on a single factor,
yielded an unsatisfactory model fit (comparative fit index=0.86,
Tucker-Lewis index=0.81, and root-mean-square error of
approximation=0.13). Thus, we subsequently decided to apply
the exploratory structural equation modeling (ESEM) method
to test this hypothesis. The ESEM used usage frequencies of
each app type to determine the underlying factors of use.
Although ESEM operates within the traditional CFA framework,
it notably allows for the free estimation of cross-loadings while
still displaying targeted and constrained factors [37]. This less
restrictive approach provides an alternative when CFA does not
achieve an adequate model fit. The flexibility of ESEM is
advantageous because it more effectively captures the
multidimensional aspects of a measure [37,38]. In this study,
the ESEM enabled us to assess the model’s fit for our targeted
factors (ie, promoting wellness and managing illness). In
addition, it could capture the multidimensional aspects of app
use by facilitating the cross-loading of app types for both
dimensions.

The ESEM approach was also used to predict user characteristics
associated with mHealth app usage for our targeted factors (ie,
wellness and illness). The dependent variables in the first ESEM
model were the frequency of mHealth app usage for promoting
wellness and the frequency of mHealth app usage for managing
illness. The independent variables were sociodemographics,
including age, gender, educational level, and income status. In

the second model, we added the predictors of digital knowledge
and use factors (eHealth literacy, active and passive use of SNS)
and health indicators (symptom severity, physical activity, BMI,
eating disorder–related risk propensity).

Lastly, we conducted two separate mediation analyses to test
whether digital knowledge, digital use, and health indicators
mediated the association between age and app usage. The first
mediation analysis examined the relationship between age and
wellness app use frequency, and the second examined the
relationship between age and illness app use frequency. The
analyses were conducted using SPSS software (version 28.0,
IBM Corp), the R package “lavaan” (The R Foundation), and
the open-source software Jamovi (version 2.6), which provides
an R-based graphical user interface. Within Jamovi, the analyses
used the R packages “psych,” “lavaan,” and “lm.” Mahalanobis
distances were computed to identify multiple outliers, and data
from 1.11% (53/4775) of the participants with significant
Mahalanobis distance values at P<.001 were deleted.

Ethical Considerations
This study was reviewed and approved by the Research Ethics
Committee of Masaryk University (EKV-2023-102). The study
complied with ethical standards for human subjects research.
Before completing the questionnaires, participants were
informed about the purpose of the survey, its anonymity, and
their right to refuse participation or skip any question by
selecting “I don’t know” or “I prefer not to say.” Written
informed consent was obtained before participation. All data
were collected and analyzed anonymously, with no personally
identifiable information retained. Respondents received
monetary compensation for participation, determined by the
panel’s standard reward system based on the questionnaire
length; the exact amount was not disclosed to the researchers.
No images or other materials that could reveal participant
identities are included in this manuscript.

Results

Data Availability
The sample size consisted of 4775 adults. Of these, data on
mHealth app usage were available for 4440 participants and
were included in the analyses. Those who did not provide data
on mHealth app use (n=282) were more likely to report an older
age (t4720=17.18, P<.001; Cohen d=1.055). All t values are
2-tailed. There were also significant differences regarding

educational level (χ2
3,4722=19.5, P<.001; φc=0.064) and income

status (χ2
3,4722=117.2, P<.001; φc=0.158). Data providers were

more likely to have a university or higher vocational school
education and a monthly income of more than 50,000 CZK than
data nonproviders. On the other hand, data nonproviders
reported secondary vocational school education more frequently,
and they were more likely to have an annual income of less than
20,000 CZK than data providers. No significant gender

differences were observed (χ2
1,4718=3.04, P=.08; ϕ=0.025).
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Prevalence of mHealth App Use and Sample
Characteristics
Around half of the participants reported using mHealth apps

(2172/4440, 48.92%). The characteristics of the total sample,
mHealth app users, and nonusers on sociodemographics, digital
knowledge and use factors, and health indicators are shown in
Table 1.

Table 1. Sample characteristics of Czech internet users participating in this cross-sectional studya.

App nonusers (n=2268)App users (n=2172)Total sample (N=4440)Variables

Sociodemographics

47.38 (16.31)41.36 (15.01)44.43 (15.97)Age (years), mean (SD)

1077 (47.51)1108 (51.08)2185 (49.26)Gender, woman, n (%)

Educational level, n (%)

145 (6.39)141 (6.49)286 (6.44)None/primary education

756 (33.33)568 (26.15)1324 (29.82)Secondary vocational

876 (38.62)857 (39.46)1733 (39.03)Secondary school

491 (21.65)606 (27.90)1097 (24.71)University (or higher vocational)

Income status, n (%)

279 (12.30)175 (8.06)454 (10.23)Up to 20,000 CZKb

741 (32.67)623 (28.68)1364 (30.72)20,001-35,000 CZK

740 (32.63)715 (32.92)1455 (32.77)35,001-50,000 CZK

508 (22.40)659 (30.34)1167 (26.28)50,001 CZK and more

Digital knowledge and use, mean (SD)

3.65 (0.68)3.81 (0.65)3.73 (0.67)eHealth literacy

1.74 (0.83)2.07 (1)1.9 (0.94)Passive SNS usec

1.4 (0.73)1.59 (0.9)1.49 (0.82)Active SNS used

Health indicators, mean (SD)

2.5 (0.84)2.6 (0.81)2.55 (0.83)Symptom severity

2.52 (1.62)3.10 (1.59)2.82 (1.63)Physical activity

27.82 (5.9)27.49 (5.49)27.66 (5.7)BMI

2.5 (1.34)2.97 (1.41)2.73 (1.4)ED-related riske

aAll values are calculated based on available (nonmissing) data; denominators may therefore vary across variables.
bA currency exchange rate of 1 CZK=US $0.048 is applicable.
cPassive SNS use: passive use of social networking sites for health information.
dActive SNS use: active use of social networking sites for health information.
eED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape overvaluation).

Characteristics of mHealth App Users
The multivariate hierarchical binary logistic regression analysis
to evaluate the factors associated with mHealth app use is shown
in Table 2. Model 1 reports the sociodemographic
variables—age, gender, educational level, and income status.

Model 2 tests the direct effects of digital knowledge and use
factors (eHealth literacy and active and passive use of SNS for
health information) and health indicators (symptom severity,
physical activity, BMI, and eating disorder–related risk
propensity). All models report odds ratios with 95% CIs.
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Table 2. Sociodemographic, digital, and health-related predictors of mHealth app use based on multivariate hierarchical binary logistic regression
analysis in a cross-sectional sample of Czech internet users (n=3923).

Model 2bModel 1aPredictors

P valueOR (95% CI)P valueORc (95% CI)

Sociodemographics

<.0010.98 (0.98-0.99)<.0010.98 (0.97-0.98)Age (years)

.091.13 (0.98-1.3).0011.24 (1.09-1.42)Gender (reference: male)

Educational level

.150.8 (0.59-1.09).060.75 (0.56-1.01)None/primary education

.440.93 (0.77-1.12).140.87 (0.73-1.04)Secondary vocational

.610.96 (0.81-1.13).290.92 (0.78-1.08)Secondary school

ReferenceReferenceReferenceReferenceUniversity (or higher vocational)

Income status

<.0010.54 (041-0.7)<.0010.56 (0.43-0.71)Up to 20,000 CZKd

.0060.78 (0.65-0.93)<.0010.78 (0.66-0.93)20,001-35,000 CZK

.030.83 (0.7-0.99).0060.83 (0.7-0.98)35,001-50,000 CZK

ReferenceReferenceReferenceReference50,001 CZK and more

Digital knowledge and use

.0031.17 (1.06-1.3)——eeHealth literacy

<.0011.35 (1.21-1.51)——Passive SNS usef

.100.91 (0.81-1.02)——Active SNS useg

Health indicators

.071.09 (0.99-1.19)——Symptom severity

<.0011.18 (1.13-1.23)——Physical activity

.571 (0.99-1.02)——BMI

<.0011.18 (1.12-1.25)——ED-related riskh

aNagelkerke R2=0.056.
bNagelkerke R2=0.128.
cOD: odds ratio.
dA currency exchange rate of CZK 1=US $0.048 is applicable.
eNot applicable.
fPassive SNS use: passive use of social networking sites for health information.
gActive SNS use: active use of social networking sites for health information.
hED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape overvaluation).

The significant predictors of having an app were age, gender,
and income status in model 1. Participants who were younger,
female, and had a monthly income of more than 50,000 CZK
(vs up to 20,000 CZK, between 20,001 and 35,000 CZK, or
between 35,001 and 50,000 CZK) were more likely to use
mHealth apps. In model 2, digital knowledge, use factors, and
health indicators were entered. The role of gender became
insignificant when additional variables were included in model
2. After adjusting for the roles of sociodemographic
characteristics, the results demonstrated that app users had
higher eHealth literacy and were more likely to engage in
passive use of SNS for health information. Among the health

indicators, higher physical activity and a propensity for risk
related to eating disorders were predictive of mHealth app use.

mHealth App Use by Type of App
The frequency of use for each mHealth app type among app
users is shown in Table 3. The most frequently used mHealth
app type was the number of steps. The percentage of participants
who count steps daily or several times a day was 65.99%
(1430/2167). It was followed by mHealth apps to track sleep,
vitals, and sports. The percentage of participants who used apps
daily or several times a day for monitoring sleep was 31.95%
(691/2163), 28.22% (611/2165) for monitoring vitals, and
18.86% (407/2158) for sports. App users were least likely to
have ever used apps for emergency care guidance, diagnosis

J Med Internet Res 2026 | vol. 28 | e71363 | p.1063https://www.jmir.org/2026/1/e71363
(page number not for citation purposes)

Gulec et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


assistance, or to manage diagnosed conditions. The percentages
of participants who reported nonuse of apps for emergency care
guidance, diagnosis assistance, and diagnosed conditions were

76.72% (1654/2156), 71.62% (1542/2153), and 70.49%
(1517/2155), respectively.

Table 3. Frequency of using different types of mHealth apps in a cross-sectional sample of Czech internet users (n=2175).

Several times a
day, n (%)

Daily, n (%)Several times a
week, n (%)

Several times a
month, n (%)

A few times at
most, n (%)

Never, n (%)Type of app

79 (3.66)328 (15.2)419 (19.42)394 (18.26)489 (22.66)449 (20.83)Sports (n=2158)

256 (11.81)1174 (54.18)264 (12.18)224 (10.34)189 (8.72)60 (2.77)Number of steps
(n=2167)

53 (2.45)222 (10.27)219 (10.13)299 (13.84)565 (26.15)803 (37.16)Nutrition (n=2161)

108 (4.99)503 (23.23)362 (16.72)392 (18.11)418 (19.31)382 (17.64)Vitals (n=2165)

47 (2.17)644 (29.77)257 (11.88)277 (12.81)408 (18.86)530 (24.5)Sleep (n=2163)

27 (1.25)180 (8.35)177 (8.21)222 (10.3)447 (20.73)1103 (51.16)Mood and well-being
(n=2156)

24 (1.12)105 (4.88)104 (4.83)136 (6.32)266 (12.36)1517 (70.49)Diagnosed conditions
(n=2155)

27 (1.25)131 (6.07)125 (5.8)314 (14.56)233 (10.8)1327 (61.52)Reproductive health
(n=2152)

15 (0.7)58 (2.69)81 (3.76)134 (6.22)323 (15)1542 (71.62)Diagnosis assistance
(n=2153)

11 (0.51)56 (2.6)78 (3.62)90 (4.17)267 (12.38)1654 (76.72)Emergency care guidance
(n=2156)

Factor Analysis for mHealth Apps
The results confirmed the 2-factor structure of the mHealth app
measure with good construct validity (χ²26=71.9, comparative
fit index=0.99, Tucker-Lewis index=0.99, root-mean-square

error of approximation=0.03, and standardized root-mean-square
residual=0.03). The factor loadings are shown in Figure 1. The
results revealed that mHealth usage could be categorized into
two dimensions: mHealth app usage for promoting wellness
and mHealth app usage for managing illness.
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Figure 1. Two-factor structure of mobile health app usage identified using exploratory structural equation modeling in a cross-sectional sample of
Czech internet users (n=2152). The numerical values represent factor loadings. **P<.001.

Characteristics of Wellness and Illness App Users
Table 4 presents the correlations between mHealth app usage
and the predictors.
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Table 4. Spearman correlations between mHealth app use and sociodemographic, digital, and health-related variables in a cross-sectional sample of

Czech internet usersa.

ED

riskhPAgBMISxf
SNS

passivee
SNS ac-

tived
eHealth lit-
eracyIncomeEducationGenderAge

Illness

appsc
Wellness

appsbVariables

Wellness apps

1ρ i

—jP value

—n

Illness apps

10.645ρ

—<.001P value

—2154n

Age

1–0.27–0.207ρ

—<.001<.001P value

—21612178n

Gender

10.009–0.080.031ρ

—0.55<.0010.15P value

—477121592175n

Education

1–0.053–0.077–0.0780.007ρ

—<.001<.001<.0010.75P value

—4771477521612178n

Income

10.2730.148–0.169–0.0420.043ρ

—<.001<.001<.0010.050.05P value

—47754771477521612178n

eHealth literacy

10.1550.1830.006–0.1930.0860.123ρ

—<.001<.0010.69<.001<.001<.001P value

—475647564752475621572174n

SNS active

10.1–0.051–0.057–0.07–0.2980.470.202ρ

—<.001<.001<.001<.001<.001<.001<.001P value

—4715473247324728473221472164n

SNS passive

10.6680.165–0.04–0.012–0.155–0.2430.4620.223ρ

—<.001<.0010.0050.4<.001<.001<.001<.001P value

—47314723474047404736474021482165n

Sx

10.3040.245–0.032–0.147–0.106–0.1460.0090.2420.099ρ

—<.001<.0010.03<.001<.001<.0010.52<.001<.001P value

—473247244747476647664762476621612178n
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ED

riskhPAgBMISxf
SNS

passivee
SNS ac-

tived
eHealth lit-
eracyIncomeEducationGenderAge

Illness

appsc
Wellness

appsbVariables

BMI

10.086–0.057–0.06–0.085–0.019–0.1120.1050.279–0.0470.005ρ

—<.001<.001<.001<.0010.2<.001<.001<.0010.030.83P value

—4764474047324756477547754771477521612178n

PA

1–0.137–0.0550.1080.0880.160.1280.130.072–0.190.0930.179ρ

—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P value

—42994295426542594283429942994295429920192034n

ED risk

10.1540.2760.3070.2960.2270.053–0.0090.02–0.14–0.1160.3070.199ρ

—<.001<.001<.001<.001<.001<.0010.520.18<.001<.001<.001<.001P value

—427347314726469746894712473147314727473121472164n

aSample sizes vary by correlation pair; Ns are shown within the table.
bWellness apps: frequency of using mHealth apps for promoting wellness.
cIllness apps: frequency of using mHealth apps for managing illness.
dSNS active: active use of social networking sites (SNS) for health information.
eSNS passive: passive use of social networking sites (SNS) for health information.
fSx: perceived severity of symptoms.
gPA: physical activity.
hED risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape overvaluation).
iρ: Spearman rank order correlation.
jNot applicable.

Aligned with the ESEM method for factor analysis, the current
model did not restrict the factor loadings of mHealth apps to a
particular factor. Table 5 shows the results. When interpreting
the results, we focused not only on statistical significance but
also on the effect sizes. Following widely acknowledged
guidelines, standardized path coefficients (β) between 0.1 and
0.3 were interpreted as indicating a small effect, those between
0.3 and 0.5 as medium, and those above 0.5 as large effects
[39]. In the first model, which included only sociodemographic
independent variables, app use to promote wellness was
predicted by age (standardized β=–0.22, P<.001), indicating
that older age was correlated with less mHealth app use to
promote wellness. Except for gender, sociodemographic
characteristics, including age, educational level, and income
status, were significantly linked to app use in managing illness.
However, the effect size of income was negligible (retaining

three decimal places, standardized β=0.097). Likewise, the
effect of education on illness-related app use was also at the
boundary of a negligible effect size (retaining three decimal
places, standardized β=–0.106). Furthermore, after including
health-, digital knowledge-, and use-related variables, none of
the sociodemographic variables remained significant. We did
not interpret them further because both education level and
income were already at the boundary of a negligible effect size
when only sociodemographic variables were considered, and
adding additional variables merely pushed them fully into the
negligible range. Notably, however, the reduction in effect size
of age was considerable for both app types, which prompted us
to conduct further analyses to examine the mediating roles of
digital knowledge, digital use, and health indicators in the
association between age and wellness- and illness-related app
use.

J Med Internet Res 2026 | vol. 28 | e71363 | p.1067https://www.jmir.org/2026/1/e71363
(page number not for citation purposes)

Gulec et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 5. Predictors of the frequency of using mHealth apps to promote wellness and manage illness based on exploratory structural equation modeling

in a cross-sectional sample of Czech internet usersa.

Model 2 (n=1985)Model 1 (n=2152)

P valueSEStandardized βP valueSEStandardized βPredictors

Apps to promote wellness

<.0010.00–0.18<.0010.00–0.22Age

.040.050.04.070.030.03Gender

.240.030.02.150.020.03Education

.420.020.02.270.020.02Income

<.0010.020.10———beHealth literacy

.120.040.07———Active SNS usec

.070.050.08———Passive SNS used

.080.030.04———Symptom severity

<.0010.030.08———BMI

<.0010.020.15———Physical activity

<.0010.030.09———ED-related riske

Apps to manage illness

.070.00–0.04<.0010.00–0.23Age

.750.080.01.310.030.02Gender

.050.04–0.05<.0010.02–0.11Education

.400.04–0.02<.0010.02–0.10Income

.930.040.00———eHealth literacy

<.0010.150.62———Active SNS usec

.490.110.06———Passive SNS used

.200.040.04———Symptom severity

.010.04–0.07———BMI

.460.030.02———Physical activity

<.0010.040.11———ED-related riske

aSample sizes vary across models; Ns are reported in the table.
bNot applicable.
cSNS active: active use of social networking sites for health information.
dSNS passive: passive use of social networking sites for health information.
eED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape overvaluation).

The results also suggested that eHealth literacy and physical
activity were significantly correlated with the frequency of
mHealth app usage to promote wellness. Regarding the use of
mHealth apps to manage illness, the active use of SNS for
health-related information and eating disorder–related risk
propensity were significant predictors of the frequency of use.

For a more robust interpretation, we additionally performed
basic linear regression analyses using the ordinary least squares
method (see Table 6). The standardized estimates did not differ
substantially from the main analyses, except that active use of
SNS for health-related information (SNS active) was significant
in the simple linear regression model but was not significantly

associated with mHealth app usage for promoting wellness in
the full model. It is worth noting, however, that the effect size
was small (standardized β=0.13, P<.001). Similarly, in the
ESEM model, the effect size of eating disorder risk on
wellness-related mHealth app usage was negligible (standardized
β=0.09), and in the ordinary least squares regression model, it
was 0.12—still very small, bordering on a negligible effect size.
Such a minor difference cannot be considered meaningful.
Considering that the ESEM model accounted for factor loadings
and that the effect size in the simple regression remained small,
we regarded this discrepancy as acceptable. Therefore, the
results from the ESEM model (Table 5) should be prioritized
for interpretation.
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Table 6. Predictors of the frequency of using mHealth apps to promote wellness and manage illness based on simple regression models in a cross-sectional

sample of Czech internet usersa.

Model 2Model 1

P valueSEStandardized βP valueSEStandardized βPredictors

Apps to promote wellness (n=2005)

<.0010.00–0.15<.0010.00–0.22Age

.020.040.10.080.040.07Gender (2-1)b

Education

.810.050.01.910.05–0.013-4c

.370.060.05.410.060.052-4d

.180.09–0.13.230.10–0.121-4e

.480.020.02.880.020.00Income

<.0010.030.08———feHealth literacy

<.0010.030.13———Active SNS useg

.0040.030.09———Passive SNS useh

.120.030.04———Symptom severity

.120.000.04———BMI

<.0010.010.15———Physical activity

<.0010.020.12———ED-related riski

Apps to manage illness (n=1991)

<.0010.00–0.09<.0010.00–0.26Age

.850.030.00.640.04–0.02Gender (2-1)b

Education

.620.040.02.620.050.033-4c

.0040.050.14<.0010.060.262-4d

.840.070.02.170.090.131-4e

.500.02–0.01<.0010.02–0.08Income

.190.020.02———eHealth literacy

<.0010.020.51———Active SNS useg

.010.020.07———Passive SNS useh

.050.020.04———Symptom severity

.030.00–0.04———BMI

.0030.010.05———Physical activity

<.0010.010.14———ED-related riski

aSample sizes vary across models; Ns are reported in the table.
b2-1: male-female.
c3-4: secondary school – university (or higher vocational school).
d2-4: secondary vocational school – university (or higher vocational school).
e1-4: none/primary education – university (or higher vocational school).
fNot applicable.
gSNS active: active use of social networking sites for health information.
hSNS passive: passive use of social networking sites for health information.
iED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape overvaluation).
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Mediation Analysis
Due to the decrease in the effect size of age on two dependent
variables after the addition of digital knowledge, digital use,
and health indicators, it was worthwhile to explore further
whether these variables mediated the relationship between age
and mHealth usage. The mediation analysis suggested that older
age correlated with more frequent use of wellness apps through
“eHealth literacy,” “active SNS use,” “passive SNS use,”

“physical activity,” and “eating disorder–related risk propensity”
(see Figure 2). On the other hand, “active SNS use,” “passive
SNS use,” and “eating disorder–related risk propensity”
mediated the relationship between age and frequency of mHealth
app use to manage illness (see Figure 3). It is worth noting that
the correlations between active and passive SNS use and
illness-related mHealth app usage were more robust than those
of wellness-related mHealth app usage.

Figure 2. Mediation model depicting associations between age and wellness-related mobile health app use based on exploratory structural equation
modeling in a cross-sectional sample of Czech internet users (n=1985). Only statistically significant paths (P<.05) are shown. Standardized coefficients
are displayed. *SNS active: active use of social networking sites for health information. **SNS passive: passive use of social networking sites for health
information. ***ED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape
overvaluation).

Figure 3. Mediation model depicting associations between age and illness-related mobile health app use based on exploratory structural equation
modeling in a cross-sectional sample of Czech internet users (n=1985). Only statistically significant paths (P<.05) are shown. Standardized coefficients
are displayed. *SNS active: active use of social networking sites for health information. **SNS passive: passive use of social networking sites for health
information. ***ED-related risk: eating disorder–related risk propensity (measured by body dissatisfaction, dietary restraint, and weight/shape
overvaluation).

Discussion

Overview
This study evaluated the prevalence, user characteristics, and
usage patterns of various mHealth apps in a representative
sample of Czech adults with internet access. Furthermore, it
distinguished between wellness and illness apps using a
data-driven approach and identified user characteristics
associated with the frequency of use of each dimension. This
study provided significant insights into the relationship between

user characteristics, intentions, and engagement with mHealth
apps.

Principal Results

Prevalence of mHealth App Use
Around half of the participants with internet access (48.92%)
had been using mHealth apps. Previous studies with adults have
reported prevalence rates ranging from 34.1% to 56.6% in the
United States [9-12]. Lower rates were reported in European
and Far Eastern countries. For instance, 20.5% of German
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smartphone owners in 2015 [18] and 24.1% of Hong Kongian
smartphone or tablet owners in 2016 [23] used mHealth apps
in population-based samples. More up-to-date findings are
needed for a more accurate comparison of the prevalence rates
across countries.

Characteristics of mHealth App Users

Sociodemographic Characteristics

Age was significantly associated with using mHealth apps. In
line with earlier studies [8], younger adults were more likely to
use them. This finding highlights that older adults are
underserved in terms of mHealth app use. Lack of awareness,
lack of motivation, low self-efficacy, mistrust of technology,
and the absence of required technical skills are frequently
reported barriers to using mHealth apps among older adults
[40,41]. Additionally, cognitive impairment, reduced physical
ability, and visual changes associated with aging can
compromise the usability of app interfaces in this population
[42-45]. Dispositional, attitudinal, and aging-related factors
must be considered when addressing this population via apps.

Participants with monthly incomes exceeding 50,000 CZK were
more likely to have mHealth apps than those in other income
categories (ie, up to 20,000 CZK, between 20,001 and 35,000
CZK, and between 35,001 and 50,000 CZK). This finding is
consistent with previous studies that have reported higher annual
income as a significant predictor of mHealth app adoption and
usage [9,11,12,23]. Higher-income status may facilitate access
to apps that require payment to download and use, whereas such
apps may be less affordable for low-income individuals. The
association between educational level and mHealth app usage
was not statistically significant. This finding contrasts with
previous studies conducted in the United States [9-12] and Hong
Kong [23], but it is similar to an earlier study conducted in
Germany [18]. Future studies will clarify whether educational
background will influence the adoption and use of apps as they
become more affordable, user-friendly, and accessible.

Digital Knowledge and Use Factors

Adults with higher eHealth literacy were more likely to have
mHealth apps. This finding aligns with previous studies [14,46]
and confirms that eHealth literacy is a crucial digital skill for
understanding mHealth app use behaviors. Individuals with
higher eHealth literacy tend to seek online health information
more frequently [47], are more health information-oriented [48],
and place greater importance on health-related information [49].
They are also more likely to report competence in self-care [50]
and their intention to promote health [51]. These findings
underscore that perceived digital skills in finding, understanding,
evaluating, and applying online health information in a health
context might be precursors to having and using apps.

This study provided initial evidence in support of the association
between SNS activity for health information and having mHealth
apps. We found that passive use (ie, reading, watching, or
following health content) was significantly associated with the
use of apps. However, the association between active use (ie,
creating, sharing, and commenting on health content) and app
use was insignificant. Our results reveal that adopting mHealth
apps might be more closely related to consuming health-related

information on SNS (ie, passive use) than engaging with online
networks for health-related information (ie, active use). This
finding aligns with a previous study that reported a significant
association between health information-seeking behaviors on
social media and the use of mHealth apps for health information
[52]. Health information–oriented individuals may use SNS and
mHealth apps in a complementary manner to meet their health
information needs. Additionally, SNS provides a platform for
promoting various functions of mHealth apps [53], which may
help meet the personal health care needs of consumers and
contribute to the adoption of mHealth apps. These findings
suggest that SNS could be a significant promotional channel.

Health Indicators

In line with previous research [10,18,23], participants with
higher physical activity were more likely to have mHealth apps,
which provides further evidence for the association between a
physically active lifestyle and mHealth app adoption. We found
a significant association between eating disorder–related risks
and mHealth app use. Participants who reported higher dietary
restraint, weight and shape overvaluation, and body
dissatisfaction were more likely to have and use mHealth apps.
Prior studies reporting an association between eating
disorder–related risks and app usage have primarily focused on
apps that promote weight loss and physical activity [28-30].
This study shows that body dissatisfaction, weight and shape
overvaluation, and restrictive eating behaviors correlate with
overall app adoption.

BMI was not associated with using apps, contrasting with earlier
studies that reported a significant association between app usage
and a higher BMI [10,18,25]. It is possible that eating
disorder–related risks (ie, body dissatisfaction, weight/shape
overvaluation, and dieting behaviors) capture app usage
behaviors better than body weight. We did not observe a
significant association between the use of apps and symptom
severity. This finding aligns with studies that found no
significant association between health status and mHealth app
usage [10-12]. This study focused on a detailed measurement
of perceived health status by assessing somatic symptom
severity in multiple domains.

mHealth App Use by Type of App
Apps that count the number of steps were most frequently used.
This finding aligns with global statistics, which indicate that
the most downloaded app in 2022 was a step counter [54]. One
reason for the frequent use of step counter apps could be related
to their simplicity. Previous research showed this to be a
significant factor in determining the frequency of using apps
for physical activity [25]. Apps that count the number of steps
may take less effort from consumers to integrate them into
everyday life. These apps are often built-in apps delivered in
the latest releases of major smartphone companies, and their
availability could enhance increased adoption and use. Apps
that track sleep, vitals, and sports activities were also popular.
In a recent qualitative study, app users reported that their
continued use of apps with tracking functions (eg, tracking steps,
exercise, heart rate, and sleep) was associated with the perceived
usefulness of these apps for maintaining and improving their
health and well-being [55].
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Factor Analysis for mHealth Apps
Using a data-driven approach with ESEM, we confirmed the
2-factor structure of mHealth app usage in the analyses. The
apps under the “promoting wellness” factor were related to
lifestyle behaviors (eg, sports apps, nutrition apps, and number
of steps apps), monitoring of health indicators (eg, vitals apps
and sleep apps), and the enhancement of mental vitality (eg,
mood and mental well-being apps). This factor consisted of
apps focusing on preventive health behaviors to promote
wellness and reduce the risk of illness. The apps under the
“managing illness” factor focused on maintaining health (eg,
apps for reproductive health and diagnosis assistance) and
providing support for illnesses (eg, apps for diagnosed
conditions and emergency care guidance). We found that
nutrition apps and mood and mental well-being apps
cross-loaded on both factors. Several health conditions (eg,
diabetes) require close monitoring of nutritional intake [56].
Therefore, it is reasonable that app users might monitor nutrition
not only for promoting wellness but also for managing diagnosed
health conditions. Similarly, mood and mental well-being are
broad domains, and app users’ intentions may have dual
relevance, encompassing both the promotion of mood and
mental well-being for wellness purposes and the management
of mental health problems as part of a treatment regimen [57].
In conclusion, the factor structure of our mHealth measure was
feasible. It might guide future research studies on app usage for
health promotion and illness management.

Characteristics of Wellness and Illness App Users
Age was significantly associated with the frequency of using
wellness apps. Older adults used them less frequently to promote
wellness. This finding is disappointing because older adults are
more susceptible to chronic conditions like diabetes,
hypertension, and cardiovascular disease [58]. Effective
characteristics of wellness apps that enhance the adherence of
older adults should be identified to combat their digital
exclusion.

eHealth literacy was significantly associated with more frequent
use of apps to promote wellness, but no such association was
observed for apps that manage illness. Previous research has
confirmed that higher eHealth literacy is associated with
perceiving mHealth apps as effective and using them more
frequently for health-related behavioral change [14,15,45]. Our
findings indicate that this association might be particularly
relevant for behaviors that promote health. Individuals with
higher eHealth literacy are more motivated to engage in
behaviors to regulate their diet, sleep, and physical activity [59].
They are more likely to adhere to recommendations to reduce
the risk of illness [60] and to manage stress [51]. Having the
necessary digital skills to navigate within apps might reinforce
the regular use of wellness apps in this population, which is
inherently more motivated to engage in health-promoting
behaviors.

We found a significant association between active SNS use for
health information and the more frequent usage of apps to
manage illness. This finding suggests that proactive engagement
with online social networks for health information plays a crucial
role in the frequent use of illness apps. A recent study reported

a significant association between having a friend to discuss
health-related issues and the use of mHealth apps [12]. We
consider that our finding aligns with this previous study because
the active use of SNS promises a platform for individuals to
interact with their close networks about health and connect with
others who might have similar health concerns. Users of illness
apps might use SNS complementarily to exchange health
information, share experiences, discuss health-related decisions,
and provide and receive support from their online social
networks [61]. The active use of these networks can
synergistically encourage compliance with apps to manage
illness, as they offer real-time feedback and a direct line of
communication to those who may face similar health concerns.

Higher physical activity was associated with a more frequent
use of wellness apps. Wellness apps (eg, Fitbit) offer a wide
range of functions that physically active individuals can use to
monitor and regulate their physical activity, conditioning, and
fitness [62]. They also offer a platform to manage their diet,
vitals, energy levels, and mental state [62], which addresses
well-being holistically. These apps may be particularly appealing
to physically active adults who may be inherently more
motivated to pursue a healthy lifestyle [63,64] and thus use
them more regularly to enhance their well-being.

This study provided initial evidence to indicate that individuals
with elevated risks of eating disorders use mHealth apps more
frequently to manage illness. Body image concerns and dieting
behaviors may be influenced by various health conditions
beyond eating disorders (eg, obesity, diabetes, and depression)
[65,66]. The patterns and consequences of using apps can differ
substantially depending on the health domain for which they
are used. Previous studies focused on weight loss and physical
activity apps to examine the association between unintended
uses and the relative consequences of using these apps in
exacerbating or triggering adverse outcomes among individuals
with body image concerns and dieting behaviors [67-69]. These
previous findings underscored that underweight BMI goals had
a detrimental impact on eating disorder–related symptoms and
behaviors, such as more restrictive eating behaviors, control,
and obsession with eating and exercise. In contrast, more
realistic goals regarding weight and shape, along with motivation
toward healthy lifestyle choices, were associated with improved
food choices, exercise behaviors, and health outcomes.
Therefore, future research should specify health behavior goals
and the consequences of using apps to manage illness in
individuals with elevated body image and eating concerns.

Mediation Analysis
As mentioned earlier, while conducting the analyses, we
observed that the effect size of age was considerably reduced
for both app types after including digital knowledge, digital use,
and health-related variables in the equation. Therefore, although
it was not among our initial research aims, we decided to explore
whether any of these variables mediated the association between
age and app usage. The results revealed important insights into
the association between older age and the less frequent use of
apps for wellness and illness purposes.

The association between age and mHealth app use was
negatively mediated by the active and passive use of SNS for
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health information. In other words, older adults were less likely
to use SNS to seek health information (ie, passive use) and to
interact with online networks about health (ie, active use), which
was significantly associated with less frequent app use. This
association was significant for both app types and notably
stronger for apps to manage illness. Compared with younger
adults, older adults use social media and search engines less
frequently for health information [52]. They are also more likely
to prefer traditional media (eg, television and newspaper) [70].
Our findings indicate that a lack of orientation toward seeking
and exchanging health information on SNS could hinder older
adults’use of mHealth apps. SNS may provide know-how about
app functions and facilitate social support for sustained use of
mHealth apps.

The association between age and wellness app use was
negatively mediated by eHealth literacy. Older adults had lower
eHealth literacy, which was significantly associated with less
frequent use of wellness apps. Previous studies have confirmed
the associations between older age, lower eHealth literacy, and
the use of mHealth apps [8,71]. Our finding shows that
enhancing eHealth literacy skills could significantly increase
app compliance for health behaviors that promote well-being
in this population.

The association between age and wellness app use was
negatively mediated by physical activity. Older adults reported
lower physical activity levels, which were significantly
associated with less frequent use of wellness apps. Older age is
characterized by reduced physical activity [72], and older adults
are less likely to adhere to recommendations for physical
exercise [73,74]. However, a physically active lifestyle is
associated with a reduced risk of all-cause mortality, a better
quality of life, and improved cognitive functioning in older age
[75]. Wellness apps offer novel opportunities to promote
physical activity, reduce sedentary behaviors, and enhance
physical and mental well-being in this population [76]. Thus,
our finding highlights a significant gap in their dissemination
to older adults, who might need such strategies most. The
obstacles associated with lower acceptance and the usage of
wellness apps and strategies to empower older adults’
self-efficacy regarding healthy aging should be identified.

Finally, the association between age and mHealth app use was
negatively mediated by eating disorder–related risk propensity.
This association was significant for both app types. In other
words, older adults were less likely to report body image
concerns and dieting behaviors, which, in turn, were
significantly associated with less frequent use of apps for
wellness and illness purposes. The importance placed on
physical appearance is reduced by increasing age. Body
dissatisfaction, weight and shape overvaluation, and dieting
behaviors are reported less frequently after the age of 40 [77].
In general, lower body image preoccupation is associated with
healthier lifestyle behaviors, psychological adjustment, and
better management of health conditions that require close
monitoring of health indicators and dietary behaviors [65,78,79].
Therefore, it is interesting to find that a lower eating
disorder–related risk is associated with less frequent use of apps
in older adults. Further research is needed to understand the
body image perceptions, dieting behaviors, and weight- and

shape-related concerns of older adults, as well as their
associations with the use of apps.

Limitations and Future Research
The findings of this study should be interpreted in light of its
limitations. Due to the cross-sectional study design, temporal
and causal associations between the variables could not be
assessed. For instance, we cannot ascertain whether eating
disorder–related risks determine mHealth app use or whether
they are exacerbated due to the use of mHealth apps. Our
mHealth app measure consisted of apps frequently downloaded
in app stores for health purposes. However, it is not exhaustive
and can be improved in later studies. We used a data-driven
approach (ESEM) to categorize app usage into wellness and
illness dimensions. This approach enabled us to demonstrate
the multidimensional structure of mHealth app usage. Wellness
and illness dimensions also drew parallels between preventive
health behaviors and illness behaviors in the health context [80].
Although ESEM allows for more flexible estimation of latent
constructs compared with traditional CFA, its results can still
be sensitive to model specification and sample characteristics.
Thus, despite ESEM being a better option in this study, the
findings should be interpreted with caution, and future studies
are encouraged to replicate the model using different samples
or model structures.

We determined the usage patterns of apps based on their
frequency of use. This approach limited our ability to identify
the healthy and unhealthy uses of apps. For instance, excessive
use of sports apps can be dysfunctional when users engage with
them to the point of overexercising. Weight loss apps might
have adverse consequences for at-risk individuals if they are
used frequently due to an obsession with eating and body image
concerns.

The assessments were based on self-reports. Thus, we could
not control the response characteristics of the participants. We
used adapted versions of frequently used questionnaires to assess
symptom severity and SNS use for health information.
Additionally, eating disorder–related risk propensity and eHealth
literacy measures have not been previously adequately validated
in the Czech context. Nevertheless, all the measures had
adequate internal consistency in this study. Besides, we
conducted cognitive testing with a subsample of participants to
ensure the comprehensibility of items and the quality of the
assessment procedure.

Future research is needed to investigate the health behaviors
and outcomes associated with the use of apps. Usage intentions
and motivations are essential to understanding the healthy and
unhealthy uses of mHealth apps. Therefore, future studies should
consider the health behavior goals associated with using apps
and identify the factors that contribute to unintended uses and
consequences.

Conclusions
This study demonstrates that sociodemographic, digital, and
health-related factors might jointly shape engagement with
mHealth apps. eHealth literacy and health-related SNS activity
emerged as key digital correlates of use, highlighting the
potential of promoting digital inclusion to support equitable
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participation in digital health. Eating disorder–related risk
propensity—reflecting body image concerns and dietary
restraint—was associated with the overall app adoption and
frequent use of apps to manage illness, underscoring the
importance of examining app use purposes and health outcomes
among individuals with elevated body image and dietary
concerns, and the need for future research and app development
to promote health-supportive use while minimizing
appearance-driven behaviors. Indirect associations of age
through eHealth literacy, health-related SNS use, physical

activity, and eating disorder–related risk further highlight
multidimensional barriers older adults face in adopting and
maintaining mHealth app use. Collectively, these findings
indicate that mHealth engagement reflects broader social, digital,
and psychological inequalities rather than individual preferences
alone. Enhancing digital skills, promoting inclusive app design,
and addressing body image- and diet-related use may foster
equitable mHealth participation and help prevent widening
health disparities across age and user groups.
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Abstract

Background: Although working women experience increased work-related stress, preventive interventions to reduce its negative
effects on their mental health are insufficient.

Objective: This study evaluated the effectiveness of an 8-week mindfulness-based self-help intervention via a smartphone app
across 4 domains (general psychological, work-related, family-related, and work-to-conflict) among working women.

Methods: This study recruited women workers via various media sources, such as crowdsourcing sites and social networking
services. Participants were randomly assigned to the intervention (n=106) or waitlist control groups (n=107). Participants in the
intervention group practiced guided mindfulness meditation every day at their convenience via an app on their cell phones for 8
weeks. The app provides an 8-week program with 4 meditation contents per 2 weeks. Participants in the waitlist control group
lived as usual for 8 weeks. We conducted web-based questionnaires to assess participants’general psychological (life satisfaction,
perceived stress, depressive and anxiety symptoms, trait anger, and mindfulness), work-related (work performance, job satisfaction,
quantitative job overload, and job control), family-related (family satisfaction and partner satisfaction), and work-to-family
conflict indicators.

Results: An analysis of covariance, controlled for preintervention scores, revealed that the intervention significantly increased
life satisfaction (b=1.47, β=0.11; P=.005) and decreased perceived stress (b=–2.00, β=–0.17; P=.01), depressive and anxiety
symptoms (b=–1.24, β=–0.15; P=.02), and trait anger (reaction; b=–0.59, β=–0.11; P=.04). The intervention group demonstrated
significantly increased life satisfaction (t93=–3.36; P=.001) and decreased depressive and anxiety symptoms (t93=2.35; P=.02).

Conclusions: The app was effective in reducing perceived stress, depressive and anxiety symptoms, and trait anger (reaction),
and in improving life satisfaction among working women. However, to improve work- and family-related indicators, higher-intensity
interventions may be required, such as modifying the intervention content or extending its duration.

Trial Registration: University Hospital Medical Information Network Clinical Trials Registry (UMIN-CTR) UMIN000051796;
https://center6.umin.ac.jp/cgi-open-bin/ctr_e/ctr_view.cgi?recptno=R000059110

(J Med Internet Res 2026;28:e62814)   doi:10.2196/62814

KEYWORDS

mindfulness; mobile apps; randomized controlled trial; women’s health; mental health; subjective well-being; health promotion;
mHealth; application; applications; work-related stress; stress; intervention; interventions; women; mobile phone
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Introduction

The impact of work-related stress on workers’ mental health
has been recently investigated, and its significant social impact
has become an issue [1]. According to the World Health
Organization, work-related stress refers to “the response people
may have when presented with work demands and pressures
that are not matched to their knowledge and abilities and which
challenge their ability to cope” [2].

Working women experience increased work-related stress
compared with working men. The American Psychological
Association found that women consistently exhibited higher
levels of stress than men and had additional difficulty in coping
[3]. Furthermore, women are more likely to develop
stress-related symptoms owing to neurobiological differences,
a sense of burden from the dual roles of balancing work and
family, and exposure to job insecurity [4-6]. Work-family
conflict of working women has a negative impact on their stress
and on their physical and mental health, and a framework
regarding the relationship between these is presented [7].
Work-related factors may affect women and men differently,
with women possibly being further affected owing to their work
and family roles. With the global aim of gender parity in the
labor market [8], the number of women in the working
population is expected to increase. Therefore, preventive
interventions to reduce the negative effects of work-related
stress on women’s mental health are required. However, such
support is insufficient [9,10].

Traditionally, psychiatry has focused on the treatment of mental
disorders rather than prevention. However, mental health is
more than the absence of mental illness [10,11]. Therefore,
interventions that focus on preventing mental health problems
among women workers before they worsen and improving
positive aspects, such as life satisfaction, could have positive
effects on women’s well-being and their work, family, and
society as a whole.

Mindfulness meditation is an effective intervention strategy for
improving mental health and well-being. Mindfulness is the
awareness that emerges from deliberate, nonjudgmental attention
to experiences as they unfold moment-by-moment [12]. As
mindfulness-based interventions reduce symptoms of depression,
anxiety, and perceived stress and improve sleep quality and
well-being [13-15], they are attracting attention as a preventive
intervention strategy.

Additionally, the effectiveness of mindfulness meditation
provided by smartphone apps has been recently highlighted.
According to the International Telecommunication Union, there
are over 8.89 billion mobile subscriptions worldwide [16].
Therefore, mobile technology can be used to provide preventive
health care interventions to numerous people.

A traditional mindfulness-based program is high-intensity (8
weekly sessions of 2.5 hours per session and 30-40 minutes of
practice per day) and time-constrained, which creates a
participation barrier for nonclinical working women. The
mobile-based mindfulness intervention is an app-based,
voice-guided meditation practice that allows users to practice

at their own convenience, which offers the advantages of high
convenience and low cost [17-19]. Furthermore, online
mindfulness interventions are effective in improving depression,
anxiety, stress, rumination, and well-being [20,21].

However, no studies have examined the effects of mobile-based
mindfulness meditation on working women from work, family,
and work–family conflict aspects, as well as general measures.
To our knowledge, only two studies have examined the
effectiveness of mobile-based mindfulness meditation among
working women. Santos et al [10] found that an app-based
mindfulness and positive psychology intervention effectively
reduced perceived stress and anxiety symptoms in working
women. Coelhoso et al [11] revealed that a well-being mobile
app designed to handle psychological stress based on relaxation
training, breathing techniques, meditation (mindfulness, loving
meditation, such as mindfulness, loving, kindness, and
empathetic joy), and positive psychology principles improved
working women’s work-related well-being and reduced their
work-related and overall stress.

Conversely, no study has examined working women’s
well-being from the 4 aspects of general psychological,
work-related, family-related, and work-family conflict
indicators. Examining their effects is essential for the future
applications of mindfulness meditation, as it will help us
comprehensively understand how mindfulness meditation works
for women workers.

Therefore, this study aimed to evaluate the effectiveness of an
8-week mindfulness meditation intervention via a smartphone
app among women workers through a randomized controlled
trial (RCT). Effectiveness was examined via 4 indicators:
general psychological, work-related, family-related, and
work-to-conflict measures. Furthermore, we examined the
measures that would effectively influence. We hypothesized
that participants in the intervention group (self-care mindfulness
meditation via the smartphone app) would have a higher level
of general psychological (life satisfaction, perceived stress,
depressive and anxiety symptoms, trait anger, and mindfulness),
work-related (work performance, job satisfaction, quantitative
job overload, and job control), family-related (family satisfaction
and partner satisfaction), and work-to-family conflict indicators
compared with those in the waitlist control group.

Methods

Participants
A power analysis was conducted to determine the sample size
needed for this study (significance=.05; statistical power=.8;
effect size=0.4), and a sample size of 100 participants per group,
for a total of 200 participants, was needed. The effect size
demonstrated in the meta-analysis of the effects of online
mindfulness-based interventions on mental health was used as
reference (depression Hedges g=0.34; stress Hedges g=0.44)
[21].

This study recruited 397 women workers via various media
sources, such as crowdsourcing sites and social networking
services. Inclusion criteria included those who were (1)
biologically female, (2) employed for at least 20 hours per week,
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(3) owned an iPhone (for convenience of the app used), and (4)
aged 18-64 years. Exclusion criteria included those who (1)
received treatment for a mental disorder, (2) scored ≥13 on the
6-item Kessler Psychological Distress Scale (K6) Japanese
version, (3) were on leave, and (4) were currently pregnant or
likely to become pregnant within six months. Among the
participants, 95 did not meet the inclusion and exclusion criteria.
Hence, 302 women workers who met the criteria were asked to
respond to the preintervention assessment, and 215 who
completed the assessment were randomly assigned to the
intervention (n=107) or waitlist control group (n=108).
Randomization was computerized using a blocked
randomization scheme (block size 10). A total of 8 working
women dropped out. Of the 8 participants, 2 participants
(intervention group, n=1; wait-list control group, n=1) declined
to participate in this study, 2 participants in the intervention
group opted out of the intervention, and 4 participants
(intervention group, n=2; wait-list control group, n=2) could
not be contacted. After 8 weeks, the participants were asked to
respond to the postintervention assessment, and 196 women
workers completed the assessment (intervention group, n=95;
waitlist control group, n=101). Of 215 participants who
completed the preintervention assessment, 4 who worked <19
hours per week on average in the preintervention assessment
were excluded from analysis (intervention group, n=1; waitlist
control group, n=3). Therefore, of the 215 participants who
were randomized, data from 209 participants (intervention
group, n=105; waitlist control group, n=104) were finally
analyzed, excluding 2 participants who declined to participate
in this study and 4 participants who worked <19 hours per week
on average in the preintervention assessment.

Procedure

Overview
This study was designed as a parallel-design RCT.
Randomization was computerized independently by research
staff using a blocked randomization scheme (block size 10).
Participants were expected to be randomized in a ratio of 1:1
to the intervention or waitlist control group. This study was an
open-label RCT as it was not possible to blind the allocation.

This study was conducted from July 2023 to January 2024 via
web forms. Participants in the intervention group installed the
app for meditation after the preintervention assessment.
Participants practiced guided mindfulness meditation via the
app on their cell phones every day at their convenience for 8
weeks. After 8 weeks, the participants received the
postintervention questionnaire via the app and email. The
participants in the waitlist control group lived as usual for 8
weeks after the preintervention assessment. After 8 weeks, they
also responded to the postintervention questionnaire via email.

This study was registered in the University Hospital Medical
Information Network (UMIN) Clinical Trials Registry
(UMIN000051796).

8-Week Mindfulness-Based Self-Help Intervention via
the Smartphone App
Mindfulness meditation was conducted via the iOS app, with
the content changed every 2 weeks (Table 1). The app displayed
the day’s meditation content and explanation on the home
screen. After viewing this screen, the participants pressed the
play button to hear the guided audio and practiced meditation.
Figure 1 illustrates the display of the app. In addition, the
psychoeducation pages on mindfulness and self-compassion
were created and inserted on the app (Figure 2).

Table 1. Content of the 8-week self-help mindfulness-based meditation.

Duration (minutes)Types of meditationWeek

7Meditation of breath1 and 2

7Body scan3 and 4

12Meditation of breath, sound, and body5 and 6

12Loving-kindness meditation7 and 8
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Figure 1. Display of the smartphone app.

Figure 2. Display of the psychoeducation.

The content included “meditation of breath,” “meditation of
breath, sound, and body,” and “body scan meditation,” based
on previous studies [22]. As the “body scan” was partially
included in “meditation of breath, sound, and body,” in this
study, the latter was conducted after the former. Furthermore,
as the effectiveness of interventions that incorporated elements
of self-compassion was recently highlighted, “loving-kindness
meditation” was ultimately added. As a daily 13-minute
meditation was effective after 8 weeks [23], the intervention
period was designed to be 8 weeks.

Measurements

General Psychological Domain: Well-Being
Well-being was assessed as life satisfaction using the 5-item
Satisfaction with Life Scale. Participants evaluated their
subjective life satisfaction on a 7-point Likert scale that ranged
from 1 (strongly disagree) to 7 (strongly agree) [24,25]. This
measurement was developed by Diener et al [24]. The
development of the Japanese version used in this study and its
validity and reliability were studied by Sumino [25]. Sample
items included “In most ways, my life is close to my ideal.”
The total score was a sum of all the individual item scores, and
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higher scores indicated greater life satisfaction. In this study,
Cronbach α was 0.85 and 0.81 for the pre- and postintervention
assessments, respectively.

Mental Health Outcomes

Perceived Stress

The 10-item Perceived Stress Scale was used to assess perceived
stress. Participants rated how unpredictable, uncontrollable, and
overloaded they found their lives on a 5-point Likert scale that
ranged from 0 (never) to 4 (very often) [26,27]. This
measurement was developed by Cohen et al [26]. The
development of the Japanese version used in this study and its
validity and reliability were studied by Sumi [27]. Sample items
included “How often have you been upset because of something
that happened unexpectedly?” The total score was a sum of the
individual item scores, and higher scores indicated greater
perceived stress. Cronbach α was 0.69 and 0.79 for pre- and
postintervention, respectively.

Depressive and Anxiety Symptoms

K6 was used to assess depression and anxiety symptoms.
Participants described how often they experienced depressive
symptoms in the past 30 days on a 5-point Likert scale that
ranged from 0 (none of the time) to 4 (all of the time) [28-30].
This measurement was developed by Kessler et al [28], and the
Japanese version of it used in this study was developed by
Furukawa et al [29]. The validity and reliability were studied
by Furukawa et al [29] and by Sakurai et al [30]. Sample items
included “How often did you feel nervous?” and “How often
did you feel restless or fidgety?” The total score was a sum of
all the individual item scores, and higher scores indicated a
greater severity of depression and anxiety. Cronbach α was 0.83
and 0.80 for pre- and postintervention, respectively.

Trait Anger

“Trait anger (T-Ang; 10-item),” a subscale of the 57-item
State-Trait Anger Expression Inventory 2 (STAXI-2), was used
to assess the traits of anger reaction [31-33]. This measurement
was developed by Spielberger [31]. The development of the
Japanese version used in this study and its reliability were
studied by Mine and Ohki [32] and by Mine and Sato [33].
Participants evaluated their perceptions of anger proneness on
a 4-point Likert scale that ranged from 1 (strongly disagree) to
4 (strongly agree). Sample items included “I am
quick-tempered.” T-Ang included two subfactors:
T-Ang/Temperament (T-Ang/T; trait of feeling anger with or
without stimulus) and T-Ang/Reaction (T-Ang/R; frequency of
experiencing feelings of anger in situations involving irritation
or negative evaluation). The total score within each subfactor
and all items was calculated by summing the item scores. Higher
scores indicated greater trait anger. Cronbach α for
preintervention was T-Ang Cronbach α=0.84, T-Ang/T
Cronbach α=0.79, and T-Ang/R Cronbach α=0.77, and for
postintervention was T-Ang Cronbach α=0.83, T-Ang/T
Cronbach α=0.84, and T-Ang/R Cronbach α=0.76.

Mindfulness

The 15-item Mindful Attention Awareness Scale was used to
assess dispositional mindfulness [34,35]. This measurement

was developed by Brown and Ryan [34]. The development of
the Japanese version used in this study and its validity and
reliability were studied by Fujino et al [35]. Participants rated
the degree to which they functioned without awareness of the
present experience in daily life on a 6-point scale that ranged
from 1 (almost never) to 6 (almost always). Sample items
included “I could be experiencing some emotion and not be
conscious of it until sometime later.” All items were reversed
as they assessed the lack of mindful attention and awareness.
The total score was a sum of all the reversed-item scores, and
higher scores indicated greater mindful attention and awareness.
Cronbach α was 0.81 and 0.87 for pre- and postintervention,
respectively.

Work-Related Domain

Work Performance
The World Health Organization Health and Work Performance
Questionnaire Short Form was used to assess work performance.
The questions included: “On a scale of 0-10, where 0 is the
worst job performance anyone could have at your job, and 10
is the performance of a top worker, how would you rate the
usual performance of most workers in a job similar to yours?”
(possible performance) and “Using the same 0-10 scale, how
would you rate your overall job performance on the days you
worked during the past four weeks?”(actual performance)
[36-38]. This measurement was developed by Kessler et al [36].
The development of the Japanese version used in this study and
its validity and reliability were studied by Kawakami et al [38].
Participants evaluated the workplace costs of health problems
regarding self-reported sickness leaves and reduced job
performance (presenteeism). Presenteeism was assessed by
“absolute” and “relative presenteeism.” “Absolute presenteeism”
was calculated by multiplying the score of actual performance
by 10. Higher scores indicated greater performance. “Relative
presenteeism” was calculated by the ratio of actual performance
to possible performance (restricted to the range of 0.25–2.0,
where values <0.25 and >2.0 were converted to 0.25 and 2.0,
respectively). Higher scores indicated greater performance.

Job Satisfaction
Job satisfaction was assessed via a single item from the Brief
Job Stress Questionnaire (BJSQ) [39]. The development of this
measurement used in this study and its validity and reliability
were studied by Inoue et al [39]. Participants rated the degree
to which they agreed with the item, “I am satisfied with my
job,” on a 4-point Likert scale that ranged from 1 (satisfied) to
4 (dissatisfied). The item was reversed as it assessed the high
level of job satisfaction. Higher scores indicated greater job
satisfaction.

Quantitative Job Overload
“Quantitative job overload (3-item),” a subscale of the BJSQ,
was used to assess job overload [39]. Participants rated the
degree of their job overload on a 4-point Likert scale that ranged
from 1 (agree) to 4 (disagree). Sample items included “I have
a lot of work to do.” All items were reversed as they assessed
the high level of job overload. The total score was a sum of all
the reversed-item scores, and higher scores indicated a greater
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job overload. Cronbach α was 0.64 and 0.56 for pre- and
postintervention, respectively.

Job Control
“Job control (3-item),” a subscale of the BJSQ, was used to
assess job control [39]. Participants rated the degree of their job
control on a 4-point Likert scale that ranged from 1 (agree) to
4 (disagree). Sample items included “I can work at my own
pace.” All items were reversed as they assessed the high level
of job control. The total score was a sum of all the reversed-item
scores, and higher scores indicated a greater sense of job control.
Cronbach α was 0.60 and 0.64 for pre- and postintervention,
respectively.

Family-Related Domain

Family Satisfaction
Family satisfaction was assessed via a single item from the
BJSQ [39]. Participants rated the degree to which they agreed
with the item, “I am satisfied with my family life,” on a 4-point
Likert scale that ranged from 1 (satisfied) to 4 (dissatisfied).
The item was reversed as it assessed the high level of family
satisfaction. Higher scores indicated greater family satisfaction.

Partner Satisfaction
Partner satisfaction was assessed via a single item: “Using the
10-point scale, how would you rate your current level of
satisfaction with your relationship with your partner?” Only
participants who lived with their partners were asked to respond.
Participants rated the degree of their satisfaction with their
partner on a 10-point Likert scale that ranged from 1
(dissatisfied) to 10 (satisfied). Higher scores indicated greater
satisfaction.

Work-to-Family Conflict Domain
The 22-item Survey Work-Home Interaction-Nijmegen was
used to assess the 4 subscales that reflected the underlying
dimensions of work–family spillover: (1) work-family negative
spillover (WFNS, 8 items; eg, “You do not have the energy to
engage in leisure activities with your spouse/family/friends
because of your job.”), (2) family-work negative spillover
(FWNS, 4 items; eg, “You do not feel like working because of
problems with your spouse/family/friends.”), (3) work-family
positive spillover (WFPS, 5 items; eg, “You fulfill your domestic
obligations better because of the things you have learned on
your job.”), (4) family-work positive spillover (FWPS, 5 items;
eg, “You have greater self-confidence at work because you have
your home life well organized”) [40,41]. This measurement was
developed by Geurts et al [40] in 2005. The development of the
Japanese version used in this study and its validity and reliability
were studied by Shimada et al [41]. Responses were rated on a
4-point Likert scale that ranged from 0 (never) to 3 (always).
The total score of each subscale was calculated as a sum of all
the individual item scores. Higher scores on the positive (WFPS

and FWPS) and negative spillover subscales (WFNS and
FWNS) indicated greater positive and negative impacts,
respectively. For preintervention, the Cronbach α were WFNS
Cronbach α=0.88, FWNS Cronbach α=0.79, WFPS Cronbach
α=0.73, and FWPS Cronbach α=0.78, and for postintervention,
it was WFNS Cronbach α=0.89, FWNS Cronbach α=0.76,
WFPS Cronbach α=0.79, and FWPS Cronbach α=0.83.

Statistical Analysis
We conducted Chi-squared, t tests, and the Fisher exact test in
order to examine whether there are differences in demographic
variables and psychological indices between the intervention
and control groups. Subsequently, we conducted 2-tailed t tests
to examine whether there were differences in demographic
variables and psychological indices of participants in the
intervention and waitlist control groups, respectively.

For the intervention effects, we conducted an analysis of
covariance (ANCOVA; independent variables: intervention
group=1 and waitlist control group=0) that used the least squares
method as an estimation method, controlled for preintervention
scores. We conducted an ANCOVA that used the least squares
estimation method, controlled for preintervention scores, age,
employment status (regular employment: employed full time
with no fixed term of employment; nonregular employment:
not regular employment), psychiatric history, education, and
marital status. In this study, the participants were randomly
assigned to the intervention and control groups. However,
because of the possibility that the intervention effect might not
be properly detected due to group differences in preintervention
scores and demographic data, we controlled for them.
Additionally, paired t tests were conducted to determine any
differences in the pre- and postintervention assessments within
each group. An intention-to-treatment analysis was used. R
(version 4.3.2; R Foundation for Statistical Computing) was
used for statistical analysis.

Ethical Considerations
This study was approved by the Life Science Research Ethics
and Safety Committee, the University of Tokyo (23-144, 23-227,
and 24-020).

Results

Baseline
Figure 3 illustrates the CONSORT (Consolidated Standards for
Reporting Trials) flow diagram (the CONSORT checklist is
provided in Multimedia Appendix 1).

Table 2 shows the participants’ demographic characteristics.
Chi-squared and t tests revealed no differences in demographic
variables and psychological indices between the intervention
and waitlist control groups (P>.05).
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Figure 3. CONSORT (Consolidated Standards for Reporting Trials) flowchart for participants.
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Table 2. Participants’ demographic information.

P valueDifference statistic: t test (df) or chi-square (df)Waitlist control
group (n=104)

Intervention group
(n=105)

Participant characteristics

.990.0 (207)a36.81 (10.70)36.81 (10.82)Age (years), mean (SD)

.09Fisher exact testEducation level, n (%)

31 (29.8)46 (43.6)Less than a bachelor’s degree

60 (57.7)48 (45.7)Bachelor’s degree

11 (10.6)11 (10.6)Master’s degree

2 (1.9)0 (0)Doctoral degree

.44Fisher exact testMarital status, n (%)

50 (48.1)46 (46.8)Married

42 (40.4)51 (44.7)Single

11 (10.6)6 (6.4)Divorced

1 (1)2 (2.1)Widowed

.142.1 (1)cEmployment statusb, n (%)

54 (51.9)66 (62.9)Regular employment

50 (48.1)39 (37.1)Nonregular employment

.112.6 (1)cPsychiatric historyd, n (%)

15 (14.4)7 (6.7)Yes

89 (85.6)98 (93.3)No

.830.0 (1)cLiving with a partner, n (%)

54 (51.9)52 (49.5)Yes

50 (48.1)53 (50.5)No

.562.1 (3)cYoungest child age in years, n (%)

5 (4.8)8 (7.6)0-2

30 (28.8)30 (28.6)3-18

8 (7.7)4 (3.8)19+

61 (58.7)63 (6)None

at test (df).
bEmployment status indicates whether the individual is a regular employee.
cChi-square (df).
dPsychiatric history indicates whether the individual has a history of visiting a psychosomatic medicine or psychiatric clinic.

Comparing Completers and Dropouts Within Each
Group
In the intervention group, no statistically significant differences
were observed in demographic information and psychological
measurement scores between the dropouts and participants who
completed the postintervention assessment (P>.05). In the
waitlist control group, there were differences in age (t102=2.66;
P=.009), T-Ang (t102=–2.22; Cohen d=0.93; P=.03), T-Ang/R
(t102=–2.26; Cohen d=0.95; P=.03), and job control (t102=–2.57;
Cohen d=1.08; P=.01). Dropouts were significantly younger
(mean 25.83, SD 4.62), more angry (T-Ang: mean 24.00, SD
9.06; T-Ang/R: mean 11.00, SD 4.65), and perceived an
additional sense of job control (mean 9.17, SD 1.60) compared
with the retained participants (age mean 37.48, SD 10.61;

T-Ang: mean 18.76, SD 5.39; T-Ang/R: mean 8.34, SD 2.68;
job control: mean 6.56, SD 2.45).

Practice Frequency
Participants in the intervention group used the app for a mean
of 42.32 days (75.57%, SD 15.63) in 8 weeks.

Outcomes

Group Effects
Table 3 presents the scores of the pre- and postintervention
assessments. Table 4 presents the results of ANCOVA. The
ANCOVA, controlled for preintervention scores, revealed
significant group effects on life satisfaction (b=1.47, β=0.11;
P=.005), perceived stress (b=–2.00, β=–0.17; P=.01), depressive
and anxiety symptoms (b=–1.24, β=–0.15; P=.02), and T-Ang/R
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(b=–0.59, β=–0.11; P=.04). The ANCOVA, controlled for
pre-intervention scores and demographic data (age, employment
status, psychiatric history, education, marital status), revealed
significant group effects on life satisfaction (b=1.35, β=0.10;

P=.02), perceived stress (b=–1.91, β=–0.16; P=.02), depressive
and anxiety symptoms (b=–1.13, β=–0.13; P=.03), and T-Ang/R
(b=–0.71, β=–0.13; P=.02).

Table 3. Scores of the pre- and postintervention assessments.

t testWaitlist control groupIntervention group

Cohen d
(95% Cl)

P val-
ue

Cohen d
(95% Cl)

P val-
ue

Mean (SD)Cohen d
(95% Cl)

P val-
ue

Mean (SD)

PostPrePostPre

General psychological domain

0.03 (–0.25
to 0.31)

.820.05 (–0.06
to 0.15)

.3818.58
(6.32)

18.62
(6.89)

0.22 (0.09
to 0.35)

.00118.80
(6.76)

17.70
(6.68)

Life satisfaction

0.21 (–0.07
to 0.50)

.140.40 (0.21
to 0.60)

<.00119.94
(6.38)

17.62
(5.95)

0.05 (–0.19
to 0.29)

.6718.65
(5.65)

18.71
(5.14)

Perceived stress

0.25 (–0.04
to 0.53)

.090.08 (–0.08
to 0.25)

.336.41 (4.71)6.20 (4.89)0.27 (0.04
to 0.50)

.025.37 (3.61)6.16 (4.06)Depressive and anxi-
ety symptoms

0.12 (–0.17
to 0.40)

.410.03 (–0.12
to 0.18)

.7018.92
(5.58)

19.06
(5.73)

0.10 (–0.04
to 0.23)

.1718.27
(5.31)

18.50
(5.16)

Trait anger

0.13 (–0.15
to 0.41)

.370.04 (–0.10
to 0.19)

.567.30 (2.95)7.49 (2.78)0.12 (–0.01
to 0.24)

.066.94 (2.54)7.09 (2.62)Trait anger (tem-
perament)

0.16 (–0.12
to 0.44)

.270.14 (–0.01
to 0.29)

.078.71 (2.74)8.49 (2.86)0.10 (–0.07
to 0.27)

.248.28 (2.71)8.50 (2.65)Trait anger (reac-
tion)

0.02 (–0.26
to 0.31)

.870.02 (–0.11
to 0.16)

.7244.33
(11.75)

43.74
(9.85)

0.03 (–0.10
to 0.07)

.7044.05
(11.31)

43.36
(10.65)

Mindfulness

Work

Work performance

0.01 (–0.27
to 0.29)

.950.05 (–0.17
to 0.27)

.6761.84
(18.69)

61.06
(19.5)

0.04 (–0.19
to 0.27)

.7362.02
(18.64)

61.43
(19.24)

Absolute presen-
teeism

0.14 (–0.15
to 0.42)

.350.05 (–0.19
to 0.30)

.671.01 (0.32)1.00 (0.33)0.09 (–0.17
to 0.34)

.501.05 (0.27)1.02 (0.32)Relative presen-
teeism

0.17 (–0.12
to 0.45)

.250.05 (–0.10
to 0.20)

.532.81 (0.83)2.81 (0.87)0.01 (–0.21
to 0.24)

.902.67 (0.79)2.70 (0.72)Job satisfaction

0.11 (–0.17
to 0.39)

.450.07 (–0.10
to 0.23)

.437.85 (2.30)7.68 (2.59)0.02 (–0.17
to 0.22)

.828.11 (2.43)8.10 (2.36)Quantitative job over-
load

0.06 (–0.22
to 0.35)

.660.02 (–0.15
to 0.18)

.848.40 (2.29)8.29 (2.48)0.11 (–0.05
to 0.26)

.178.54 (2.23)8.36 (2.33)Job control

Family

0.12 (–0.16
to 0.41)

.400.07 (–0.12
to 0.26)

.452.96 (0.88)2.99 (0.82)0.13 (–0.06
to 0.33)

.183.06 (0.81)3.00 (0.77)Family satisfaction

0.10 (–0.29
to 0.49)

.620.25 (0.04
to 0.45)

.027.15 (2.43)7.69 (2.05)0.02 (–0.15
to 0.19)

.827.39 (2.25)7.52 (2.14)Partner satisfaction

Work-to-family conflict

0.09 (–0.19
to 0.37)

.530.08 (–0.04
to 0.20)

.205.18 (5.23)5.51 (5.51)0.02 (–0.14
to 0.17)

.845.63 (4.48)5.62 (4.92)Work-family negative
spillover

0.09 (–0.20
to 0.37)

.550.09 (–0.09
to 0.28)

.331.36 (1.85)1.19 (1.66)0.05 (–0.16
to 0.26)

.641.20 (1.72)1.25 (1.71)Family-work negative
spillover

0.03 (–0.25
to 0.32)

.820.08 (–0.09
to 0.25)

.347.13 (3.72)6.77 (3.30)0.01 (–0.18
to 0.20)

.927.02 (3.05)7.08 (3.04)Work-family positive
spillover

0.01 (–0.27
to 0.30)

.920.00 (–0.17
to 0.16)

.987.28 (4.06)7.19 (3.94)0.04 (–0.13
to 0.21)

.667.22 (3.55)7.09 (3.51)Family-work positive
spillover
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Table 4. Comparison between the control and the intervention groups.

Controlling for prescores and demographic dataControlling for prescores

P valuet test (df)SEβbP valuet test (df)SEβb

General psychological domain

.022.47 (181)0.550.101.35.0052.82 (188)0.520.111.47Life satisfaction

.02–2.34 (181)0.82–0.16–1.91.01–2.55 (188)0.79–0.17–2.00Perceived stress

.03–2.14 (181)0.53–0.13–1.13.02–2.43 (188)0.51–0.15–1.24Depressive and anxiety
symptoms

.10–1.64 (181)0.54–0.08–0.88.21–1.26 (188)0.53–0.06–0.66Trait anger

.37–0.89 (181)0.26–0.04–0.23.40–0.85 (188)0.25–0.04–0.22Trait anger (tempera-
ment)

.02–2.41 (181)0.29–0.13–0.71.04–2.03 (188)0.29–0.11–0.59Trait anger (reaction)

.920.10 (181)1.080.000.11.99–0.01 (188)1.030.00–0.02Mindfulness

Work

Work performance

.90–0.13 (181)2.60–0.01–0.33.980.02 (188)2.490.000.05Absolute presenteeism

.600.53 (181)0.040.040.02.420.80 (188)0.040.060.03Relative presenteeism

.94–0.07 (181)0.100.00–0.01.79–0.26 (188)0.10–0.02–0.03Job satisfaction

.990.01 (181)0.290.000.00.96–0.05 (188)0.280.00–0.01Quantitative job overload

.301.03 (181)0.240.060.25.320.99 (188)0.240.050.24Job control

Family

.191.32 (181)0.100.080.14.171.37 (188)0.100.080.14Family satisfaction

.231.20 (181)0.320.080.38.101.64 (188)0.300.110.50Partner satisfaction

Work-to-family conflict

.550.60 (181)0.460.030.28.400.84 (188)0.440.040.37Work-family negative
spillover

.32–1.00 (181)0.23–0.06–0.23.35–0.93 (188)0.22–0.06–0.21Family-work negative
spillover

.88–0.15 (181)0.41–0.01–0.06.60–0.53 (188)0.40–0.03–0.21Work-family positive
spillover

.93–0.09 (181)0.430.00–0.04.870.16 (188)0.420.010.07Family-work positive
spillover

Differences Between Pre- and Postintervention
Assessment Within Each Group
Regarding the intervention group, the postintervention scores
of life satisfaction were significantly higher (meanpre 17.70,
SDpre 6.68; meanpost 18.80, SDpost 6.76; t93=–3.36; Cohen
d=0.22, 95% CI 0.09-0.35; P=.001) and those of depressive and
anxiety symptoms were significantly lower (meanpre 6.16, SDpre

4.06; meanpost 5.37, SDpost 3.61; t93=2.35; Cohen d=0.27, 95%
CI 0.04-0.50; P=.02) than the preintervention scores.

Regarding the waitlist control group, the postintervention scores
of perceived stress were significantly higher (meanpre 17.62,
SDpre 5.95; meanpost 19.94, SDpost 6.38; t97=–4.20; Cohen
d=0.40, 95% CI 0.21-0.60; P<.001) and those of partner
satisfaction were significantly lower than the preintervention
scores (meanpre 7.69, SDpre 2.05; meanpost 7.15, SDpost 2.43;
t50=2.41; Cohen d=0.25, 95% CI 0.04-0.45; P=.02).

Discussion

Principal Findings
This study examined the effectiveness of a mindfulness
meditation intervention via a smartphone app among healthy
women workers. To our knowledge, this was the first study that
examined the effects of the mindfulness meditation intervention
via a smartphone app on 4 domains (psychological, work,
family, and work-to-family conflict) among women workers.
Women workers who received the intervention demonstrated
higher postintervention scores on the general psychological
indicators (life satisfaction, perceived stress, depressive and
anxiety symptoms, and trait anger (reaction) than those in the
waitlist control group, controlled for preintervention scores as
well as age, employment status, psychiatric history, education,
and marital status. However, the intervention was not effective
in the other 3 domains (work, family, and work-to-family

J Med Internet Res 2026 | vol. 28 | e62814 | p.1088https://www.jmir.org/2026/1/e62814
(page number not for citation purposes)

Uwagawa et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


conflict). In particular, life satisfaction and depression, and
anxiety symptoms significantly improved in the intervention
group.

Our results corroborated the findings of Santos et al [10] and
Coelhoso et al [11] that app-based mindfulness interventions
reduced perceived stress and anxiety symptoms and improved
subjective well-being among working women. Additionally,
we found that app-based mindfulness interventions were useful
for reducing reactive anger in working women. Working women
are more likely to experience stress owing to neurobiological
differences and balancing work and family than men, which
may impair their well-being [3-7]. Mindfulness interventions
enhance acceptance and observation skills by halting in daily
life, paying attention to what is happening “here and now,” and
observing and accepting things as they are [12,42,43]. Therefore,
acceptance and observation skills enable working women to
pause and look at things as they are without being overwhelmed
by negative thoughts and feelings when they are burdened by
work and family in their daily lives. This is likely to calm their
anger, lower their subjective stress, and increase their sense of
well-being.

Conversely, this study observed no improvements in
work-related, family-related, and work-to-family conflict
indicators after the intervention. Previous studies have reported
that mindfulness interventions increase family satisfaction
among elementary and secondary school teachers, partner
satisfaction among participants in a romantic relationship, and
work satisfaction and performance among workers, and decrease
the work-to-family conflict among workers [44-50]. The
inconsistency of our results with those of previous studies could
be owing to differences in sex, intervention duration, and
meditation time per session. Previous studies examining the
effects of preventive online mindfulness interventions for
nonclinical populations on perceived stress and mindfulness
have shown substantial differences across studies regarding
design, setting, participants’ age, gender ratio, intervention
characteristics, and outcome measures [51]. These factors have
been suggested to potentially influence the magnitude of the
observed effects. Moreover, this preventive intervention may
have been too short to reduce burden in the 3 work- or
family-related domains. Furthermore, the intervention content
was aimed at general meditation (“mindfulness of breath,” “body
scan,” “mindfulness of breath, sound, and body,” and
“loving-kindness meditation”), rather than work- or
family-specific content, and was implemented in a specific
order. Therefore, the 8-week low-intensity meditation
intervention could have led to an improvement in the
individual’s general well-being; however, the effect on work-
or family-related indicators may have occurred after a few
months. Alternatively, higher-intensity interventions may be
required, such as modifying the intervention’s contents or

extending its duration. Additionally, only 1 item was used to
measure work performance and job, family, and partner
satisfaction, whereas 3 items were used to measure job overload
and control. Therefore, the number of questions may have been
too small to detect significant differences.

Limitations and Future Directions
This study has some limitations: a lack of subgroup analysis,
an intervention not designed specifically for the target or
context, and problems with generalizability and variability in
the intensity of the intervention due to the application and
problems with the scales used. First, in this study, subgroup
analyses were not conducted to examine the impact of the
subjects’ traits on intervention effects. The effects of our
mindfulness intervention on general psychological, work-related,
family-related, and work-to-family conflict indicators may differ
based on other factors. Some participants may have benefited
from work-related, family-related, or work-to-conflict indicators.
Therefore, it is necessary to examine the factors that moderate
the effect of mindfulness interventions.

Second, the mindfulness intervention used in this study was not
designed as target- and context-specific. Previous studies have
developed target- and context-specific mindfulness
interventions, such as for the workplace and parenting.
Therefore, future studies should be designed specifically for
working women, with an aim to increase the effects on work-
and family-related indicators.

Third, there are two limitations of using an app for the
intervention: the quality of the intervention cannot be assessed,
and generalizability is limited due to restrictions on participant
conditions. Since a self-help app was used as the intervention
in this study, it was not possible to assess how well participants
were focused on meditation, which may have resulted in
variability in the effectiveness of the intervention. In addition,
the limitations of the app used for the intervention limited the
participants in this study to iPhone users, which may have biased
the sample and limited generalizability. Therefore, future studies
should address compliance issues to address these limitations
caused by the app without limiting participants to iPhone users.

Fourth, some of the scales used had few items. The small
number of items might have prevented the detection of
significant differences. Therefore, future research should
increase the number of items used in the survey.

Conclusion
This study examined the effects of mindfulness interventions
via a smartphone app on women workers’general psychological,
work-related, family-related, and work-to-family conflict
indicators through an RCT. Our results revealed that the
intervention increased life satisfaction and reduced perceived
stress, depressive and anxiety symptoms, and anger reactions.
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Abstract

Background: People with hand osteoarthritis represent a large patient group with limited access to recommended treatment.
In recent years, there has been a notable shift in health care delivery, with increased use of digital technologies. The Happy Hands
app (The University Information Technology Center [USIT]) is a digital self-management intervention developed to provide
evidence-based treatment for people with hand osteoarthritis, with the goal of empowering them to self-manage their disease.
Participants’ experiences and perceptions of using this digital intervention are crucial for the adoption and continued use of the
Happy Hands app.

Objective: The objective of this qualitative study was to explore participants’ experience with using the Happy Hands app,
focusing on whether and how it empowered them to self-manage their hand osteoarthritis.

Methods: The study is embedded within a randomized controlled trial (RCT). The participants were recruited from the intervention
group in the RCT, who got access to the Happy Hands app. The 12-week self-management intervention included a hand exercise
program and informational videos about hand osteoarthritis. Focus groups were conducted in various geographical areas in
Norway. The focus groups were transcribed verbatim, coded, and analyzed inductively using reflexive thematic analysis.

Results: Seven focus groups, with a total of 26 participants, were recruited from both specialist and primary health care. The
mean age was 67 years. Three themes were developed from the analysis. The first theme, “Being acknowledged,” highlights the
essential role of recognition for people with hand osteoarthritis. It suggests that the Happy Hands app provided participants with
a sense of validation and support. The second theme, “Changed perception of hand osteoarthritis,” indicates that participants
gained insights and knowledge about their condition. This new understanding empowered them to make more informed decisions
about their care, fostering a sense of hope and motivation by demonstrating that effective measures are available to manage the
disease. The third theme, “Changing habits with the Happy Hands app,” describes how participants developed new habits after
using the self-management intervention delivered through the app. The exercise program was experienced as motivating, flexible,
well-structured, and committing. Some challenges were reported, including experiencing pain during or after exercising. The
new habits included performing hand exercises and implementing ergonomic working methods, which were tailored to meet the
individual needs and integrated into the participants’ daily lives and routines.
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Conclusions: The findings suggest that the Happy Hands app is a valuable tool for supporting people with hand osteoarthritis
in managing their disease by helping them integrate hand osteoarthritis management into their daily lives.

Trial Registration: ClinicalTrials.gov NCT05568875; https://clinicaltrials.gov/study/NCT05568875

(J Med Internet Res 2026;28:e82773)   doi:10.2196/82773
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mHealth; eHealth; osteoarthritis; hand exercises; self-management; social cognitive theory; qualitative research

Introduction

Hand osteoarthritis is a prevalent and debilitating condition.
Nearly half of all women and a quarter of all men will develop
hand osteoarthritis during their lifetime [1], with symptoms
often emerging around middle adulthood. People with hand
osteoarthritis typically experience pain, stiffness, and reduced
grip strength [2]. These symptoms challenge individuals’ability
to perform everyday activities, such as household tasks, hobbies,
and work, and may reduce health-related quality of life.
Although there is no cure for hand osteoarthritis, various
effective measures can help alleviate symptoms [3]. Access to
treatment is, however, often limited, and the quality of care is
suboptimal [4], with patients often being referred to surgery
without having received recommended treatment [5].

First-line treatments for people with hand osteoarthritis include
patient education, hand exercises, and the use of assistive
devices [3,6]. Patient education is central, as much of the
management of hand osteoarthritis relies on actions individuals
have to perform themselves. However, supporting individuals
in self-managing a chronic condition like hand osteoarthritis
can be challenging [4], particularly in maintaining adherence
[7].

There has been a significant shift in the delivery of health care
in recent years, with an increased emphasis on the use of digital
devices in the provision of care. Government documents have
highlighted eHealth as a key strategy to optimize resource use,
streamline patient pathways, and ensure that individuals get
access to health information [8].

Previous studies have demonstrated that digital delivery for
hand osteoarthritis is a good alternative to traditional in-person
consultations [9] and effective in improving hand function and
reducing pain compared to usual care [10]. Qualitative studies
have described participants being mostly positive to digital
delivery of osteoarthritis management [11-13].

The use of mobile apps offers a valuable tool for ensuring access
to treatment and supporting individuals in self-managing their
hand osteoarthritis [6]. Mobile apps can offer tailored
information and guided exercise routines, which may also
improve exercise adherence [14,15].

The Happy Hands app (The University Information Technology
Center [USIT]) contains a 12-week self-management
intervention for people with hand osteoarthritis, developed to
ensure access to evidence-based treatment. The goal of the app
is to empower people with hand osteoarthritis to self-manage
their disease [15]. Before this study, the app underwent
feasibility testing aimed at refining and improving its design.

The results indicated that the Happy Hands app contributed to
reductions in pain and stiffness, as well as improvements in
activity performance and grip strength. In focus group
interviews, participants reported that the app was useful and
highlighted several areas for further enhancement [15]. In this
study, the aim was to explore participants’ experience with
using the Happy Hands app, focusing on whether and how it
empowered them to self-manage their hand osteoarthritis.

Methods

Study Design
This qualitative study is conducted as part of a randomized
controlled trial (RCT) investigating the effect and
cost-effectiveness of the Happy Hands app. Focus groups were
conducted with participants from the intervention group in the
RCT to explore their experiences of using a digital intervention
for hand osteoarthritis.

Happy Hands App
The Happy Hands app was developed by a research group at
Diakonhjemmet hospital [15]. The development of the app was
guided by social cognitive theory [16]. The behavior change
taxonomy, a classification system categorizing different
techniques used to change behavior [17], was used to classify
the elements in the app.

The app contains a self-management intervention with
informational videos and a hand exercise program. The
informational videos include different themes, such as
information about hand osteoarthritis, hand exercises, use of
assistive devices and orthoses, medication and surgical options,
and how to cope with everyday life. Furthermore, the
self-management program includes a hand exercise program
with videos showing how the patients should warm up and
perform exercises to improve mobility, strength, and
coordination, and a stretching exercise. The informational videos
and exercise program are delivered in a progressive order across
12 weeks. The participants could choose 3 days a week to use
the app. On these designated days they received notifications
on their smartphones with that week’s informational videos and
hand exercises. The participants had the opportunity to tick off
each completed exercise. Encouragement, motivational
messages, and quizzes were provided each week to enhance
continued adherence to the intervention [18].

Setting
This qualitative study was nested within the Happy Hands study,
a multicenter RCT that evaluated whether a self-management
intervention delivered through the Happy Hands app, in addition
to usual care, was more effective than usual care alone for
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people with hand osteoarthritis [18]. The RCT was conducted
between November 2022 and February 2024. Participants in
the RCT were recruited from 14 hospitals, 2 rehabilitation
centers, 3 physiotherapy clinics, and 1 private rheumatology
center, following their regular consultations at these sites. In
total, 376 participants were enrolled and randomly allocated to
either the control group (n=185) or the intervention group
(n=191).

The control group received a one-page information sheet and
usual care. Usual care for people with hand osteoarthritis varies
across settings and can include no treatment, a one-day
educational course, or consultations with an occupational
therapist and/or a rheumatologist. The intervention group
received the same one-page information sheet and usual care;
in addition, they were given access to the Happy Hands app,
which provided them with a 12-week self-management program.

Participants and Recruitment
In the RCT, eligible participants had symptomatic hand
osteoarthritis diagnosed by health care personnel, owned a
smartphone, and could read and understand Norwegian.
Participants were excluded from the RCT if they had cognitive
deficits, were scheduled for hand surgery within 3 months after
inclusion, or had serious comorbidities or inflammatory
rheumatic disease. Participants were recruited through clinical
practice. Clinicians applied the inclusion and exclusion criteria
to determine eligibility. Information on serious comorbidities
was obtained through participant self-report, and cognitive
function was assessed through clinical evaluation.

Participants in the focus groups were recruited from the
intervention group in the RCT. When they were enrolled in the
RCT and signed the consent form, participants could indicate
their willingness to be contacted for an interview about their
experiences with the app. A purposive sampling strategy was
used to ensure diversity in geographic location and health care
setting. Participants were recruited from various regions across
Norway to ensure geographic diversity and from both primary
and specialist care. Individuals in the intervention group who
consented to an interview were contacted by phone. In total, 28
participants agreed to participate. However, 2 of the participants
declined before the focus groups were conducted due to
unknown reasons. Thus, a total of 26 participants participated
in 7 focus groups.

The focus groups took place between 7 and 11 months after
recruitment for the RCT began. All focus groups were conducted
in 2023, the first 6 in June and the last one in October. We chose
this timing to ensure that participants had completed the
intervention, enabling us to explore their reflections on the full
intervention period. One participant, however, joined a focus
group after one month because of late enrollment, whereas the
rest were interviewed after 3 or more months. Adherence to app
use throughout the 12-week program period was not an inclusion
criterion.

Data Collection
Focus groups were chosen as the data collection method in this
study because they are useful to obtain in-depth understanding

of a topic by taking advantage of the group dynamics and
discussions that can occur in a group setting [19].

All 7 focus groups were conducted by the first author (KAAF).
Either the last author (IK), a master student associated with the
project, or one of the clinicians working at the recruitment sites
assisted as moderators in the focus groups by taking notes and
asking follow-up questions. KAAF is a female PhD candidate
and nurse with some experience in qualitative research, while
IK is an occupational therapist with extensive experience in
both clinical practice and research. The master student is also
an occupational therapist and was writing a thesis concerning
the Happy Hands app. The clinicians were working as either a
physiotherapist or occupational therapist at the recruitment sites
and assisted in recruiting patients in their clinical practice to
the RCT and have experience working with individuals with
hand osteoarthritis. KAAF had previously met a few of the
participants in connection with their inclusion in the RCT, while
IK and the master student had no prior relationship with the
participants before the study. The clinicians had previously met
some of the participants during consultations.

The focus groups were held at the site where the participants
were recruited to the RCT, at a hospital or clinic, except for one
focus group that was held in a conference room at a hotel. Before
the focus groups began, participants were informed about the
aim of the study. They were told that any experience, both
positive and negative, they had had with the Happy Hands app
was welcomed and were encouraged to discuss and ask each
other questions. This aligns with Liamputtong [20], who
describes that focus groups allow for more topics to be initiated
by participants, as they steer the conversation more than the
researcher does in individual interviews.

A first version of the interview guide was developed by KAAF,
ATT, and IK and focused on participants’experiences, problems
with using the app, perceived benefits, and future use
(Multimedia Appendix 1). It was reviewed by patient research
partners (SN and TB), who suggested adding a question about
initial experiences, including whether users received advice and
support. They also recommended using the term “challenging”
instead of “difficult” to frame questions more positively. The
interview guide was thereafter tested in a pilot focus group. As
no major revisions were necessary, the data from this session
was included in the final dataset.

At the end of the focus group, the participants were asked if
they had anything to add. Each focus group consisted of 3-5
participants and lasted between 50 minutes and one and a half
hours. The audio recordings were transcribed verbatim by KAAF
and a research assistant. Notes were taken by the moderator
during each focus group. Following each session, the moderator
and interviewer (KAAF) discussed their impressions of the
content and clarified any points that required further
understanding.

We applied the concept of information power to determine
whether we had a sufficient sample size. This approach suggests
that factors such as the study aim, participant specificity,
theoretical framework, interview quality, and analysis strategy
should guide decisions about when sufficient information has
been obtained [21]. Our study sought to explore user experience
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in a broad context, which typically necessitates a diverse sample.
We therefore decided to include focus groups from different
regions in Norway, covering various levels of care. Accordingly,
6 focus groups were conducted in different geographical areas,
encompassing both primary and specialist health care settings.
We anticipated that this strategy would yield sufficient data to
address our research questions. Following the initial round of
analysis, we noted a lack of information regarding negative
experiences with the app and how it would be used in the future.
To strengthen our understanding of this aspect, we conducted
one additional focus group. We then considered that the focus
groups provided a comprehensive understanding of the
participants’ experiences and perspectives. The data had
sufficient depth and richness to address the study aim, and thus,
we concluded that information power was achieved.

Theoretical Framework
Following an initial phase of inductive analysis and coding,
social cognitive theory (SCT) [16] was applied to explore
whether participants had benefited from the intervention and
achieved behavior change. SCT outlines key determinants for
behavior change: knowledge about health risks, outcome
expectations, goal-setting and strategies to achieve them, and
perceived facilitators and barriers. A crucial aspect is
self-efficacy, which is the belief that individuals have in their
ability to achieve change through their actions [16].
Additionally, observational learning, learning a new behavior
by watching others perform it, is a central concept [22].

To complement this behavioral perspective, the common-sense
model of illness representations developed by Leventhal et al
[23], was also applied to the analysis in this study. While SCT
focuses on the mechanisms underlying behavior change, the
Common-Sense Model helps to explain how individuals
understand and make sense of their illness. It posits that illness
representations are shaped by various sources of information,
such as societal lay knowledge, advice from health care
professionals, and personal experiences with the illness. Illness
representation can be divided into 5 different dimensions.
“Cause” considers beliefs about what is causing the disease.
“Consequences” addresses beliefs regarding its impact,
“identity” is beliefs regarding the symptoms, and “timeline”
refers to beliefs about the duration and progress. “Cure or
control” is the belief about the potential for recovery or
management and the individual’s ability to influence their
condition. These dimensions collectively shape how patients
perceive their illness and have significance for the way
individuals will seek help and for adopting a coping strategy
for the disease [24].

Involvement of Patient Research Partners
Two patient research partners (SN and TB), both of whom
completed the 12-week app program, were involved from the
outset of the study and contributed to the review of the interview
guide. Following a presentation of the results, a discussion was
held between them and IK and KAAF. The patient research
partners indicated that they identified with the results and the
developed themes. They are both coauthors of this article and
have reviewed and provided feedback on the manuscript.

Data Analysis
Reflexive thematic analysis was applied to analyze the
interviews, aiming to explore, interpret, and develop patterns
of meaning across the dataset. This method involves 6 key
phases, including familiarizing oneself with the data, generating
initial codes, constructing themes, reviewing themes, defining
and naming themes, and producing the final report. A key
concept in this method is reflexivity, which involves
continuously reflecting on our assumptions and practices and
how these affect the research [25]. Analysis was performed by
the first author (KAAF), the second author (ATT), and the last
author (IK). Throughout the research process, we actively
engaged in reflexivity through several discussions. These
discussions enabled us to examine our perceptions and how
they might have influenced the research.

After conducting the first 6 focus groups, we performed an
initial analysis by reading through the transcripts multiple times.
The aim of this familiarization phase was to gain an overall
understanding of the data. Notes were written throughout this
process to identify interesting elements and possible patterns
across the dataset and as a tool to be able to reflect on
interpretations [25]. Following this familiarization phase, we
also decided to conduct one additional focus group.

Each transcript was coded by KAAF using NVivo software
(QSR International Pty Ltd). Text segments relevant to the aim
of the study were tagged with distinct codes for different
meanings. The initial analysis was conducted inductively.
Coding was performed at a semantic level, staying close to the
participants’ language. In a second round of coding, a deductive
approach was applied, looking for segments of text relevant to
the theories we planned to include. The second and last authors
(ATT and IK) each read half of the transcripts, and the team
met to discuss reflections and interpretations on content in data
and potential themes.

The codes were gathered, and 3 initial themes were developed
from them. The tentatively developed themes were reviewed
against all the codes clustered around each theme. A discussion
was held with the patient research partners, IK and KAAF,
following a presentation about the results. They expressed
recognition of the developed themes and highlighted the
importance of feeling seen and heard, access to information,
and how exercises had become a natural part of their daily
routines, facilitated by the app. Quotes were selected from the
transcripts to illustrate the findings. Finally, the themes were
defined and given names. All coauthors reviewed the drafts and
provided feedback.

Reflexive notes were written throughout the research process
to increase awareness of preconceptions and to enhance
transparency. Initial preconceptions were documented at the
beginning of the study and later compared with the final results.
The considerable differences between them can be understood
as an indication that the first author’s preconceptions did not
prevent new insights from emerging.

Ethical Considerations
This study was approved by the Regional Committees for Health
Research Ethics (477746), the Data Protection Officer (00660),
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and the local research committee at Diakonhjemmet hospital.
Informed consent was obtained from all participants. The
interviews were audio recorded by the Nettskjema-Diktafon
app (University of Oslo), which safely transfers encrypted audio
files to Services for Sensitive data (TSD) at the University of
Oslo. TSD is a platform for collecting and storing sensitive data
in compliance with the Norwegian privacy regulation. The
qualitative study is briefly described in the trial description for
the RCT registered on ClinicalTrials.gov (NCT05568875). We
followed the Consolidated Criteria for Reporting Qualitative
Research (COREQ; Multimedia Appendix 2) [26]. Participants

did not receive compensation for taking part in the focus groups
but were offered reimbursement for travel expenses.

Results

Participants’ Characteristics
A total of 26 participants (18 women and 8 men) participated
in 7 focus groups. The mean age was 67 years. Participants had
hand osteoarthritis diagnosis for between one and 25 years
(Table 1).

Table 1. Participant characteristics (N=26).

ParticipantsCharacteristic

67 (7)Age (years), mean (SD)

Gender, n (%)

18 (69)Women

8 (31)Men

Years living with hand osteoarthritis, n (%)

13 (50)0-9

11 (42)10-19

2 (8)More than 19

Geographical area, n (%)

15 (58)Southeast

4 (15)West

3 (12)Central

4 (15)North

Through the analysis we developed 3 themes. The theme “Being
acknowledged” highlights the importance informants placed on
having their hand osteoarthritis recognized and validated.
Meanwhile, the theme “Changed perception of hand
osteoarthritis” reflects how their perceptions of hand
osteoarthritis changed after gaining insights from the
self-management intervention in the app. Finally, “Changing
habits with the Happy Hands” app reports how people with
hand osteoarthritis integrated hand exercising and ergonomic
working methods into their daily life and routines.

Being Acknowledged
A discussion about a feeling of not getting support and
recognition for their hand osteoarthritis emerged in one of the
focus groups. A few participants described a feeling of not
receiving adequate health care. For example, one participant
described having had pain for several years and experiencing a
prolonged wait before finally receiving a diagnosis:

I’ve actually had pain for many years, but no one
understood what it was. [...] I go to the doctor, no,
it's not that, I take tests, nothing happens, but this
year I got the diagnosis. [Woman, 57 years]

In one focus group it was discussed that osteoarthritis is a
disease that is given little attention in society, even though it
affects many people. The participants described lacking support
from the workplace and that they did not talk much about their

disease with family or friends. Moreover, participants described
a sense of dealing with the burden of hand osteoarthritis alone:

It is not talked about a lot, you go around with pains
and you don’t talk about it. We’re supposed to
manage it, it’s not a problem, we women can fix it.
[Woman, 72 years]

Being part of the project and getting access to the app was
therefore perceived as meaningful, as these experiences provided
a sense of validation and acknowledgment. This was described
in one of the focus groups.

I want to take a slightly different approach, which has actually
been my problem. I’ve had pain and limitations in activity for
a very long time, and that leads to, now I’m almost about to
cry, poor sleep, and a low mood for a long time […] you feel
like it’s just something we have to live with […]So when [the
doctor] said that I could be part of this, I was really happy […]
That someone cares and someone sees you. Yes. [Woman, 75
years]

Furthermore, the focus group revealed that after getting the app
and becoming part of the Happy Hands study, participants were
increasingly willing to discuss hand osteoarthritis with their
friends and family, having previously avoided doing so.

But what is currently the most important thing is all
my female friends […] it has started to become a topic
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of conversation. […] There have been times when
we’ve sat together and done some exercises at
gatherings, saying, ‘Now we’re stretching our
fingers,’ and turning it into a little show. [Woman,
72 years]

This willingness to share experiences with others reflects an
increased openness about the condition, which may contribute
to a sense of acknowledgment and support.

The theme highlights how some participants perceive a lack of
support for their hand osteoarthritis, making their involvement
in the study and access to the app feel like a genuine
acknowledgment of their condition. This experience encouraged
them to open up about their struggles with friends and family,
indicating that it developed a sense of community and support.

Changed Perception of Hand Osteoarthritis
Through the self-management intervention delivered through
the app, participants gained knowledge and insights about hand
osteoarthritis, which seemed to have changed their perception
of the disease in different ways. Participants described that the
app gave them hope and motivation by demonstrating that
different measures could be taken to manage the disease
effectively.

It’s important that one can do something about it,
because I think it is what has been most discouraging
in a way, that there isn’t anything to do about it. It
just has to run its course. And then, just the fact that
you see that there is something you can do. [Woman,
65 years]

Moreover, knowledge about the disease and its mechanisms
reduced the feeling of uncertainty, for example, by getting an
understanding of why they had pain and why some activities
suddenly were difficult to perform.

You are now more aware of why it is there, right [...]
what is it now, what have I done, so the uncertainty
is gone, now you sort of know what you have to deal
with. [Man, 66 years]

The participants emphasized that it was important to receive
knowledge about recommended treatment options for patients
with hand osteoarthritis. This could be information about
surgery, medication, use of orthoses and how to modify activity
performance. This information could empower them to make
informed decisions about their care based on updated
knowledge. For example, in one of the focus groups, it was a
consensus that they appreciated knowing that surgery is
recommended as the last treatment option, since they did not
want to have surgery. One participant was referred to surgery
but decided to wait and see if he would benefit from doing hand
exercises.

So, there were a number of things that became clear
now […] it was like, you were given the steps and
that surgery was presented as the last option, right.
[…] And... I liked that, because I don't want to be cut
open. [Man, 66 years]

A few participants described gaining knowledge that using their
hands can have a preventive effect and that it is not harmful to
use their hands even when experiencing pain:

I was a bit skeptical at first because I was afraid that
doing something painful might be harmful. I thought
I was causing damage, so I was very cautious. But
now, I am willing to tolerate some pain as long as it
doesn’t get worse. In a way, it’s reassuring to know
this, and it has helped me normalize the experience.
[Woman, 64 years]

This theme describes how participants gained valuable insights
about hand osteoarthritis, which shifted their perceptions of the
disease. They expressed that increased knowledge about
treatment options and their understanding of their condition
alleviated uncertainty, supported them to make more informed
decisions about their care, and provided hope and motivation
by demonstrating that there exist measures that can help manage
the disease.

Changing Habits With the Happy Hands App
This theme explores how participants changed their habits after
completing the self-management intervention in the Happy
Hands app, particularly in exercising and activity performance.

Developing New Habits: Exercising
The app’s exercise component helped participants learn hand
exercises and integrate them into their daily lives. Participants
unanimously agreed that it was easy to use the app, with no one
reporting any difficulties in understanding its technical aspects.
Many participants emphasized the flexibility of the app as a key
factor in its success, appreciating the ability to perform the
exercises anywhere and at a time that was convenient for them.

You can exercise almost anywhere. I have exercised
outdoors, I have exercised indoors in different places,
I’ve kind of brought along a small box with
equipment. It is very practical not to be tied to a
specific table or chair or anything like that. [Woman,
74 years]

The participants described that the app instilled a sense of
commitment by requiring them to complete specific exercises
within a designated timeframe. This sense of obligation was
further reinforced by their participation in a research project
and the requirement to tick off each completed exercise within
the app. Several participants expressed that receiving
notifications on their smartphones served as helpful reminders
to complete their exercises. Moreover, scheduling 3 fixed days
per week provided structure and consistency.

The app includes videos that demonstrate how to perform the
exercises, which participants noted improved their ability to
execute them correctly. A few even described feeling a sense
of connection with the person in the videos, as if they were
exercising alongside someone, which they found motivating.

I think it's very important that you see a person
demonstrating the exercises, rather than just sitting
and reading something. For me, there’s a significant
difference between the two. […] The physical or
psychological—I'm not sure exactly what to call
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it—connection makes a big difference when it comes
to actually doing those exercises. [Woman, 72 years]

The possibility to track their progress in the app, complete
quizzes, and receive feedback was also described as a motivation
by some of the participants. Moreover, these features encouraged
them to put in extra effort to both understand and retain the app’
content.

Participants in the focus groups reported experiencing various
improvements. When they experienced improvement, for
instance, in improved strength, mobility, or ability to perform
activities, they were motivated to carry out the training program.

I found it very motivating when I noticed that, wow,
I have much more mobility, it didn’t come the first
week, not the second week, and not the third week,
but maybe in the fourth and fifth week I started to get
better. I can bend all my fingers now, which I couldn’t
do before, and then you understand, this is working,
and it is also motivating to continue. [Woman, 57
years]

There were, however, also some challenges described when it
came to using the Happy Hands app. These included
experiencing pain during or after exercising. Some participants
said that their hand osteoarthritis was too advanced for effective
exercising. Not everyone reported improvement. It was
suggested that the app should include guidance on how to
manage pain during exercise.

But my experience has been, in short, that I have a
few fingers that have very mild osteoarthritis. And I
can feel how good this app is for those fingers. At the
same time, I notice that it’s not very good for my bad
fingers, as they actually get provoked and irritated
by some of them [the exercises]. [Woman, 65 years]

There were also other reasons for not continuing to perform
hand exercises. For example, one participant said she had
stopped doing exercises simply because she had more going on
in her life and she had forgotten about it. Other diseases or
injuries could also take away the focus of conducting hand
exercises. Additionally, some participants expressed that they
wished that new exercises had appeared in the app, as this would
have been motivating.

The results suggest that the Happy Hands app enabled
participants to learn an exercise program for hand osteoarthritis,
to integrate it into their daily routines, and ultimately to establish
it as a habit. Once the participants had memorized the exercises,
it was no longer necessary to watch the app while performing
them. This made it possible to integrate exercising into their
daily life by performing them while engaged in other activities.

Now I notice that I sit and watch the news while doing
it with a tennis ball and perform many of the exercises
a bit automatically in my daily life. When you go for
a walk, […] many of them are easy to continue with.
[Woman, 67 years]

They could also adjust the exercising to when and how it suited
the individual. For example, some preferred following the
exercise program less structured. Other participants preferred

to continue to exercise in a structured way, 3 times a week with
the app in front of them.

Moreover, the participants adjusted the exercises because of
other factors. For example, conducting exercises with less
intensity when experiencing pain or conducting exercises
differently when finding the exercise difficult to carry out.

… squeezing that ball has also started to hurt more,
as I said you should squeeze as hard as you can for
five seconds, five times, per hand. So, I'm trying to be
a bit more careful; I’m still trying to do it and hold
it, but maybe I’m not squeezing as hard simply
because it hurts more than it did before. [Man, 59
years]

The majority of the participants said they planned to continue
to exercise. These results suggest that the app facilitated making
exercising a habit.

This theme discusses how the app helped participants integrate
hand exercises into their daily routines. Participants found the
app easy to use and appreciated its flexibility. A sense of
commitment was supported by the need to complete the exercise
on time, reminders from the app, and scheduled sessions. Seeing
a person demonstrate the exercises gave participants motivation,
as well as making them easier to understand. Many experienced
improvements that enhanced motivation to continue. However,
some participants faced challenges, such as pain during or after
exercising or osteoarthritis too advanced to benefit from
exercise. The app facilitated the development of new habits for
many participants, enabling them to integrate exercises into
their daily life and adjust them to their individual needs and
circumstances.

Developing New Habits: Adapting Daily Activities
The findings also reveal that participants made changes to how
they performed everyday activities, including ergonomic
working methods and use of assistive devices as suggested in
the app. The adaptations they learned through the app made
some activities easier to perform. For example, participants
reported learning new techniques for holding and lifting objects,
such as avoiding carrying items solely with their fingers or
warming up their hands before use. These changes seemed to
have had a significant impact on their daily life, as one
participant described,

I do notice a difference, yes, [...] and then I think
about warming up when I'm going to write, for
example. Once I’ve warmed up, it’s not so
embarrassing to write my name anymore. It was
embarrassing [...] it was almost like being naked, I
would say, sixty-seven, and I could hardly write my
name. [Man, 67 years]

Additionally, participants found the information about different
assistive devices to be helpful. For example, they mentioned
tools like a nutcracker for opening soda bottles, as well as other
devices such as a cheese cutter and a bread knife with ergonomic
handles. However, a few participants expressed some reluctance
to using assistive devices, as they associated them with “being
old.”
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This theme described how participants also changed their
performance of everyday activities after insights they had gained
from the app.

Discussion

Principal Findings
The aim of this study was to explore participants’ experience
with using the Happy Hands app, focusing on whether and how
it empowered them to self-manage their hand osteoarthritis.
Our findings indicate that participants previously had
experienced a lack of support and recognition for their hand
osteoarthritis. Hence, to become part of the study and get access
to the app provided them with a sense of validation and
acknowledgment. Furthermore, the results suggest that
participants’ illness perception changed after gaining insights
from the informational videos in the app, from viewing their
condition as something insignificant and beyond their control
to recognizing its importance, taking their own experiences
seriously, and gaining insights into strategies they could use to
alleviate pain and improve function.

Participants perceived the app as flexible, motivating, and
well-structured, which facilitated both their learning and
adherence to the exercise program as well as alternative working
methods. As a result, they developed new habits, such as
integrating hand exercises into their daily life and changing the
way they perform everyday activities. However, for some
participants, their condition hindered their ability to complete
the exercises, often due to pain.

The findings in our study reveal that some participants felt
unsupported and lacked recognition in their struggles with hand
osteoarthritis by family members, health care providers, and
society at large. This lack of understanding and acknowledgment
is consistent with findings from other qualitative studies. Hill
et al [27] noted that individuals with hand osteoarthritis perceive
a lack of empathy from health professionals regarding the impact
of the disease, whereas Gignac et al [28] found that symptoms
were often dismissed as a normal part of aging. In our study,
participants reported minimizing the severity of their condition,
rarely discussing their hand osteoarthritis despite its significant
impact on their daily life. This tendency to downplay symptoms
aligns with the findings of Magnussen et al [29], who reported
that people with hand osteoarthritis often feel undeserving of
health care. Bukhave and Huniche [30] also found that
participants did not seek medical care, despite experiencing a
wide range of activity limitations. According to the
common-sense model of illness representation [23], people’s
perceptions and understanding of their disease influence their
behaviors and coping strategies. It is therefore essential for
health care professionals to explore patients’ previous
experiences with the health care system and to actively
acknowledge their perceived symptoms and functional
challenges. Feeling that their condition is validated may have
shifted participants’ views from considering their hand
osteoarthritis as insignificant and something they simply had
to endure to recognizing its importance and the impact it has
on their daily lives.

As outlined in the common-sense model of illness
representations, various kinds of knowledge contribute to a
person’s perception of their illness [24]. The findings in our
study suggest that participants changed their illness perception
by acquiring new knowledge. They gained expert knowledge
through the app, where health professionals provided valuable
information about hand osteoarthritis. Additionally, they
developed new personal knowledge through their own
experiences, such as noticing improvement and regaining the
ability to perform activities. This suggests that the newly
acquired knowledge enabled participants to develop a new
understanding of their illness, resulting in a shift in their illness
perception.

According to the common-sense model of illness
representations, illness perception can be categorized into
different dimensions, including the “cause” dimension, which
refers to what people believe to be the underlying reason for
their illness [24]. Our findings suggest that participants altered
their perception of this dimension by using the app, transitioning
from uncertainty and fear about the origins of their pain, worried
that activity might worsen their condition, to a more informed
understanding. They came to recognize the actual cause of their
illness and understood that using their hands would not
exacerbate their pain.

Our results indicate that participants’ perceptions shifted from
believing nothing could be done about the disease to recognizing
that effective measures are available. This aligns with the “cure
or control” dimension of the common-sense model of illness
representations, which describes a person’s belief about how a
disease can be managed [24]. The initial perception that nothing
can be done aligns with findings from other studies, which report
that individuals often view hand osteoarthritis as a natural result
of wear and tear or aging [27,31], and believe that the condition
is untreatable [29]. Participants in our study also changed their
perception of their own ability to take action. For instance,
information about treatment options helped them understand
that delaying surgery is often a recommended approach. This
shift in perception, from viewing hand osteoarthritis as
untreatable to acknowledging the availability of effective
management strategies, empowered participants to begin
adopting these strategies.

An important finding in our study is that participants developed
new habits by integrating hand exercises into their daily routines
and adjusting them to their individual needs. The results further
suggest that the Happy Hands app played a key role in
facilitating this behavioral change. SCT, which is widely used
in the development of health interventions [22], may help
explain how the Happy Hands app contributed to this change.
By supporting participants to gradually learn and implement
the exercise program, the app enabled them to master activities
that were previously difficult.

The findings further reveal that due to new behaviors, such as
hand exercising, participants experienced positive outcomes,
including reduced pain and an improved ability to perform
previously challenging activities. In SCT, self-efficacy, a
person’s belief in their ability to make necessary changes to
achieve a desired outcome, is a central concept. Self-efficacy
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can be enhanced by empowering individuals to succeed with
achievable actions that progressively become challenging [22].
Thus, the Happy Hands app may have played a significant role
in enhancing participants’ self-efficacy, which is critical for
driving sustained behavior change [16].

According to SCT, self-regulation is a key strategy for
facilitating successful behavior change. It comprises several
elements, including self-monitoring, goal setting, feedback, and
self-reward, and often includes the possibility to observe and
record one’s behavior [22]. These elements were integrated into
the app and were highlighted by participants as important in
helping them adhere to the exercise program. Participants
emphasized the value of tracking their progress by ticking off
completed exercises, which fostered a sense of commitment.
Moreover, having 3 designated exercise days per week provided
structure, while app notifications served as helpful reminders
to complete the exercises. This aligns with the goal-setting
element of SCT, which suggests that setting short-term,
achievable goals motivates effort and guides actions [16].
Furthermore, participants found motivation in the app’s feedback
features, such as being able to track their progress and answer
quizzes. Feedback is recognized in SCT as a crucial component
in facilitating behavior change, reinforcing effort, and sustaining
motivation.

The app includes videos that demonstrate how to perform the
exercises, which was appreciated by the participants. First,
observing someone performing the exercises helped them
understand how they should be performed correctly. Second,
participants expressed that doing the exercises while watching
the videos felt as though they were training alongside someone,
which increased their motivation. This finding can be further
explained through SCT, where observational learning is a key
concept, suggesting that seeing others perform a specific
behavior encouraged app users to replicate that behavior [22].

Most participants expressed a positive attitude toward the
intervention delivered through the Happy Hands app. However,
some challenges were reported. These included experiencing
pain during or after exercising, and for some participants, their
hand osteoarthritis seemed too severe for them to benefit from
the exercises. Such individuals may require individual
face-to-face guidance, either as a substitute for or in combination
with digitally delivered interventions. While this raises concerns
about the usability of digital interventions for all patients, it is
important to recognize that widespread use of digital solutions
could free up valuable health care resources for those who
require more intensive follow-up care from health professionals.

People with hand osteoarthritis are a large patient group with
limited treatment options. To ensure a sustainable health care
service, the integration of digital solutions and technologies is
essential. The Happy Hands app has the potential to provide
people with hand osteoarthritis access to reliable information,
guidance, and recommended treatment.

Strengths and Limitations
A key strength of this study is that participants were recruited
from both primary and specialist care and from various regions
across Norway, ensuring representation across a broad

geographical area and levels of care. Furthermore, we
collaborated with patient research partners with hand
osteoarthritis who had used the Happy Hands app for 12 weeks.
These partners provided feedback on the interview guide and
participated in a meeting to discuss the study results. They
expressed that they could personally relate to the findings.
Respondent validation, that is, sharing results with people who
have experienced the phenomena being studied, serves as an
important strategy to help prevent misinterpretations [32].

The focus groups consisted of participants who shared their
perceptions and experiences, with the interviews being
transcribed verbatim. This approach facilitated the collection
of rich data, characterized by depth and diversity, thus providing
a comprehensive understanding of the issues being studied [32].
Another strength was the collaborative analysis process, where
both the PhD candidate and supervisors read through transcripts,
participated in coding, and engaged in discussions regarding
the content in the interviews. Such discussions and feedback
are beneficial for identifying potential flaws in logic or
methodology, thereby enhancing the rigor of the research [32].

Our study also has some limitations. One is that participants
voluntarily chose to participate in the Happy Hands study and
agreed to be interviewed. This may have introduced a selection
bias, as they might have had a more positive attitude toward
using an app and were more receptive of digitally delivered
interventions. This could also indicate that the participants in
our study had a higher level of eHealth literacy compared to the
general population. Individuals who did not use the app may
have been more likely to decline participation in the focus group
interviews. Future studies should aim to include their
perspectives and experiences, as this could yield valuable
insights into whether and how the app could be improved to
meet their needs, as well as inform alternative approaches to
care delivery.

While focus groups are useful for exploring collective
experiences and generating rich, interactive data, they also have
limitations. Group dynamics can influence what is shared, with
dominant voices potentially influencing the discussion. Some
individuals may hesitate to express dissenting or personal views,
particularly when discussing sensitive topics. Additionally, the
time constraints of group discussions may limit the depth of
individual narratives [20].

Conclusions
The findings indicate that the Happy Hands app initiated and
facilitated a process that resulted in behavior change among the
participants. The app provided validation and acknowledgment
of the disease. Furthermore, insights from the app contributed
to a more informed understanding of hand osteoarthritis, its
causes, and its consequences. Features of the app supported
participants in learning hand exercises and new working
methods. Together with altered illness perception, this enabled
participants to develop new behaviors. For a few participants,
challenges such as pain during or after exercise were noted,
indicating that some individuals may require more individualized
face-to-face follow-up.

J Med Internet Res 2026 | vol. 28 | e82773 | p.1102https://www.jmir.org/2026/1/e82773
(page number not for citation purposes)

Fjeldstad et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Patients with hand osteoarthritis represent a large patient group
with limited access to recommended treatment. There is,
therefore, a need for a new model for hand osteoarthritis care.
The findings of this study demonstrate that participants benefited
from the Happy Hands app. The app proved to be a valuable

tool in empowering participants to better self-manage their
condition. The result of this study suggests that the app can
serve as a component in a treatment pathway for people with
hand osteoarthritis.
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Abstract

Background: Obsessive-compulsive disorder (OCD) affects 1%‐3% of the population and is marked by intrusive obsessions
and compulsive behaviors that impair daily functioning. As digital technologies have become ubiquitous, their features may
interact with OCD symptom dimensions in ways that both exacerbate and alleviate symptoms. While case reports and clinical
anecdotes suggest such interactions, systematic investigation of patients’ lived experiences with technology remains limited.

Objective: This study aimed to explore how individuals with OCD perceive and navigate their interactions with modern
technologies, and to identify how specific features of technology may contribute to, reinforce, or relieve obsessive-compulsive
symptom cycles.

Methods: We conducted semistructured interviews (n=24) with adults self-reporting a diagnosis of OCD, recruited through
online OCD communities and advocacy networks. Interviews were conducted via the HIPAA (Health Insurance Portability and
Accountability Act)-compliant platform Zoom (Zoom Communications) between May and December 2024 (median duration 51,
IQR 6.5 minutes). Transcripts were coded in Dedoose (version 9.2.22; SocioCultural Research Consultants) using a constructivist
grounded theory approach. Coding proceeded iteratively through open and focused coding, with theoretical saturation reached
after 15 interviews. Constant comparison and analytic memoing guided the development of a conceptual framework linking
technology features to OCD symptom dimensions.

Results: Participants (median age 26, IQR 12.8, range 20‐64 years; 67%, 16/24 women, 29%, 7/24 men, and 4%, 1/24
nonbinary) described technology as both a trigger for and a coping tool against OCD symptoms. Analysis produced four central
technology-related categories: (1) information-provision platforms (eg, social media, search engines, large language models, etc)
that triggered disturbing-thought obsessions and enabled compulsive checking and reassurance-seeking; (2) gamification and
quantification features (eg, streaks, progress bars, and tracking metrics) that reinforced “not-just-right” and symmetry-based
compulsions; (3) notifications that provoked urges to clear, check, and maintain control, spanning both disturbing-thought and
symmetry domains; and (4) user interfaces whose complexity and customizability elicited compulsive ordering, avoidance
behaviors, and digital overwhelm.

Conclusions: This study characterizes how interactions between OCD and digital technologies manifest across established
symptom domains, most notably disturbing-thought and “not-just-right” categories. Participants overwhelmingly experienced
compulsive checking, reassurance-seeking, and ordering behaviors reinforced by features such as information-provision,
gamification, notifications, and user interfaces. These findings highlight the clinical relevance of technology-related compulsions
and suggest value in their systematic assessment, incorporation into psychoeducation, and consideration in digital design.

(J Med Internet Res 2026;28:e85033)   doi:10.2196/85033

KEYWORDS

obsessive-compulsive disorder; OCD; technology; wearables; qualitative; patient perspectives

Introduction

Obsessive-compulsive disorder (OCD) occurs in 1%‐3% of
the population [1] and is most commonly characterized by the

presence of obsessions and compulsions. Obsessions are
intrusive, unwanted thoughts, images, or impulses that are
typically experienced as ego-dystonic and distressing.
Compulsions are repetitive actions or mental rituals in which
an individual engages to relieve anxiety related to obsessions.
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Obsessions and compulsions, in the context of OCD, are time
consuming and often decrease functioning in social,
occupational, and other aspects of life.

OCD is a heterogeneous disorder with variety in the types of
obsessions and compulsions experienced, severity of symptoms,
and presence of comorbidities. While no two individuals are
likely to experience the same pattern of symptoms, factor
analytic approaches have been used to parse OCD heterogeneity.
These studies have consistently identified the following four
broad dimensions: (1) forbidden or taboo thoughts, (2) symmetry
and ordering, (3) contamination and cleaning, and (4) hoarding
[2,3]. More recent research has used expanded symptom
checklists and refined analytic techniques to explore the
relationships between these dimensions. The higher-level
groupings of incompleteness and disturbing thoughts (distressing
images that typically follow themes like contamination, harmful
acts, or religion) strongly associate with the other dimensions
and thereby are postulated to represent core phenotypes within
OCD. Subdimensions within these two categories were also
delineated and noted to be structured in a hierarchy. The first
order domain of incompleteness was divided into accuracy,
mental and perceptual, and “not-just-right” (NJR) behaviors.
NJR experiences are typically an internal sense of disturbance
related to qualities such as order, placement, or frequency and
drive individuals to engage in actions like tapping, counting, or
reviewing. Meanwhile, disturbing thoughts encompassed
symptoms relating to harm and checking and forbidden thoughts
[4].

Excessive or inappropriate use of technology is associated with
mental health issues. Children and adolescents are particularly
susceptible; higher amounts of screen time and social media
use have been linked to a range of mental health symptoms due
to disturbances in regular sleep-wake cycles [5]. Technology
can also facilitate maladaptive behaviors such as compulsive
internet use and gambling disorder [6]. Patients with psychotic
disorders have expressed that online platforms can exacerbate
their paranoia and delusions through misinformation or targeted
harassment [7]. Within OCD, the increasing digitization of
society over the past several decades has provided new mediums
for the manifestation of symptoms [8]. Recent case reports
describe patients with OCD whose symptoms have been
exacerbated by technology use. One individual described
obsessions about inappropriately reacting to social media posts
and would consequently spend hours per day scrolling through
her feed to confirm that she had not mistakenly done so. Another
patient worried that she had posted shameful content online and
would screen record her internet use to later verify appropriate
use [9].

However, advances in digital health have also introduced a wide
range of technologies for the assessment and management of
OCD. Passive monitoring tools, such as actigraphy and wearable
devices, have been used to unobtrusively track sleep and activity
patterns, often aligning closely with patient reports [10]. Active
approaches, including ecological momentary assessment, allow
for real-time symptom capture through smartphone prompts,
offering insights into daily fluctuations that may be missed by
retrospective recall [11]. Beyond monitoring, emerging
interventions incorporate smartphone-based apps, cognitive

training tools, and even multimodal systems that combine
neurophysiological measures with behavioral data [12].

There exists a need to further understand patients’ perspectives
toward technology and how its design or features might interact
with their OCD. It remains unclear what forms of technology
are more likely to trigger obsessions or compulsions, how these
symptoms manifest, and whether patients find such interactions
distressing or relieving. This qualitative study aims to address
these questions by examining the mechanisms through which
technology may contribute to or reinforce obsessive-compulsive
behaviors.

Methods

Study Design: Constructivist Grounded Theory
We conducted a phenomenological study aimed at understanding
the ways in which individuals with lived experience of OCD
uniquely interface and interact with technology. Methodology
was guided by constructivist grounded theory, which frames
analysis as dialogic and iterative, constructing an empirically
grounded model of the phenomenon under study [13]. We used
the COREQ (Consolidated Criteria for Reporting Qualitative
Research) framework, a validated checklist for qualitative
reporting, to guide and document important aspects of the
research team, methodology, findings, and analysis [14]. The
study was approved by the University of Southern California
Institutional Review Board (UP-23-01094).

Recruitment and Sample
Participants were recruited through a convenience sampling
method between May and December 2024 through online posts
in OCD-related communities, including the International OCD
Foundation (IOCDF) website, OCD SoCal (a local affiliate of
the IOCDF), and existing OCD-focused research participant
registries maintained by the laboratory. These online spaces
included both moderated forums and institutional web pages
aimed at providing information, treatment resources, or research
participation opportunities for those with OCD. Recruitment
materials included a standardized study announcement
containing the study overview, eligibility requirements, and
compensation details. Potential participants were routed to
contact the study team via email for screening through a
REDCap (Research Electronic Data Capture; Vanderbilt
University) survey that gathered demographic and self-report
data relevant to the inclusion criteria. Study personnel reviewed
survey responses in order of submission and contacted
participants who met study criteria to schedule an initial virtual
meeting to confirm survey responses and obtain informed
consent. Following completion of the study, participants were
compensated with a US $50 gift card for their time and effort.
Inclusion criteria included self-reported age of 18 years and
older and a diagnosis of OCD. A total of 27 participants
completed the consent process and were interviewed. All
interviews were reviewed by study personnel trained in the
phenomenology of OCD for content consistent with knowledge
of and experience with OCD. A total of 3 interviews were
excluded due to credible concerns regarding eligibility (eg, no
clear indication of an OCD diagnosis and suspected repeat
participation by a single individual). To mitigate this risk, we
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subsequently implemented procedures requiring camera-on
interviews and a brief discussion of participants’ OCD
symptoms with the interviewer prior to proceeding. No
participants withdrew or declined participation after enrollment.
A total of 7 participants had previous contact with laboratory
personnel through other unrelated research studies.

Research Team
Data collection and analysis were conducted by a
multidisciplinary team, including the principal investigator
(ACF; MD, PhD, psychiatrist) and graduate and undergraduate
research assistants. Multimedia Appendix 1 provides an
overview of team demographics, training, and specific roles.
Interviewers disclosed their role in the laboratory to participants
at the beginning of each interview. Team members brought
varied clinical, academic, and personal perspectives related to
OCD and technology and had differing levels of qualitative
research experience.

To ensure consistency and competency, all interviewers
completed a minimum of 6 weeks of qualitative research
training. Standardization efforts included review sessions of the
interview guide, observation of senior interviewers, and
postinterview debriefings.

Data Collection and Setting
Interviews were conducted via the HIPAA (Health Insurance
Portability and Accountability Act)-compliant Zoom software
(Zoom Communications) between May 16, 2024, and December
20, 2024. A primary facilitator led each interview, with
additional team members present to assist with technical support
or occasional follow-up questions. Only study participants and
research team members were present during interviews.
Interviews ranged from 35 to 65 minutes, with a median duration
of 51 minutes.

All interviews were audio- and video-recorded, and transcripts
were generated using Zoom’s auto-transcription feature.
Research assistants verified transcript accuracy and performed
deidentification. All audio and video recordings were
permanently deleted after transcript verification. No repeat
interviews or member checking of transcripts were conducted.

Interview Guide
The semistructured interview guide was developed to explore
participants’ lived experiences with technologies used for health
or health care, particularly in relation to OCD. The guide was
informed by phenomenological and user-centered perspectives,
emphasizing discovery, motivation, use patterns, benefits,
concerns, and perceived interactions with OCD symptoms.
While not based on a single theoretical model, the structure
reflects elements common to sociotechnical and technology
adoption frameworks, with a focus on how individuals make
sense of and navigate these tools in daily life [15,16]. Interview
questions were piloted within the research team and refined
through early interviews as part of our grounded theory
approach. Revisions were made iteratively as team discussions
and early analysis revealed new areas of interest. A sample of
the interview guide is provided in Multimedia Appendix 2.

Data Analysis: Coding
The first 5 transcripts were independently open-coded by pairs
of researchers, where open-coding refers to the initial process
of breaking data into discrete parts and assigning conceptual
labels to segments of interest. Each pair met to discuss initial
findings and reach consensus on a shared set of open codes for
each transcript. These were then reviewed through group
meetings to identify patterns and groupings, generating a set of
focused codes informed by emerging theoretical insights that
constructed the initial codebook. The coding structure is outlined
in Multimedia Appendix 3. Transcripts were uploaded to
Dedoose (version 9.2.22; Sociocultural Research Consultants),
and the codebook was implemented in the software. The
codebook was then applied to each transcript by a pair of
researchers, and consensus meetings between coders followed
to ensure agreement on code applications.

We operationalized theoretical saturation in our dataset by the
inclusion of a “new finding” code in the codebook to capture
data relevant to the research question but not represented by
existing codes. After all transcripts were coded, the “new
finding” excerpts were reviewed collectively to assess whether
additional conceptual categories had emerged. New categories
were tracked and subsequent emergence of related insights was
collapsed, such that “new finding” applications represented only
unique and uncaptured theoretical insights [17,18]. We
considered interview number 15 the point of theoretical
saturation as no subsequent “new finding” applications identified
categories or relationships that would meaningfully alter the
emerging theory (Multimedia Appendix 4). These discussions
led to final adjustments to the codebook. All transcripts were
then recoded retrospectively using the updated coding structure.

Data Analysis: Theory Generation
After applying the final codebook, the team engaged in an
inductive analytic process to develop a theoretical framework
describing a salient emerging topic from the data: understanding
interactions between technology and OCD symptoms. Using
constant comparison across transcripts and memos, we identified
key conceptual categories, examined their interrelationships,
and developed an articulation of the processes shaping
participants’ experiences.

Analysis began with targeted review of excerpts coded with
conceptually related codes (“Exacerbating and enabling OCD
symptoms with technology” and “Alleviating mental health and
OCD symptoms with technology”). These were used to write
analytical memos, which guided weekly team discussions and
supported theoretical elaboration. Through this iterative process,
we developed a conceptual framework that articulates
relationships between specific types of technology, the symptom
domains they interact with, and distinct stages of the OCD
symptom cycle.

Ethical Considerations
The study was approved by the University of Southern
California Institutional Review Board (UP-23‐01094). All
study procedures involving human participants adhered to the
ethical standards of the institutional review board and the 1964
Declaration of Helsinki and its subsequent amendments. All
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subjects received written information regarding study aims,
procedures, potential risks, and anticipated benefits, which were
reviewed in discussion with study personnel during the
onboarding process. All participants provided informed consent
before study enrollment. Participation was voluntary, and
participants could withdraw at any time without penalty.
Participant privacy and confidentiality were strictly protected,
and all data were deidentified before analysis. Participants were

compensated with a US $50 Tango gift card upon study
completion.

Results

Participants
A description of the participants (n=24) is provided in Table 1.
No participants refused to participate in the study or withdrew
their participation.

Table . Participant demographics (N=24).

ResultsCharacteristics

26.2 (20.1‐63.6)Age (years), median (range)

Gender, n (%)

7 (29)    Men

16 (67)    Women

1 (4)    Nonbinary

State, n (%)

14 (58)    California

3 (13)    Pennsylvania

2 (8)    Illinois

2 (8)    Ohio

1 (4)    Florida

1 (4)    Maryland

1 (4)    Virginia

A coding tree with 5 parent codes and 7 child codes was
developed during analysis. Among these, the parent codes
Exacerbating and enabling OCD symptoms with technology
and Alleviating OCD symptoms with technology were most
central to addressing the research question and guided the
organization of findings. From this coding structure, we
identified four pertinent qualities of technology in relation to
participants’ symptomatic experiences: (1) information
provision, (2) gamification and quantification, (3) notifications,
and (4) user interfaces. Information-provision technologies had
strong interactions with OCD symptoms consistent with the
disturbing-thought domain, whereas the 3 other technology
characteristics had interactions with both disturbing-thought
and symmetry domains. Notably, the application of OCD
symptom domains (eg, symmetry and disturbing–thought-based)
was not deductively imposed during the interview process or
initial codebook development. Rather, these domains were
inductively derived from participants’ narratives and symptom
descriptions. While the interactions between technological
characteristics and symptom manifestations emerged organically
from the data, the terminology used to describe these domains
is drawn from the existing OCD literature to ensure consistency
and scientific clarity in reporting [2,3].

Result 1: Information-Provision Technologies and the
Disturbing-Thought Domain of OCD
Across interviews, participants described information-providing
technologies as implicated in the emergence and reinforcement

of symptoms within the disturbing thought-based domain of
OCD. These technologies, which range from social media and
search engines to health portals and messaging apps, triggered
intrusive, ego-dystonic thoughts, while also enabling compulsive
behaviors such as checking, reassurance-seeking, and mental
review.

Many participants emphasized the role of unsolicited and
algorithm-driven content in triggering disturbing-thought
symptoms. These triggers were often delivered unexpectedly
via video thumbnails, pop-up ads, or headlines, bypassing user
intention and presenting emotionally charged or ambiguous
material. This dynamic was especially distressing for individuals
with harm, health, or moral scrupulosity themes:

It just pops up on your page. It can be very
triggering….I started getting videos of this one
specific food that I really like… This patient that was
eating this food a lot developed fatty liver disease and
my OCD brain was like, ‘oh no’… I’ve been spending
hours every day since seeing that, you know,
researching correct dietary choices, researching
health. [P3]

The above quote also highlights the role of
information-providing technology in inducing compulsive
checking or reviewing to gain certainty or reassurance in
response to obsessional distress. In our data, obsessional distress
was related to intrusive fears of past wrongdoing, undiagnosed
illness, or social harm. Commonly implicated platforms used
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for checking or reviewing included search engines, social media
timelines, court databases, and health information portals:

I will get on my phone…look on social media for like
dates and look up people and you know, think that I
hurt this person or did I do this? Did I do that?…I’ll
look my name up on the sex offender registry and I’ll
be like, oh no, you know, am I on here?…all that
information being out there just makes me want to
search and search more. [P2]

Technologies that allowed participants to upload information
for others to interact with produced similar patterns in both
triggering disturbing-thought obsessions and enabling
compulsions. Written communication platforms such as email
and messaging apps were particularly salient for participants
with social or moral scrupulosity, a subtype of
disturbing-thought OCD. Participants reported that the
informational permanence of these technologies often led to
obsessive worries about their perception by others, including
harm, misunderstanding, or being morally inappropriate.
Participants then described compulsively reviewing sent
messages, analyzing others’ tone, and fearing reputational or
ethical harm:

Yes. I had, I guess I had some OCD or some anxiety
anyway about the Teams chat at work that we use for
workplace communication…I would go back and
check to see…could this be taken [as] inappropriate
by this person? And I'll, you know, check, check a few
times. [P1]

Participants who used information-providing technology
compulsively often acknowledged that the boundaries between
reassurance-seeking, educational inquiry, and compulsive
overuse are often opaque:

I just compulsively look up health care information…I
think initially like all compulsions, when they’re
carried out, it provides some reassurance, although
that’s not always healthy. [P1]

In some cases, participants reported that an
obsession-compulsion cycle would subside once they
encountered information that felt sufficiently reassuring.
However, the threshold for what constituted a “sufficient” or
trustworthy source varied across individuals. Both participants
P8 and P9 described using search engines to manage
health-related obsessions but differed in their sense of
reassurance from the information they found:

So, I guess just try to, like, put it out of my mind until
I can actually talk with someone from the office. So
just, like, distract myself, or I’ll find something on the
internet that will maybe explain it, if I feel like it, is
the answer. But usually I’m never like. Usually I’m
never satisfied, because, like different websites can
say different things. So I mean, that can sometimes
work like, if I feel like, okay, I have a reliable website,
and you know it says this. Then I’ll feel like I found,
you know I have the answer or the explanation to it.
[P8]

So like, some websites are more trusted than
others…But again…I have trust issues deep down.
And so the information I’m getting, I don’t feel
confident in even though I go to town. As soon as I
see it, I kind of feel better because, you know, it
answers my question. Like I just got a question
answered, which is an anxiety, like to not know…Then
it’s like, I need to keep going and look, look, look,
look. And I go to multiple different lengths. So I guess
there’s really not a point where I feel confident in it.
And because the point is that my brain goes into more
and more and more possibilities…And then I end up
just having a bunch of different things that could be
wrong with me. Um, and then I message my doctor
and…that’s pretty much how that goes. [P9]

The duality of relief and exacerbation that informational
technologies evoke was complex and individualized. The type
of clarifying or validating information was also varied and
included peer connection, digital monitoring, and access to
authoritative sources. Another nuanced experience of
participants regarded their deliberate limiting or avoidance of
technology platforms perceived as triggering. For some, this
involved active efforts to reduce exposure to social media or
other content-driven apps:

Yeah, social media, like, I have Instagram, kind of
only of the social medias, and it’s a constant fight. I
try to use it as little as I can, down to like, I delete the
app every few days…That interacts for sure with my
OCD. [P7]

However, participants also reflected on the complexity of
avoidance itself. While reducing exposure to distressing content
was sometimes framed as protective, others were careful to
distinguish between harmful avoidance (which can reinforce
OCD) and what they considered healthy boundary-setting:

I guess if we want to talk about media… I try to avoid
the amount. And I shouldn’t really say ‘avoid,’ I
guess, ’cause that makes it sound like
counterproductive avoidance, but more like a
self-care kind of avoidance, if you will…I will kind
of doom spiral and ruminate and obsess about things
like that if I focus on it too much…I just wanted to
clarify, not be counterproductive. As we all know,
like, avoiding things to heal your OCD doesn’t work.
That just makes it worse in the long run. So that’s
why I don’t mean like hiding away from it, I mean
just having my own healthy boundaries with things.
[P5]

Across both positive and cautionary accounts, participants
consistently emphasized how the structure and function of
information-providing technologies, whether through unsolicited
content or user-driven inquiry, directly shaped the
phenomenology of their disturbing-thought–based OCD
symptoms.
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Result 2: Gamified and Quantified Technologies in
Symmetry- and Disturbing-Thought–Based OCD
Several participants described how technologies that quantify
behavior or incorporate gamified features—such as streaks,
scores, and progress tracking—interacted with their OCD
symptoms. These interactions most commonly aligned with
symmetry- or NJR-based obsessions. In these cases, discomfort
was often triggered by an unbalanced number, an incomplete
goal, or an interrupted streak and was accompanied by a vague
but compelling internal sense that something was unresolved.
Several participants expressed this interaction with health and
fitness tracking apps:

Sometimes, you are too addicted to getting the perfect
[step count] scores…I need to achieve this target,
although you might have been drained out and tired
throughout the day. But you want to. You want that
number to be complete in order to just, like, tick off.
It feels like ticking off one of the checkboxes. [P13]

Participants frequently acknowledged that the distress did not
always stem from a clearly articulated fear or consequence.
Instead, their behaviors were driven by an ambiguous internal
pressure, with goals or numbers taking on a rigid symbolic
weight:

I would say I’m kind of obsessed with trying to have
at least the same or more number of steps every day…
I didn’t think about that, but that’s absolutely true…
So I have like, let’s say 10,000 or 11,000 steps a day
and when I see that it’s less, I’m like, oh, no, you
know, I need to go for a walk and just go get some
groceries just to make it even neater…I check it very
often… so that gives me some anxiety probably you
know internally…I can’t figure out, I mean, the
thoughts behind that, like the obsession… [P15]

The automatic provision of a step count number to the user both
initiates distress and enables individuals to perform checking
compulsions. This highlights the ambiguity often described by
participants in relation to NJR feelings with a fixation on
numbers and achievements. One participant powerfully captured
how app-based gamification and quantification intersected with
OCD perfectionism in a way that borders on overwhelming:

Anytime when there’s a streak, like you’ve meditated
9 times in a row, or like the way the apps are kind of
gamified. The worst for this is Duolingo…just to give
an example where it’s like, you have all the cauldrons
of stars and bonuses and streaks, and to me, that adds
a layer of gamification and stress and numbers and
scoring. And related to my OCD perfectionism, that’s
not as constructive to me…I would say it
interacts…when it seems to be a thing I can pass and
fail at. Particularly because there are numbers
involved and or a kind of like, gamified system…when
it feels like that kind of contest…It makes it more
complicated. [P7]

While symmetry-related themes were most common in response
to these technologies, some participants described gamified or
quantified features as triggering distress related to

disturbing-thought–based obsessions. In these cases, the
compulsion was not driven by a need for balance or completion,
but rather by intrusive fears about consequences if the behavior
was not completed:

I used the Headspace app to just…calm the
thoughts…, but it ironically turned into kind of an
OCD pattern where I felt like I couldn’t not do the
Headspace thing…I remember I had like a 130-day
streak, which is great. But I realized that there were
some days where I didn’t want to do it…[My OCD]
kind of left me in a pattern where it was like, you need
to do it, or you’re gonna fall back, or you’re gonna
retreat to your old self…The first therapist I met with
was the one who kind of helped me be like, it’s okay
if you miss a day or two—like, the world’s not gonna
end. [P14]

This development of intrusive fears and compulsive use of a
mental health app underscores both the seemingly innocuous
sources of symptom onset and the dual potential of mental health
technologies to be either helpful or harmful, depending on how
they interact with a user’s symptom profile.

Some participants note that there are qualities of quantification
technology that exacerbate obsessive-compulsive
symptomatology in ways that nondigital alternatives might not:

MyFitnessPal was the one where I realized, okay, I
need to stop using this…everything I ate, I had to put
in. I spent a bunch of time making sure I found as
accurate as possible of a submission for what I ate
that day…because if you’re just journaling, you’re
not going to see your progress towards this [amount
of calories], like if you’ve gone over by this
amount…So it was just very automatic and specific.
And I think that’s kind of what led to it. Versus if I
was journaling, I don’t think I would have been as
likely to be tracking it so tight. [P11]

I can find myself like, really obsessed with my reading
speed and the percentage that I finish a book. So, you
can track both your reading speed and the percentage
that you finish a book on Kindle versus, you know,
paper, and I can find myself feeling stressed or, like,
feeling unable to do anything else unless I complete
my reading goal. Like, I make my reading goal to
reach like 5% of book, for example. And I feel like I
cannot stop reading until that’s done and that’s only
on kindle. It’s such a quantified thing. [P4]

Together, these accounts illustrate how features like
quantification, gamification, and automated feedback can
interact with both symmetry-based and disturbing-thought-based
OCD symptoms, transforming everyday technologies into
sources of obsessional triggers and compulsive pressure.

Result 3: Notifications and the Urge to Clear, Know,
and Control
Participants frequently described notifications as a trigger for
compulsive interactions that spanned both NJR- and
disturbing-thought–based OCD experiences. Participants
described two distinct ways notifications interacted with OCD
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symptoms. For some, notifications triggered a need for visual
or numerical resolution such as clearing unread counts to zero
or removing banners that disrupted the screen, which aligned
with NJR experiences. For others, notifications provoked
disturbing-thought–related fears about neglecting responsibilities
or missing important information, reinforcing compulsive
checking behaviors.

For participants whose distress aligned with symmetry-based
experiences, notifications disrupted a visual or emotional sense
of order:

I also have to make sure all the notification numbers
on the apps are cleared every time I check it…my
wallpaper is a graduation photo with my parents. If
a notification pops up and covers my mom, I have to
remove it to make sure the important parts of the
photo are not covered. [P6]

I get really overwhelmed by my computer and my
phone and in relation to my work. It’s a space of like,
Slack messages that I’m obsessive about, and clearing
my inbox to 0 and, you know, checking my email again
and again… It becomes like interface [number] 13,
that I need to have like cleared and sort of dealt with.
[P7]

For this participant, the presence of notifications created a sense
of visual clutter or incompleteness that became intolerable,
prompting frequent checking and clearing rituals.

Other participants described notification-related distress that
aligned more closely with disturbing-thought–based OCD,
particularly around fears of neglecting responsibilities or missing
something socially or professionally important. The spontaneity
and unpredictability of notifications compounded the sense of
being overwhelmed.

I just feel a bit burdened about it. Oh, I have a lot of
notifications to clear, I need to catch up on, just so
that I’m informed. Oh, okay, all of these are there,
and I’ve read through them. So at least I have the
knowledge of what was in my notifications. [P10]

This compulsion of checking and clearing reflects a drive to
restore a sense of control by accounting for and resolving the
uncertainty that notifications generate.

Result 4: User Interfaces and Experiences of Ordering
and Overwhelm
Participants described how the interfaces of personal devices
frequently triggered obsessive-compulsive symptoms. Features
typically celebrated for enhancing usability, such as
customization, integration, and expansive functionality, were
often experienced as overwhelming or destabilizing. For
individuals with OCD, these features presented countless
opportunities to engage in compulsions related to control,
ordering, and avoidance, particularly when the interface felt
overly stimulating or difficult to contain. These experiences
aligned with both symmetry and disturbing-thought–based OCD
symptom domains.

For example, some participants described compulsive ordering
rituals related to app layout and usage patterns:

So, in my OCD, there’s a certain way I do things, like
there’s a certain way I wash my hands. So similarly
for social media, I have a certain order in which I
use the apps and a certain order and amount of time.
On every app there is a routine for it, like, for
example, Whenever I wake up, I'll first open
Instagram, then LinkedIn, then Handshake, then
maybe Snapchat. So, there is a particular order. [P10]

While certain participants engaged compulsively with interfaces
in ways that clearly aligned with symmetry-based symptoms,
such as imposing order, others described distress in response
to the layered, limitless nature of digital environments. These
experiences were characterized by feelings of cognitive overload
or a sense of losing control. However, the underlying sources
of this distress were more difficult to categorize. For some
participants, it appeared to reflect a symmetry-based desire for
structure, simplicity, or containment. A participant described
this experience while engaging with cloud-based storage
systems:

If it’s my file, it’s just abstract. It’s weirdly hard for
me how everything is virtual, just like not having that
order…I work with one organization where it’s all
through Google Drive. There are hundreds and
hundreds of sub folders…Getting lost in these online
labyrinths somehow overwhelms my OCD. I struggle
when I can’t, like, control. And maybe this speaks to
apps in terms of simplicity of interface for me. I think
that would be more soothing to my OCD, because it
wouldn't have that effect like, “this is a thing with like
10 subfolders, and so many different places to
explore”…Yeah, if there’s too much to it, it can be
overwhelming. [P7]

This sense of digital overload prompted some participants to
deliberately restrict the functionality of their devices or to seek
out simplified alternatives. The goal was not merely to reduce
screen time, but to avoid the sense of overstimulation caused
especially by vast integration of technology. A participant
reflected on the difference between two wearable devices,
seemingly driven by a disturbing-thought fear such as missing
important information or falling behind:

There’s so many different ways to reach me. So that
is something that I get very, internally stressed and
overwhelmed with…That’s one of my main symptoms,
is that feeling of always having to catch up and keep
up with all the side conversations [on my phone]…The
Apple watch reflected my computer, my phone,
everything, on my wrist, which was just too much for
me. I find the Fitbit to be less invasive because I
haven’t fully integrated my whole phone into it. I
really enjoy the Fitbit for the limited functions that
I’ve got on it right now. I know that it has more
capabilities, but I like that I haven’t turned those on.
[P12]

Across interviews, participants described how the boundless,
integrated nature of digital interfaces transformed their devices
into overwhelming, even invasive, objects. Abundance itself
became a source of distress as the increasing complexity and
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functionality of user interfaces created countless opportunities
for engagement that could both facilitate compulsions and
trigger anxiety. For some, these technologies reinforced ordering
or avoidance rituals; for others, they produced a chaotic sense
of overstimulation and loss of control. Several individuals noted
limiting or simplifying device functions as a self-protective
strategy to reduce compulsive urges and restore a sense of
control.

Discussion

Principal Findings
Our findings show that everyday technologies shape the
expression, maintenance, and phenomenology of OCD in ways
that are both domain-specific and cross-cutting.
Information-providing technologies often amplified
disturbing-thought symptoms by delivering unexpected or
ambiguous content and by enabling compulsive
reassurance-seeking, checking, and mental reviewing.
Participants described a fluid boundary between appropriate
information gathering and compulsive overuse, noting that
algorithmic content, the permanence of written communication,
and the abundance of online information all contributed to
escalating cycles of uncertainty and distress.

Gamified and quantified technologies interacted with symmetry-
and NJR-based symptoms by attaching symbolic weight to
numbers, streaks, and completion metrics. These features
provoked both an internal drive for balance or perfection and,
in some cases, intrusive fears about the consequences of
breaking a streak. Participants described how automatic
feedback loops transformed neutral metrics into triggers for
compulsive behavior.

Across symptom domains, notifications acted as potent cues
for urges to clear, control, and know. Some participants
experienced notifications as visual disorders that required
resolution, while others felt compelled to check notifications
out of fear they might overlook or miss essential information.
These experiences were reflective of both symmetry-based
obsessions and disturbing-thought-based obsessions.

Finally, the structure of the user interface itself emerged as a
significant source of OCD-related distress. Highly integrated
or complex digital environments elicited compulsive ordering,
avoidance, or feelings of cognitive overload. Many participants
sought simplified devices, simplified digital environments, or
limited device functionality to regain a sense of control and
reduce compulsions.

Together, these results illustrate how contemporary technologies
deliver content and structure interactions in ways that directly
shape OCD phenomenology. The design of digital environments,
including informational density, automated feedback systems,
and levels of integration across platforms, creates conditions in
which obsessions can be triggered and compulsions reinforced.
These findings point to technology as an active context in which
OCD symptoms unfold, rather than a neutral backdrop. This
perspective helps clarify why existing research has only begun
to capture the breadth and nuance of these experiences, and it

provides a foundation for situating our results within the
emerging literature.

Previous Research
There is a relative dearth of literature exploring stakeholder
perspectives on how OCD interacts with technology, both as a
mental health disorder and a lived experience. Previous work
has highlighted how symptoms could manifest in the digital
realm, including intrusive worries about posting offensive
content to the Internet or social media, with associated
compulsive checking, screen capture, and reassurance seeking
[9]. Expert opinion now suggests assessing for “digital
obsessions and compulsions,” when evaluating patients with
OCD [8]. A number of studies that used technology in the
assessment and treatment of OCD also asked participants about
their experiences using this technology; however, this
information was not collected systematically and remained
broadly focused on acceptability and tolerability [19-21].
Finally, one study explored experiences with online peer-support
communities in individuals with OCD; thematic analysis
revealed factors such as social comparison and misinformation
as contributing to negative experiences [22].

This study sought to explore how individuals with OCD perceive
and navigate their interactions with modern technology. Notably,
neither our interview guide nor codebook was structured to map
onto formal OCD dimensions such as those delineated by the
Yale-Brown Obsessive Compulsive Scale Symptom Checklist
[23]. Yet, clear and consistent patterns emerged that aligned
with established symptom clusters, most notably the
disturbing-thought (eg, harm, sexual, religious, and moral
scrupulosity) and NJR domains. Participants described
experiences that mirrored clinical subtypes, underscoring the
validity of these dimensions and the extent to which they shape
real-world behavior, including digital behavior.

Interestingly, symptoms in the domains of cleanliness,
contamination, and excessive or ritualized washing or grooming
were less prominent in our data. This absence may reflect that
contamination concerns often center on physical contact with
contaminants and health-related concerns generally have a focus
on the physical body. However, mental contamination is a
recognized phenomenon in OCD and shares features with
contact contamination symptoms and symmetry and
incompleteness symptoms [24]. While this was not present in
our data, interactions between technology and mental
contamination should be considered for further exploration.
Finally, our findings complicate assumptions that certain
domains are purely physical. For example, other studies have
found that digital clutter can provoke similar emotional distress
and difficulty discarding as does physical hoarding [25].

Below, we elaborate on the implications of these findings for
4 key stakeholder groups: patients, clinicians, technology
developers, and researchers.

Implications for Patients
Technology can serve as an important source of community, a
method for accessing educational and treatment resources, and
an approach to monitoring symptoms for individuals with OCD.
However, these same tools can exacerbate symptoms and
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complicate treatment. Patients may benefit from intentionally
monitoring how digital tools affect their emotional state and
symptom patterns over time. We recommend that individuals
reflect on the distinction between purposeful use of technology
and patterns of behavior that drift into compulsive checking,
reassurance seeking, or overmonitoring.

In practical terms, this may involve setting time- or
context-based limits, pausing engagement with certain platforms
during periods of heightened vulnerability, or discussing
emerging online behaviors with a therapist to identify early
signs of compulsive use. Patients should also be mindful that
customization features, achievement systems, and constant
access to information can shift from motivating to destabilizing
without clear warning. We suggest open and ongoing discussions
between patients and their treating clinicians regarding
technology in daily life and OCD treatment.

We suggest framing technology not as inherently helpful or
harmful, but as a continuum of use that can shift depending on
symptom severity, emotional needs, and the design of specific
platforms. Approaching digital engagement with this flexible,
self-reflective mindset may help patients cultivate healthier,
more sustainable relationships with the technologies that shape
their daily lives.

Implications for Clinicians
For clinicians, assessment of OCD symptomatology is important,
and we concur with previous studies that recommend explicit
evaluation for digital behaviors [8]. This can be achieved by
adding targeted questions (eg, “Do you feel compelled to check,
post, or search online to relieve distress, even when it interferes
with your life?”) or by supplementing existing measures with
a brief checklist addressing technology-related compulsions,
such as repetitive searching, reassurance-seeking, or monitoring
notifications. Because current instruments do not systematically
probe for these behaviors, clinicians should remain attentive to
technology use that functions as a compulsion. It also remains
unclear what proportion of OCD symptoms can be attributed
uniquely to digital compulsions, and future studies should
quantify this domain to inform updates of assessment tools.

With regard to treatment, clinicians should incorporate
psychoeducation about how app design, social media features,
or online communities can inadvertently reinforce
obsessive-compulsive cycles. We suggest clinicians provide
concrete examples to patients: streaks and push notifications
can induce checking behaviors, social media can reinforce
negative stereotypes and foster misinformation, and user
interfaces can lead to a feeling of digital overwhelm. These
examples can help patients recognize their own experiences and
better understand these processes as environmental triggers
rather than personal failings. Clinicians might also help patients
identify strategies for more adaptive engagement, such as
disabling notifications, setting time limits, or designating
“offline” periods.

Cognitive-behavioral strategies, particularly exposure and
response prevention, can be readily adapted to digital contexts.
For instance, therapists might collaborate with patients to create
graded exposure hierarchies that include delaying responses to

notifications, resisting the urge to refresh a feed, or intentionally
interrupting a streak or posting schedule. These exercises can
be integrated into therapy sessions or assigned as structured
homework.

Finally, clinicians should maintain flexibility as technology
evolves. Integrating a brief review of digital behaviors into
routine follow-up visits can help identify emerging risks, prevent
relapse, and reinforce adaptive digital habits. Tracking these
observations in deidentified case notes may also contribute
valuable data for refining diagnostic instruments and treatment
protocols.

Implications for Technology Developers
Our findings raise important considerations for those who design
and develop digital platforms. Many features intended to
enhance engagement, such as algorithmic personalization,
goal-setting interfaces, streak counters, and push notifications,
were described by participants as direct triggers of OCD
symptoms.

Rather than removing these features entirely, developers could
implement optional design accommodations that give users
greater control over their interaction patterns. For example,
adjustable interface settings could allow users to disable streak
counters, hide quantified feedback (eg, progress bars and daily
goals), or consolidate notifications into scheduled digests.
Content algorithms might include transparency dashboards
where users can view or modify personalization parameters,
thereby increasing predictability and reducing uncertainty-driven
compulsions. Similarly, introducing a “low-stimulation” or
“minimal-feedback” mode could help reduce inadvertent
reinforcement of repetitive checking behaviors.

An “OCD-friendly” design, in this context, would prioritize
user autonomy, predictability, and control over feedback loops
that otherwise promote compulsive engagement. These
accommodations could be incorporated without removing core
functionality but by expanding the range of interaction options
available to all users.

Finally, the mental health technology sector, particularly apps
targeting wellness, mindfulness, or productivity, could benefit
from evaluating whether their engagement metrics inadvertently
reinforce obsessive-compulsive symptom cycles. Collaborating
with clinicians, behavioral scientists, and individuals with lived
experience of OCD could help establish design standards that
promote sustained engagement without exacerbating compulsive
behaviors.

Implications for Researchers
This study opens several avenues for future research. There is
a clear need to develop and validate new measurement tools
that specifically assess the intersection of OCD symptoms and
technology use. These tools could help clinicians differentiate
between typical digital habits and pathological compulsions,
especially in younger or digitally native populations.

Future studies might also explore how different OCD subtypes
respond to specific forms of technology in more controlled,
quantitative settings. For example, are individuals with NJR
symptoms more sensitive to gamified or goal-based interfaces
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than those with contamination concerns? Are certain design
features (eg, infinite scroll and intermittent rewards) more
strongly associated with symptom exacerbation in OCD than
in other clinical populations?

Finally, longitudinal studies can address several outstanding
questions. First, for individuals with a diagnosis of OCD, what
is the time course and progression of technology-related
symptoms? Cohort studies of individuals with OCD that include
careful assessment for this symptom domain could improve our
understanding of the evolution of technology-related obsessions
and compulsions. Relatedly, our results demonstrate positive
and negative aspects of technology use in adults with OCD;
understanding how, and over what period, a neutral or beneficial
use of technology transitions into problematic or compulsive
use can aid in assessment and evaluation in clinical settings, as
well as inform technology design. Finally, tracking technology
use in the general population and monitoring for transition to
compulsive use could help in identifying specific aspects of the
technology and person that may predispose them to these
behaviors. Studies in this domain could also assess for
conversion to meeting formal OCD diagnostic criteria and
evaluate progression of broader OCD symptoms in this
population. Overall, understanding these dynamics will be
essential as technology continues to evolve and embed itself
more deeply into everyday life.

Limitations
This study has several limitations that should be considered
when interpreting its findings. First, the demographics of our
participants skewed young and were geographically concentrated
in California. The median age of participants was 26.2 (range
20.1‐63.6) years, 14 of the 24 participants resided in California,
and 10 participants resided in other states. This geographic
concentration likely reflects our recruitment strategies. Seven
participants were drawn from other studies conducted at the
University of Southern California that required in-person
participation in Los Angeles. Additional participants were
recruited online through local and national chapters of OCD
advocacy organizations. The relatively young age of our sample
may, in part, reflect these online recruitment strategies, as
previous research has shown that younger adults spend more
time online than older adults [26]. Other studies using online
recruitment methods have also reported similarly young average
participant ages [27-29]. The convenience sampling strategy
we used may have contributed to this demographic profile.
Regardless of the age profile and geographic distribution of our
sample, qualitative research is designed to explore experiences,
perspectives, and contexts in depth, rather than to produce
findings that are statistically generalizable to a larger population.
Its value lies in uncovering rich, detailed insights and generating
understanding of complex phenomena, which can then inform
theory, practice, or further research.

Second, our participant sample needed a baseline level of
technological fluency. All participants were able to access digital
recruitment materials, use Zoom for interviews, and speak
fluently about their technology use. As a result, the findings
may not fully capture the experiences of individuals with lower
digital literacy, limited access to technology, or differing

generational relationships with digital tools. Individuals for
whom technology is so distressing that they cannot consistently
use the internet or Zoom would also not be captured in our
study.

Additionally, while participants self-identified as having a
diagnosis of OCD, we did not conduct formal clinical
assessments or structured diagnostic interviews to confirm a
diagnosis of OCD or assess specific symptom subtypes. As
such, some participant narratives may reflect overlapping
symptomatology with related conditions, such as generalized
anxiety. However, the use of self-reported diagnosis is an
established approach in qualitative mental health research, where
the analytic focus is on lived experience, identity, and
help-seeking rather than diagnostic validation. Qualitative
studies routinely use a self-reported mental health diagnosis as
an inclusion criterion for participation, with these diagnoses
ranging from OCD to depression to bipolar disorder [30-33].
In line with these precedents, our sampling strategy is
appropriate for experiential inquiry, while still requiring cautious
interpretation regarding the boundaries between OCD and
overlapping or comorbid forms of distress. Additionally,
research personnel reviewed transcripts for content consistent
with obsessive and compulsive behaviors.

Our analysis was guided by a constructivist grounded theory
approach, and results reflect the perspectives and interpretive
lens of a research team composed primarily of nonclinicians.
While this multidisciplinary team allowed for rich interpretive
dialog, the extrapolation of findings was based on analytic
interpretation that considered the existing literature on OCD
but did not rely on a structured, validated metric. Specifically,
aligning participant accounts with disturbing-thought–based or
symmetry-based domains was an interpretive process shaped
by reflexivity of researchers. Additionally, apparent ambiguity
in the data may reflect other barriers to participant disclosure,
such as limited insight or the stigmatization of OCD symptoms,
rather than the absence of an experience.

Despite these limitations, the study provides novel insights into
how individuals with OCD perceive and engage with technology
and offers a foundation for future research to more
systematically examine these dynamics.

Conclusions
This study highlights how digital technologies can both trigger
and sustain OCD symptom patterns. Participants’ accounts
reveal that the design of these systems often mirrors OCD’s
own dynamics of uncertainty, reassurance-seeking, and control,
blurring the boundary between pathology and platform.
Clinically, these findings underscore the importance of assessing
technology use as part of symptom formulation and helping
patients develop strategies for intentional, rather than
compulsive engagement. For designers and digital health
developers, we highlight the need for interfaces that minimize
reinforcement of compulsive behaviors and allow for user
control over triggering features. More broadly, understanding
OCD within its technological context reframes it as a disorder
increasingly expressed through the architectures of modern
attention, emphasizing the shared responsibility of clinicians,
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researchers, and technologists in shaping environments that support, rather than exploit, cognitive vulnerability.
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Abstract

Background: Nonadherence to antipsychotic medication remains one of the most substantial challenges in the management of
schizophrenia, contributing to relapse, rehospitalization, and functional decline. Although psychoeducational interventions are a
key intervention for relapse prevention, traditional formats often lack interactivity and cultural resonance, thereby limiting
engagement and sustained impact. Digital health innovations offer an opportunity to improve both treatment adherence and user
experience, but evidence in schizophrenia populations remains limited.

Objective: This study aimed to evaluate the usage patterns, usability, and effectiveness of a narrative-based psychoeducational
digital intervention designed to enhance medication adherence among individuals with schizophrenia in the maintenance phase.
By employing a mixed methods design, the study integrated quantitative measures of adherence and functioning with qualitative
insights into participants’ experiences and perceptions.

Methods: A 6-month parallel mixed methods randomized controlled trial was conducted in community mental health settings
in Shanghai. Seventy individuals with schizophrenia in a stable phase were randomly assigned (1:1) to the intervention group,
which received the digital narrative-based psychoeducation application (Healing Town) in addition to routine community care,
or to the control group, which received routine community rehabilitation only. Quantitative evaluation focused on medication
adherence, drug attitude, social functioning, and psychiatric symptoms. In parallel, qualitative data were collected through
semistructured interviews with patients, caregivers, and clinicians to examine intervention usage, usability, engagement, and
perceived impact.

Results: Seventy participants (mean age 44.2, SD 8.057 y; 61% male) were enrolled, and 69 (98.6%) completed the 6-month
trial, with one dropout during the intervention period. At 6 months, the intervention group showed significantly higher medication
adherence (mean difference 1.27, 95% CI 0.30‐2.24; P=.02) and more positive drug attitudes (mean difference 3.41, 95% CI
1.18‐5.65; P=.002) compared with controls. Improvements in social functioning were significant within the intervention group
(P=.03) but not between groups. No significant group differences were observed in psychiatric symptoms. Qualitative findings
identified three overarching themes: (1) adherence and usability—patients reported enhanced treatment knowledge, confidence,
and motivation, though some described challenges with feedback tone and pacing; (2) experiences and attitudes—users valued
cultural relevance, immersive narratives, and gamified elements but noted occasional overstimulation; and (3) expectations and
recommendations—participants expressed demand for personalized features, reminders, and dynamic content to sustain engagement.

Conclusions: This mixed methods study provides preliminary evidence that a narrative-based digital psychoeducational
intervention may enhance medication adherence and attitudes toward medication among individuals with schizophrenia in the
maintenance phase, while being perceived as engaging, usable, and culturally relevant. Furthermore, the qualitative findings
suggest that supportive feedback, adaptive difficulty, and personalized features may enhance user motivation and optimize future
scalability. Overall, this narrative-based digital psychoeducation represents a promising and potentially cost-effective approach
to supporting community-based psychiatric rehabilitation, meriting further longitudinal and multisite investigation.

Trial Registration: ClinicalTrials.gov NCT06175559; https://clinicaltrials.gov/study/NCT06175559

(J Med Internet Res 2026;28:e59175)   doi:10.2196/59175
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Introduction

Schizophrenia is a chronic and severe mental disorder
characterized by pervasive impairments in cognition, emotion,
perception, and social functioning. Long-term use of
antipsychotic medication is typically required to manage
symptoms, prevent relapse, and reduce the risk of hospitalization
[1-3]. However, despite advances in pharmacological treatments,
approximately 50% of outpatients experience suboptimal
medication adherence, which contributes to symptom
exacerbation, frequent hospitalizations, and an elevated risk of
suicide [4-6]. Improving adherence is not only critical for
therapeutic success but also essential for enhancing long-term
functional outcomes and quality of life [7].

Patients’ subjective understanding of their illness and treatment
plays a pivotal role in medication-taking behavior.
Misconceptions about drug efficacy or side effects, limited
coping strategies, and insufficient illness insight may all
diminish motivation to adhere to prescribed regimens.
Psychoeducation, a core intervention aimed at enhancing illness
awareness and promoting adherence, has been widely
implemented in schizophrenia care. It has demonstrated
effectiveness in supporting symptom recognition,
self-management, and functional recovery. Nevertheless,
traditional psychoeducation programs often rely heavily on
didactic instruction and lack interactivity, making them less
suited for individuals who may experience impairments in
attention, memory, and metacognition [8]. Moreover, impaired
insight—often associated with prefrontal dysfunction—can lead
to resistance toward biomedical explanations, especially when
these conflict with patients’ personal experiences or cultural
beliefs [9,10].

In recent years, digital psychoeducation has shown great promise
in enhancing treatment adherence among individuals with mental
health conditions. Its advantages lie in offering highly
interactive, contextualized, and personalized feedback. By
integrating cognitive-behavioral strategies, gamified elements,
and multimedia delivery, digital interventions have improved
the accessibility of health information while enhancing user
engagement and behavioral follow-through [11-13]. A
particularly promising development is the emergence of
narrative-based digital psychoeducation, which has demonstrated
unique potential in reshaping health beliefs, eliciting emotional
resonance, and strengthening treatment motivation [14]. Rooted
in narrative psychology, this approach emphasizes that when
individuals engage emotionally and cognitively in realistic,
emotionally rich scenarios and characters, their beliefs about
health, attitudes toward illness, and behavioral intentions can
be reconstructed through simulated experience and observational
learning [15]. Narrative interventions have shown encouraging
outcomes in other areas of health education, particularly in
sustaining behavior change over time [16].

Although some recent interventions targeting individuals with
schizophrenia have begun to incorporate immersive, graphical

narratives to enhance engagement and comprehension, this area
of research remains in its early stages [17]. As Keats once
suggested, narrative analysis should integrate spoken, written,
and visual modalities to enable multidimensional expressions
of complex psychological experiences [18]. However, many
existing digital interventions still emphasize information
delivery and sensory presentation, with limited attention to how
patients construct meaning, express themselves, or reshape their
attitudes toward treatment through narrative. This lack of
integration between narrative structures and individual
psychological mechanisms may undermine the effectiveness of
such interventions in fostering motivation and medication
adherence. In the context of long-term schizophrenia
management, medication adherence is not only a key predictor
of relapse and prognosis but also a reflection of the individual’s
cognitive, emotional, and attitudinal engagement with treatment.
Therefore, conventional educational strategies alone may fall
short in activating patients’ intrinsic motivation and participatory
engagement.

To address this gap, we developed an interactive, narrative-based
digital application and conducted a 6-month randomized
controlled trial (RCT) combined with qualitative interviews.
Using a mixed methods design, we integrated quantitative and
qualitative findings to evaluate the usability and user experience
of the narrative-based digital psychoeducational application
among individuals with schizophrenia in the maintenance phase.
In addition, we examined how these user-centered outcomes
were related to key 6-month end points, including medication
adherence, social functioning, and clinical symptoms.

Methods

Study Design
A mixed methods approach was adopted in this study [19,20]
following the ethical guidelines for human research outlined by
the American Psychological Association [21].

In January 2023, five experienced psychiatrists contributed to
the story script design, while three individuals with
schizophrenia evaluated the visual style. After finalizing the
script and visuals, the project moved to the application
development phase.

Participants were recruited after providing written informed
consent and screened for eligibility. Potential participants were
identified through the Shanghai Mental Health Information
Management System. Community psychiatrists screened eligible
individuals and provided study information during routine
follow-up visits. Those who expressed interest were
subsequently contacted by research staff, who obtained written
informed consent. The primary intervention phase was
conducted between March 2024 and October 2024, lasting 6
months in total. During this period, participants attended five
supervised in-person sessions each week, in which they
completed the narrative-based psychoeducation program under
therapist guidance (Figure 1). Baseline and postintervention
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assessments were conducted. At baseline, participants completed
demographic surveys and medication adherence scales. All
participants were trained to use the application developed by
the research team. The same assessments were repeated at
subsequent time points. After the intervention, structured

interviews were conducted using standardized procedures. These
included think-aloud protocols and semistructured interviews,
with responses recorded and later digitized. Audio recordings
were made for further analysis.

Figure 1. Study design of the mixed methods study to evaluate a narrative-based psychoeducational digital intervention. QUAL: qualitative; QUANT:
quantitative.

The quantitative component of this study was derived from a
previously conducted parallel, two-arm RCT in Shanghai,
implemented in accordance with the CONSORT (Consolidated
Standards of Reporting Trials; Checklist 1) guidelines [22].
Participants were randomly assigned in a 1:1 ratio to either a
community-based usual care group or a digital
psychoeducational intervention group, with a 6-month
intervention period. The usual care group received standard
public health services, including regular home visits,
participation in community mental health center rehabilitation
programs, and education on maintaining medication adherence.
In addition to these services, the intervention group participated
in 5 weekly sessions of the narrative-based digital
psychoeducation, each lasting 15 to 20 minutes. Each
intervention site was staffed with one to two mental health
professionals whose role was limited to resolving technical
issues with the devices.

Following the 6-month quantitative assessment, a qualitative
study was conducted in the intervention group. Semistructured
interviews were carried out with all 35 users of the
narrative-based digital psychoeducational intervention and 5
mental health professionals (with expertise spanning psychology,
public health management, and nursing), ensuring that thematic
saturation was achieved. Interviews took place between October
2024 and November 2024, conducted face-to-face in community
mental health centers, and lasted an average of 15 minutes. All
interviews were audio-recorded with consent, transcribed
verbatim, deidentified prior to analysis, and guided by an
interview protocol developed based on prior literature and expert

consultation. The guide focused on usability, acceptability, user
engagement, barriers and facilitators, as well as perceived
impacts on medication-related behaviors.

Participant Recruitment
The study recruited individuals registered in Shanghai’s
community mental health system who had been diagnosed with
schizophrenia and were receiving maintenance medication. The
trial was conducted across 7 community rehabilitation centers
administered by the Shanghai Mental Health Center. Shanghai
has been recognized as a national leader in the management of
schizophrenia, and digital technologies are increasingly being
integrated into community-based services to support patient
rehabilitation. Eligible participants were formally enrolled after
providing written informed consent.

Stable-phase schizophrenia patients were selected as participants
by psychiatrists from the Shanghai Mental Health Center.
Trained psychiatrists conducted prospective monthly
assessments of schizophrenia patients using the Positive and
Negative Syndrome Scale (PANSS), with an evaluation period
of at least 1 year. Patients were considered to have a stable
condition if their total PANSS score did not change by more
than 3 points and if there had been no changes in their
medication treatment for at least 6 months prior to the
neuropsychological assessment [23]. The inclusion and
exclusion criteria are summarized in Table 1.

Participants were further required to be in a clinically stable
phase, as determined by their PANSS scores.
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Table . Inclusion and exclusion criteria for participant recruitment.

Exclusion criteriaInclusion criteriaDomain

Registration and diagnosis •• Planning to relocate outside of ShanghaiRegistered in the Shanghai Mental Health
Information Management System • Presence of severe physical illness or organ-

ic brain disease• Diagnosed with schizophrenia according to
the International Classification of Diseases,
10th Revision and determined to be in a

clinically stable phase based on PANSSa

assessment

• Comorbid with other psychotic disorders

Demographics and capacity •• Participation in any intervention or treat-
ment other than medication or basic public
health services in the past 6 mo

Aged 18‐60 y, with at least primary school
education

• Normal or corrected-to-normal vision and
hearing

• Ownership of and ability to independently
operate a smartphone or other electronic
device

—bTreatment status • Receiving maintenance treatment with sec-
ond-generation antipsychotics.

—Consent • Participant or family member provided in-
formed consent and signed the consent
form.

aPANSS: Positive and Negative Syndrome Scale.
bNot available.

Sample Size Calculation
Sample size was calculated using G*Power 3.1 with a 2-tailed
independent samples t test. Medication adherence scores were
designated as the primary outcome measure. Based on a
literature review and pilot study results, the expected
between-group mean difference with a pooled SD was 0.78
(0.93), yielding an estimated effect size of approximately 0.83.
With a significance level of α=.05 and a statistical power of
90%, the required minimum sample size was calculated to be
31 participants per group. Accounting for a 1:1 randomization
ratio and a 20% dropout or loss to follow-up rate, the study
required at least 76 participants (38 per group). Proportional
sampling was conducted across districts based on the number
of individuals with schizophrenia in each district.

Randomization, Allocation Concealment, and Blinding
After providing informed consent, participants were randomly
assigned in a 1:1 ratio to the community-based routine
rehabilitation group or the digital psychoeducation intervention
group using a computer-generated random number table.
Randomization ensured that baseline characteristics were evenly
distributed between groups. These assessments aimed to evaluate
the effectiveness of digital psychoeducation interventions in
improving medication adherence and other health outcomes.

Intervention

Application Introduction
This study developed a graphic narrative-based digital
psychoeducation application that integrates core concepts from
narrative psychology and cognitive-behavioral theory. The
intervention aims to enhance medication adherence and

treatment motivation among individuals living with
chronic-phase schizophrenia. Technologically, the application
is grounded in interactive graphics, storyline-driven engagement,
and behavioral tracking. It consists of three core modules:
narrative storylines, cognitive training games, and
self-monitoring logs. The intervention is set within fictional yet
realistic life scenarios, allowing for high ecological validity.
All user interactions—including choice selections, response
times, and behavioral paths—are recorded in real time on the
backend for subsequent behavioral analysis and feedback
generation. The narrative pathways are dynamically open-ended,
meaning that different choices lead to varying outcomes, thereby
enhancing immersion and personalization (Multimedia Appendix
1).

Narrative Storytelling Psychoeducation
The narrative module is informed by the foundational principle
of narrative psychology: individuals construct meaning, integrate
experiences, and facilitate behavioral change through storytelling
[24]. The application adopts a fictional framework wherein a
“nonclinical character supports an individual experiencing
schizophrenia,” inviting users to engage in role-playing from a
third-person perspective. Users observe the story’s protagonist
and assist them in making treatment-related decisions [25].
Although users are not directly narrating their own experiences,
they project aspects of their own reality through simulated
interactions, enabling externalization of internal struggles and
fostering reappraisal of illness and self-identity. This indirect
narrative mechanism encourages emotional involvement and
character identification, aligning with the dual persuasive
processes of transportation and identification proposed in
narrative communication theory, which are known to support
behavior change and motivational development [26,27].
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To strengthen the educational impact and structural coherence
of the storylines, the narratives were designed based on the
classic 3-act structure and were iteratively refined under the
guidance of psychiatric rehabilitation specialists and clinical
psychiatrists. In total, 30 narrative threads were developed, each
targeting specific objectives related to medication education
(Multimedia Appendix 2).

Cognitive Games
The cognitive training game is designed to enhance individuals’
ability to apply cognitive skills in daily life, thereby supporting
functional recovery. Codeveloped by clinical psychiatrists and
psychiatric rehabilitation experts, this module includes a series
of real-world scenario-based tasks—such as grocery shopping
or ordering food at a restaurant—that simulate daily challenges
and promote skills such as information integration, planning,
and decision-making (Multimedia Appendix 2). The games
adopt an adaptive learning mechanism in which task difficulty
is dynamically adjusted based on the user’s performance. This
ensures an optimal balance between challenge and attainability,
thereby maintaining engagement and reinforcing learning
outcomes.

Beyond strengthening executive function, attention, and
problem-solving abilities, this module promotes the transfer of
cognitive strategies to real-world environments, offering targeted
support for rehabilitation in ecologically relevant contexts.

Self-Management Support
The self-management module enables users to schedule
medication intake, access educational content related to
medication adherence, and input personalized data—such as
the daily dosage and timing of medications. The platform
facilitates routine tracking of medication usage and provides
accessible information on potential side effects and
recommended coping strategies. It also includes educational
materials highlighting the risks associated with medication
nonadherence, including symptom relapse.

Through structured daily logs, users are encouraged to monitor
their behavioral patterns, emotional states, and medication
routines, thereby fostering self-awareness and self-regulation.
This module supports the development of autonomous health
behaviors, which are critical for sustaining long-term treatment
engagement and improving functional outcomes.

Outcome Measures

Quantitative Outcomes

Morisky Medication Adherence Scale

The Morisky Medication Adherence Scale (MMAS) [28-31]
comprises eight items. The total score ranges from 0 to 8, with
higher scores indicating better medication adherence.

Drug Attitude Inventory

The Drug Attitude Inventory (DAI) [32] consists of 10 items,
of which 6 are positively scored (correct answers score 1 point
and incorrect answers score −1 point), while 4 are reverse-scored
(correct answers score −1 point and incorrect answers score 1
point). Higher scores indicate a more favorable attitude toward
medication.

Social Disability Screening Schedule

The Social Disability Screening Schedule (SDSS) [33] includes
10 items rated on a 3-point scale (0=“no impairment,” 2=“severe
impairment,” and 9=“not applicable”). The total score ranges
from 0 to 20, with higher scores indicating greater social
disability. The evaluation will be performed by trained
psychiatric professionals at the time of assessment.

Brief Psychiatric Rating Scale

The Brief Psychiatric Rating Scale (BPRS) [34] evaluates 5
factors: anxiety and depression, anergia, thought disturbance,
activation, and hostility or suspiciousness. It consists of 18 items
scored on a 7-point Likert scale (1=“not present” and
7=“extremely severe”), with a total score ranging from 18 to
126. Higher scores indicate greater symptom severity. The
evaluation will be performed by trained psychiatric professionals
at the time of assessment.

Qualitative Outcomes
Participants engaged in semistructured and unstructured
interviews accompanied by professional physicians and
caregivers. These interviews aimed to explore participants’
attitudes toward the application and its impact on medication
adherence. Professional health care providers were also
interviewed to evaluate the effectiveness of this kind of
intervention. At the end of the intervention, patients were
surveyed on their satisfaction with the psychoeducation based
on several specific questions (Textbox 1).
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Textbox 1. Semistructured interview guide used to explore usability and user experience of a narrative-based psychoeducational digital intervention.

Survey on the impact of psychoeducation on medicine adherence (participants)

1. What is the frequency at which the application is utilized?

2. Did you experience any moments during the course of this intervention when you felt the urge to quit up? Why?

3. What motivates or hinders you?

4. Has your medication usage changed as a result of the intervention? How so, if at all. If not, then explain.

Attitudes toward the digital psychoeducation (participants)

1. What is your opinions on such intervention measures?

2. Do you find narratives that are fundamental to be engaging?

3. Which of the chapters that you most impressive?

4. What aspect did you appreciate the most? (scenes, voice-overs, mini-digital psychoeducation interactions, narratives, and characters)

Evaluation of the effectiveness of the digital psychoeducation (mental health professionals)

1. Evaluate the level of patient allure exhibited by the intervention.

2. Kindly assess the efficacy in promoting adherence to medication.

3. In your opinion, which elements are linked to medication adherence? Why?

4. Would you recommend the intervention to your patients?

During each visit, brief semistructured interviews were
conducted and audio-recorded to evaluate participants’attitudes
toward the digital psychoeducation. During the baseline visit,
interview questions focused on general feedback regarding the
digital psychoeducation, including its narrative and visual
elements. After the intervention, these questions were revisited,
along with additional questions addressing specific digital
psychoeducation features, such as the self-management check-in
system.

Additionally, backend application usage data were collected,
including the date and time of app usage and the story paths
chosen within the intervention. Researcher YW analyzed each
participant’s experimental sessions by linking the time of app
usage to their final story path selections.

Data Analysis

Data Integration
A sequential explanatory mixed methods design was adopted.
Quantitative data from the RCT were first analyzed to assess
changes in medication adherence, attitudes, and clinical
outcomes. Subsequently, qualitative interviews were conducted
to explore participants’ experiences and to explain the
quantitative results. Integration occurred during the
interpretation phase through a triangulation process, in which
findings from both data sources were compared and merged to
identify areas of convergence, complementarity, and divergence.

Quantitative Analysis
All quantitative survey data were analyzed using SPSS version
26.0 (IBM Corporation). Categorical variables were presented
as frequencies and percentages, while continuous variables were
expressed as means (SD). Comparisons of categorical variables

between groups were conducted using χ2 tests or Fisher exact
tests. For continuous variables, independent sample t tests or

Mann-Whitney U tests were used for between-group
comparisons, depending on data distribution. Within-group
comparisons were performed using paired t tests or Wilcoxon
signed rank tests. Baseline characteristics between the
intervention and control groups were compared using chi-square
tests or independent sample t tests. The effects of the
intervention were evaluated by comparing baseline and
postintervention data using independent sample t tests or
nonparametric alternatives. All statistical tests were 2-tailed,
and a P value of <.05 was considered statistically significant.
No missing data were observed in this study.

Qualitative Analysis
The transcripts were analyzed in NVivo (version 12; QSR
International) through an inductive form of content analysis
[35]. At the beginning of the analysis, DZ and FC extracted text
segments from 35 participants’ transcripts to ensure consistency
in coding. They then turned to analyze the rest of the transcripts
separately. The records were initially coded to gain insights into
the participants’ thoughts and behaviors during the intervention
process. This involved line-by-line review, extraction of relevant
text segments, and identification of codes (n=49), with a focus
on participants’ attempts at taking action and their choices.
Subsequently, subthemes (n=27) related to different attitudes
toward adopting digital psychoeducation to enhance compliance
were identified through discussions with participants and
experts. The authors then collectively discussed the codes and
subthemes, further refining them into broader themes (n=3).
Examples of data extraction are listed in Multimedia Appendix
2. This approach allowed us to discern participants’ varying
attitudes toward the digital psychoeducation and their
implementation of medication practices and processes. Any
discrepancies that emerged during the analysis were discussed
with the rest of the authors. To ensure the validity of the codes,
the authors employed member checking by reaching out to
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participants to validate interpretations of the data [36].
Specifically, comprehensive results were provided to participants
to verify the consistency and accuracy of their experiences with
the data.

Ethical Considerations
This study was conducted in accordance with the ethical
principles of the Declaration of Helsinki and the American
Psychological Association’s guidelines for research with human
participants. The research protocol was reviewed and approved
by the Shanghai Jiao Tong University Human Research Ethics
Committee (H20230207I). The trial was prospectively registered
on ClinicalTrials.gov (NCT06175559). No exemption from
ethical review was sought or applied.

All participants, or their legal guardians when appropriate, were
provided with detailed verbal and written information about the
study procedures, potential risks, and benefits. Written informed
consent was obtained prior to enrollment. For participants with
limited decision-making capacity, consent was additionally
confirmed by a family member or caregiver. The informed
consent process covered both primary data collection and the
use of deidentified data for secondary analyses without requiring
further consent. To protect privacy and confidentiality, all
personal identifiers were removed from the study records. The
digital psychoeducational application logged only anonymized
behavioral data, which were stored in encrypted servers with
access restricted to the research team. Interview transcripts were

deidentified prior to the analysis. Participants received a gift
card valued at approximately US $30 upon completing the study
as compensation for their time and effort.

Results

Descriptive Analysis
From March 2024 to October 2024, a total of 82
community-dwelling individuals with schizophrenia undergoing
rehabilitation were recruited. Following screening and
assessment, 3 participants did not meet the inclusion criteria,
and 7 were excluded due to their transition to or planned
transition to long-acting injectable medications. The final
expected enrollment number was 72 participants (Figure 2).
Based on the residential communities of these 72 participants,
local intervention sites were identified. Two participants
voluntarily withdrew from the study, citing the distance to the
intervention site, leaving 70 participants (35 in the
community-based rehabilitation group and 35 in the digital
psychoeducation intervention group), who completed baseline
assessments. During the intervention period, no participants
dropped out, and all 70 participants completed the
postintervention assessment. The exceptionally low dropout
rate can likely be explained by the enforcement of national
health policies in China, which require individuals with a
confirmed diagnosis of schizophrenia to regularly attend
community rehabilitation services as part of their standard care.

Figure 2. CONSORT (Consolidated Standards for Reporting Trials) flow diagram of participant recruitment of a narrative-based psychoeducational
digital intervention. BPRS: Brief Psychiatric Rating Scale; DAI: Drug Attitude Inventory; MMAS-8: 8-item Morisky Medication Adherence Scale;
SDSS: Social Disability Screening Schedule.

Characteristics of the Study Participants
A total of 70 participants were included in the study, with 43
male patients and 27 female patients. The mean (SD) age of the
participants was 44.20 (8.057) years. The distribution of
demographic characteristics is shown in Tables 2 and 3. The
participants were randomly assigned to either the control group

or the intervention group, with 35 individuals in each group.
Independent samples t test results showed no significant
difference in age between the 2 groups (P>.05). Chi-square test
results indicated no significant differences between the two
groups in terms of gender, education level, marital status, or
living situation (P>.05). Baseline data are provided in
Multimedia Appendix 3.
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Table . Baseline demographic and clinical characteristics of participants with stable-phase schizophrenia.

P valueχ2/t testa (df)Experimental group
(n=35)

Control group (n=35)All (N=70)Participants

.460.54 (1)Sex, n

232043    Male

121527    Female

.930.09 (68)11 (6.99)44.29 (9.10)44.20 (8.06)Age (y), mean (SD)

.193.29 (2)Education, n

202    Primary school

242145    Middle school

91423    College or above

.770.51 (2)Marital status, n

6511    Married

4610    Divorced and wid-
owed

252449    Unmarried

.640.22 (1)Residence status, n

235    Living alone

333265    Living with family

at tests were used for continuous variables (eg, age), and chi-square tests were used for categorical variables (eg, gender, education level, marital status,
and residence status).

Table . Demographic characteristics of two participating mental health professionals.

Years of experienceAge (y)GenderMajorMental health professionals

1539FemaleNursingD1

632FemalePublic health managementD2

1241MalePublic health managementD3

230MalePsychologyD4

1542FemalePsychologyD5

Analysis of Intervention Results
This study evaluated differences between the intervention and
control groups across multiple outcome measures, including
medication adherence, attitudes toward medication, social
functioning, and clinical symptoms (Table 4). The intervention
group demonstrated significant improvement in medication

adherence. At postintervention, a statistically significant
between-group difference was observed, with a mean difference
of 1.27 (95% CI 0.30-2.24; P=.02). Regarding attitudes toward
medication, the intervention group also showed a significant
improvement compared to the control group, with a mean
difference of 3.41 (95% CI 1.18-5.65; P=.002).

J Med Internet Res 2026 | vol. 28 | e59175 | p.1126https://www.jmir.org/2026/1/e59175
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Changes in medication adherence, medication attitude, social functioning, and clinical symptoms from baseline to 6 months in a randomized
controlled trial.

Between-group P
value

Mean difference
(95% CI)

Within-group P
value

Control group,
mean (SD)

Within-group P
value

Intervention group,
mean (SD)

Characteristics

.02a1.27 (0.30 to 2.24).11.03aMedication adherence

7.23 (1.22)6.91 (1.66)    Pre

6.68 (2.05)7.66 (0.49)    Post

.002a3.41 (1.18 to 5.65).47<.001bMedication attitude

5.83 (3.12)4.97 (3.64)    Pre

6.35 (3.89)8.91 (1.90)    Post

.34−1.91 (−8.55 to
4.73)

.85.03aSocial functioning

2.20 (2.79)2.20 (2.83)    Pre

2.88 (3.68)1.06 (1.97)    Post

.12−7.88 (−34.90 to
19.14)

.66.06Clinical symptoms

25.77 (11.08)28.37 (16.04)    Pre

26.68 (8.48)21.37 (3.49)    Post

aP<.05.
bP<.001.

Qualitative Feedback and User Experience
Among the secondary outcomes, participants in the intervention
group exhibited a notable within-group improvement in social
functioning (P=.03). However, no statistically significant
between-group differences were found in social functioning or
clinical symptom severity (P>.05).

Application Usage (Back-End Data)
Analysis of back-end data indicated that 34 of 35 (97.14%)
participants completed all game content. However, participants
exhibited relatively high error rates in decisions related to certain
topics, highlighting areas for targeted education in future
interventions.

Alcohol Consumption and Medication
Although 25 of 35 (71.43%) participants selected the correct
response—“Alcohol should be avoided, as it interacts with
antipsychotic medications causing central nervous system
depression, and excessive drinking may trigger other severe
drug side effects”—a notable proportion (13/35, 37.14%) chose
incorrect options, such as “All medicines are toxic, better not
take them at all” or “Life is short, it’s fine to skip once in a
while.” This suggests persistent misconceptions regarding
alcohol–medication interactions.

Medication When Going Out
Some participants (8/35, 22.86%) initially chose unsafe options
when deciding whether to take medication while going out,
including “Skipping occasionally is fine” or “It’s okay to skip
while traveling.” After experiencing negative story
consequences, participants corrected their choices to the
appropriate response: “Ensure to bring and take medications on
time to avoid missed doses.”

Medication Side Effects
Most participants (31/35, 88.57%) correctly responded to
in-story side effects by selecting “Consult a professional
promptly if experiencing discomfort.” Nevertheless, a subset
(7/35, 20%) initially chose the incorrect response, “It’s just lack
of exercise, so I can endure it.”

Overall, these back-end data reveal both high engagement with
the application and specific knowledge gaps, particularly
regarding alcohol use, medication adherence while traveling,
and interpretation of side effects. These findings underscore
key areas for future educational emphasis.

Result of the Interview

Overview
The quantitative analysis revealed that the intervention
significantly improved medication adherence and attitudes
toward medication compared with standard community
rehabilitation. The qualitative findings complemented these
results by illustrating how narrative immersion and interactive
gameplay enhanced users’motivation and engagement, thereby
reinforcing the behavioral changes observed in the quantitative
phase. The demographic and clinical characteristics of the
respondents are shown in Table 2. Thematic saturation was
achieved after approximately 25 interviews, when no
substantially new codes emerged. The remaining 10 interviews
confirmed and enriched existing themes, particularly regarding
variations in family support and illness duration. The specifics
of the qualitative findings are displayed in Multimedia Appendix
4. Three main higher-order themes emerged from the
participants’ and experts’ accounts (Multimedia Appendix 5).
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Adherence and Usability
This theme encompassed factors related to medication adherence
and the usability of the narrative-based digital intervention.
Adherence was strengthened through increased medication
knowledge, enhanced confidence in recovery outcomes, and
active engagement with interactive narratives. Participants
generally reported that the narrative intervention promoted
adherence by enhancing knowledge about medication and
building awareness of illness consequences, going beyond the
functions of traditional reminder tools. This cognitive
restructuring process appeared to activate intrinsic motivation.
One participant explicitly noted that the intervention content
changed their pattern of avoiding medication: “I used to avoid
taking my medication due to side effects. After using this app,
I realized that failing to reach the prescribed dose could have
real consequences. Now I remind myself more consistently to
follow the plan.” Another participant stated, “I used to reduce
doses or skip medication on my own… but now I feel more
capable of managing my condition and trusting my treatment
plan.”

Positive reinforcement, such as the perceived “increase in
medication knowledge” and “improvement in health status”
after completing each narrative scenario, significantly enhanced
participants’ self-efficacy and encouraged continued
engagement. Additionally, the intervention’s self-management
interface, which clearly displayed daily progress in
medication-taking and task completion, provided ongoing
external motivation: “Every time I log in, I feel like I’m working
toward my health, which really motivates me.” However,
feedback tone and clarity were sensitive factors that could
influence continued engagement. When participants made
incorrect choices, the perceived harshness of outcomes
sometimes triggered overstimulation and negative emotions,
leading to tension and feelings of being scolded (“A bad ending
made me angry, and I didn’t understand why I was wrong”),
highlighting the importance of strategic and tactful feedback.

Experiences and Attitudes Toward the Digital
Psychoeducation
This theme revealed that participants expressed positive attitudes
toward the narrative-based intervention, particularly appreciating
its novelty and immersive quality. They described this learning
approach as “not like a class, more like living inside a story,”
which significantly enhanced the learning experience. High
acceptance was closely related to cultural sensitivity in the
intervention, such as familiar home environments, clothing
styles, and locally grounded story backgrounds. Participants
noted, “The character design feels like people I really know…
it is very relatable and comforting.” Psychologically, the
narrative also provided participants with important emotional
connection and a sense of inclusion. Some participants reported
feeling socially isolated in real life, but nonplayer characters
within the intervention offered companionship and acceptance:
“I always feel like people around me don’t like me or want to
talk to me… only they (in the app) are willing to talk to me.”

Despite the overall cultural relevance of the narrative content,
limitations remained at the individualized level. Some
participants indicated that the narrative did not fully reflect their

specific clinical or demographic characteristics, resulting in
reduced relevance for certain content. One male participant
noted, “Not all themes relate to my personal experiences, and
not all side effects happened to me,” suggesting that highly
themed or specific content may create cognitive distance or
misalignment with other user groups.

Expectations for the Digital Psychoeducation
This theme explored participants’ suggestions regarding design
elements and interactive features of the intervention, aimed at
enhancing understanding of medication use. While initial
experiences were positive, both participants and therapists
emphasized the importance of ongoing content updates and
functional completeness for maintaining long-term adherence.
One participant remarked, “After completing all the stories,
there’s nothing new. I hope it could include more everyday
situations, like working or traveling with friends.” Due to the
relatively simple content, one participant completed all narrative
scenarios within 6 weeks, resulting in diminished interest later.
The rapid consumption of content led some participants to
discontinue usage after story updates ceased: “Towards the end,
only the daily check-in feature was available, no new storylines.
So, I just stopped engaging with the intervention.”

From a functional perspective, participants repeatedly
emphasized the need for external reminders, not only for new
story releases but also for synchronized medication taking,
requesting that the app “send notifications like other apps.”
Therapists highlighted the feasibility of future technological
integration, suggesting “It would be great if AI could generate
more interactive stories rather than having doctors spend time
creating scripts,” to ensure a continuous content supply and
reduce the burden on clinical staff, thereby enabling sustainable
integration of the system. Finally, some participants noted
frustration with the lack of a review function: “Sometimes I
have to interrupt the narrative due to other things happening,
and I forget what happened. When I come back to the story, I
realize that progress from before that level wasn’t saved…”
indicating the need to optimize memory and review mechanisms.

Discussion

Principal Findings
This study evaluated the usability, user experience, and
behavioral effects of a narrative-based digital psychoeducational
intervention developed for individuals with chronic
schizophrenia in community settings. Using a mixed methods
design, our findings suggest that, compared with standard
community rehabilitation, the intervention significantly
improved medication adherence and attitudes toward medication,
while no significant changes were observed in clinical
symptoms. Complementary qualitative findings further
highlighted that participants valued the narrative elements for
enhancing knowledge, motivation, and engagement, while also
reporting challenges such as negative emotional reactions to
corrective feedback. Most participants emphasized that
maintaining long-term content engagement remained a concern,
underscoring the need for future digital designs to incorporate
personalized, accessible, and supportive features.
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Specifically, following the narrative-driven digital
psychoeducational intervention, participants exhibited notable
improvements in medication adherence and medication attitude.
Qualitative interviews provided contextual explanations for
these quantitative findings, illustrating how the intervention
influenced behavior through narrative mechanisms. Immersive
storylines and interactive feedback enhanced participants’
understanding of medication routines and their sense of control,
leading to better adherence and fewer unplanned treatment
interruptions. For example, some users mentioned that after
completing the story, they “felt responsible for the character’s
health,” reflecting a motivational shift from passive
medication-taking to active self-management. This indicates
that the digital format not only increased engagement but also
fostered emotional resonance and cognitive involvement,
supporting the observed behavioral improvements [37,38]. Care
providers noted that integrating the intervention into repetitive
cognitive rehabilitation sessions encouraged sustained
participation in regular health-promoting behaviors. These
improvements may be attributed to embedded mechanisms of
emotional engagement and cognitive participation within the
system [39]. Consistent with prior research, digital technologies
such as smartphone applications have been found acceptable
and feasible for individuals with psychotic disorders [40].
Existing mobile applications targeting medication adherence in
schizophrenia mainly address logistical and memory-related
barriers through reminders, dose tracking, and external
reinforcement [41,42]. However, for individuals with
schizophrenia, key barriers to treatment adherence are often
internal, psychological, and cognitive, such as limited insight,
misconceptions about side effects, perceived stigma, and reduced
intrinsic motivation for long-term therapy [43]. Thus,
interventions targeting patients’deeper cognitive representations
of illness and treatment offer a promising direction for
narrative-based approaches [44]. Immersive narratives provided
a judgment-free, low-pressure environment in which participants
could temporarily shift from the passive patient role to that of
an active, rational decision-maker, engaging in simulated choices
about medication and recovery. Many participants perceived
the scenarios as familiar and personally relevant, which appeared
to reduce resistance toward illness-related content and strengthen
their willingness to engage in medication behaviors [41,42].
Although no significant between-group differences were
observed in clinical symptoms, within-group improvements
were identified. Qualitative narratives illuminated these patterns,
as some participants described transient negative emotions
during feedback or difficulties sustaining motivation over time,
suggesting that behavioral and attitudinal improvements may
precede measurable symptom changes [43,44]. Also, given the
long-term trajectory of schizophrenia recovery, these findings
collectively suggest that increased persistence and motivation
could represent intermediate mechanistic changes that may
facilitate long-term clinical benefits [45-47].

Regarding user experience and attitudes, most participants
expressed positive feedback toward the modular narrative
structure, describing the intervention as immersive and engaging.
These qualitative findings complemented the quantitative results
on adherence and medication attitude, suggesting that enhanced
engagement and motivation may have mediated the observed

behavioral improvements. By framing participants’
self-representation as part of a healthy population, the interactive
design reduced perceived stigma and promoted active knowledge
acquisition and health behavior. Therapists noted that the
intervention embedded medication-related knowledge through
a sequence of stories, situational decision points, and real-time
feedback, enabling participants to rehearse treatment-related
decisions in a safe, low-pressure environment [48]. This
narrative-based approach not only facilitated knowledge
acquisition but also preserved users’ autonomy and sense of
realism. The usability and emotional engagement of the
intervention appear to underpin the cognitive and motivational
mechanisms that supported adherence improvement. As
Stephens [49] emphasized, narratives serve not only as a means
of organizing experience but also as a tool for identity
construction and social positioning. By persuading a virtual
character to “take medication on time,” participants effectively
constructed a socially valued identity—one characterized by
cognitive competence and responsibility. This process represents
a form of narrative repositioning, in which individuals
psychologically shift from passive recipients of care to active
agents of self-management, thereby enhancing perceived control
and treatment motivation [50].

However, some users reported that certain narratives reflecting
specific cultural or gendered contexts limited identification and
engagement, highlighting the need for more personalized and
culturally adaptive content in future iterations. Additionally,
motivational activation was influenced not only by the narrative
content but also by functional design elements such as pacing,
reward systems, and feedback mechanisms. Participants reported
confusion when storylines became overly abstract or fragmented,
particularly during periods of cognitive fatigue, emphasizing
the importance of clarity and simplicity in interface design for
individuals with psychotic disorders. Thus, in addition to
ensuring psychological relevance and cultural appropriateness,
system design must prioritize simplicity and error tolerance
[48]. Future development should continue to involve diverse
stakeholders—including therapists, patients, and family
members—for iterative discussion and codesign [51].
Mechanistically, participants indicated that the cognitive game
components were seamlessly integrated with the narrative
elements, enabling repeated practice in recognizing and
reframing unhelpful automatic thoughts [42]. The task-based
structure and immediate feedback combined behavioral
activation with cognitive restructuring, helping participants
modify maladaptive thinking patterns and rebuild
medication-related cognitive frameworks. This mechanism
aligns with the principles of cognitive behavioral therapy, which
seeks to enhance adherence by reducing cognitive resistance
and emotional conflict while strengthening behavioral
consistency and motivation [52,53]. Finally, achievement-based
feedback, milestone rewards, and task-driven structures created
a sustained motivational environment that supported engagement
even when immediate reinforcement was limited [54].

This mixed methods study provides preliminary evidence that
the narrative-based digital psychoeducational intervention tested
in this study demonstrated good usability and acceptability and
may support short-term improvements in medication adherence
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and attitudes toward medication among individuals with chronic
schizophrenia. Although short-term symptom outcomes did not
show significant improvement, the intervention addressed key
behavioral and motivational processes critical for long-term
rehabilitation. These findings emphasize the potential of this
narrative-based, culturally contextualized digital tool to
complement traditional community rehabilitation and to inform
the development of more sustainable models of psychiatric care.
Future research should extend follow-up periods to examine
delayed clinical effects, incorporate adaptive and AI-driven
narrative content to enhance cultural applicability, and test
scalability across different health systems and populations.

Limitations
This study has several limitations. First, the financial incentives
provided to participants may have facilitated their continued
engagement. However, the primary purpose of these incentives
was to compensate participants for their time and travel
expenses. The amount of compensation was limited and unlikely
to produce long-term changes in medication-taking behavior,
suggesting that observed improvements in adherence are more
likely attributable to the intervention mechanisms themselves.
Nevertheless, we acknowledge that financial incentives may
have modestly increased engagement, representing a potential
confounding factor. Future studies could consider designing
conditions without incentives or employing stratified analyses
to control for this potential confounder. Second, all outcome
measures relied on self-report, introducing the risk of subjective
bias. The involvement of experienced psychiatrists may help
mitigate such bias. Third, participants’ familiarity and comfort
with using smartphones to play the game varied, which could
have influenced the effectiveness of the intervention.
Additionally, as individuals in the intervention group were aware

that they were receiving a digital intervention aimed at
improving medication adherence, the absence of participant
blinding may have introduced expectancy bias. Finally, while
cultural customization likely enhanced the acceptability of the
intervention within Chinese community settings, it may limit
generalizability to more diverse or international populations.
Future iterations of narrative-based psychoeducation should
consider incorporating cross-cultural adaptation processes or
leveraging AI-driven adaptive narratives to dynamically generate
culturally relevant storylines.

Despite these limitations, the findings offer meaningful insights
into the potential of narrative-driven digital psychoeducation
to enhance medication adherence among individuals with
schizophrenia in the long-term chronic phase. The intervention’s
integration of immersive storytelling, cognitive training, and
self-management features presents a promising direction for
future psychosocial support tools.

Conclusion
Our mixed methods findings indicate that the narrative-based
digital psychoeducational intervention developed in this study
demonstrated good usability and acceptability among individuals
with chronic schizophrenia and may support short-term
improvements in medication adherence and attitudes toward
medication. Mobile health interventions of this kind could serve
as a valuable complement to traditional community rehabilitation
by enhancing behavioral and motivational mechanisms that
contribute to long-term recovery. Nevertheless, careful attention
should be paid to feedback design and cultural adaptation of
narrative content, and tasks should be tailored to users’
preferences and cognitive characteristics to ensure sustained
usability and long-term effectiveness of the intervention.
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Abstract

Background: Promoting individual resilience—that is, maintaining or regaining mental health despite stressful circumstances—is
regarded as an important endeavor to prevent mental illness. However, digital resilience interventions designed to enhance mental
health have yielded mixed results. Such heterogeneous effects reflect a variety of unsolved conceptual challenges in interventional
resilience research. These range from grounding interventions in resilience frameworks, using theory or targeting etiologically
important resilience factors as intervention content, to a lack of knowledge about the mechanisms underlying effects, and using
techniques specifically developed to foster psychosocial resources. The web- and app-based resilience intervention RESIST was
designed to address these challenges, mainly by using both the Positive Appraisal Style Theory of Resilience as its theoretical
foundation and interventional techniques from Strengths-Based Cognitive Behavioral Therapy.

Objective: This study’s primary aim was to evaluate the effectiveness of RESIST on perceived stress in a general working
population as a means of universal prevention, relative to a waitlist control group. A secondary study aim was to explore the
resilience factors of self-efficacy, optimism, self-compassion, and perceived social support, the intervention targets as potential
mediators of its effect on stress and self-perceived resilience.

Methods: In total, 352 employees were randomly assigned to either a self-help version of RESIST or a waitlist control group.
Data were collected via the web at baseline, postintervention, and at 3- and 6-month (intervention group [IG] only) follow-ups.
The primary outcome was perceived stress, measured with the Perceived Stress Scale-10. Secondary outcomes included
self-perceived resilience, the resilience factors targeted, and other mental and work-related health outcomes.

Results: The IG reported significantly less stress than controls postintervention (Δ=−3.14; d=−0.54, 95% CI −0.75 to −0.34,
and P<.001) and at 3-month follow-up (Δ=−2.79; d=−0.47, 95% CI −0.71 to −0.22, and P=.002). These improvements in the IG
were maintained at 6-month follow-up. Favorable between-group differences also were detected for self-perceived resilience and
the resilience factors. IG participants completed on average 2.2 (SD 2.3) web-based sessions and used the app’s core feature a
median of 14 times (IQR 4.00-33.75, range 1-220). The positive effects of the intervention on stress and resilience were primarily
mediated by changes in optimism and self-compassion. No evidence was found that self-efficacy and social support also acted
as mediators.

Conclusions: In a sample of employees experiencing heightened work-burden levels, RESIST was effective in reducing perceived
stress and increasing self-perceived resilience as well as the targeted resilience factors. Mediation analyses suggested that
developing a positive future outlook and a self-compassionate attitude toward oneself may be key drivers to enhance resilience.
Changing the quality of social relationships and strengthening the belief in one’s abilities may require more time, the involvement
of others, or personal support from an eCoach to ensure sufficient learning opportunities.

Trial Registration: German Clinical Trials Register DRKS00017605; https://drks.de/search/de/trial/DRKS00017605
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Introduction

Background
Stressors are an integral part of life. By challenging an individual
to adapt to new circumstances, they provide opportunities for
growth and development. Most people can maintain or quickly
regain good mental health despite experiencing stress—a
phenomenon referred to as resilience [1-3]. However, when
adaptation fails, stressors can contribute to the development of
stress-related mental disorders [4]. Given that disorders such
as depression and anxiety rank among the top 25 leading causes
of global health-related burden [5,6], finding effective strategies
to help individuals adapt to stress and prevent mental illness is
of high importance. The promotion of individual resilience can,
therefore, be an important endeavor to mitigate the potentially
harmful effects of stress for individuals and, in turn, societies.

Resilience, however, is a complex phenomenon and the subject
of extensive research. Resilience research has not yet reached
consensus on how to define or conceptualize it. Although
definitions vary, recent conceptual approaches, such as the
Positive Appraisal Style Theory of Resilience (PASTOR) [2,3],
converge on the idea that resilience reflects a dynamic, active,
and multidimensional process of adaptation to stressors. Since
this process is potentially modifiable, this opens avenues for
resilience-promoting interventions.

Evidence for Resilience-Promoting Interventions
Published evidence on the effectiveness of both nondigital and
digital resilience interventions, however, remains mixed, with
highly heterogeneous effects observed between primary studies
and inconsistent conclusions drawn in systematic reviews and
meta-analyses [7-11]. Concerning digital interventions, one
meta-analysis identified small-to-moderate effects on
self-perceived resilience, but not on stress reduction [7], while
another found no effect on self-perceived resilience [8].
Conversely, a recent meta-analysis by Schäfer et al [11] detected
small, favorable effects both on perceived stress and
self-perceived resilience. Favorable effects were also found for
various resilience factors, including self-compassion, optimism,
and social support [11]. Overall heterogeneity in the literature
may stem from the general lack of consensus on what constitutes
a resilience intervention [9,12], resulting in inconsistent
inclusion and exclusion decisions between reviews.

Classification of Resilience Interventions

Overview
One approach has been to classify any intervention as a
resilience intervention, regardless of more specific
characteristics, as long as its primary objective is to modify
resilience-related outcomes. These outcomes can include both
self-perceived resilience, operationalized as the perceived ability

to bounce back and recover from stress, or via related mental
health outcomes (eg, stress and well-being).

An alternative approach is to define resilience interventions
based on more specific intervention characteristics, including
(1) the theory or rationale underlying the intervention; (2) the
intervention’s content; (3) the interventional techniques applied;
and (4) the timing of the intervention relative to stressor
exposure. These dimensions contribute to significant variability
in the design of resilience interventions and represent a variety
of unsolved conceptual challenges in interventional resilience
research.

Underlying Theory
Concerning underlying theories and rationales behind
interventions, many resilience interventions take a pragmatic,
atheoretical approach, often without reference to any specific
theoretical foundation. Conversely, some interventions are
informed by established theories drawn from related domains,
which are then applied to the context of resilience [12]; for
example, the Transactional Model of Stress [13]. Notably rare,
however, are interventions explicitly grounded in a specific
theory of resilience or a genuine resilience framework. As
introduced earlier, PASTOR [2,3] provides such a framework.
It emphasizes that resilience as an outcome from a dynamic,
active, and multicausal process of stressor adaptation is shaped
by both internal and external resilience factors. The theory
further highlights that these resilience factors might exert their
protective effects through common cognitive appraisal
processes, and that the core mechanism underlying resilience
may be a positive appraisal style of stressors, that is, a general
tendency to appraise stressors in a nonnegative, nonthreatening,
but positive way.

Intervention Content
Further, an intervention may be considered a resilience
intervention based on its content, regardless of the outcomes
studied. The most common approach involves targeting
intervention content toward building or strengthening certain
resilience factors. These factors predominantly consist of a
broad range of psychosocial resources, including self-efficacy,
locus of control, problem-solving, optimism, cognitive
flexibility, mindfulness, self-compassion, and perceived social
support [7-9]. Such resources have been shown to be statistically
associated with resiliency outcomes and are thought to facilitate
adaptive responses to stress [2], thereby helping individuals to
bounce back from adversity. Consistent with the idea that access
to a broad repertoire of resources facilitates flexible responses
to diverse challenging situations [14], resilience interventions
should, nonetheless, aim to target multiple resilience factors
rather than a single one. For instance, enhancing self-efficacy
may have limited value in situations where an individual is
unable to influence outcomes through their own actions.
However, certain resilience factors are also commonly targeted
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in other well-established intervention approaches, including
problem-solving approaches [15] and mindfulness-based
practices [16]. In contrast, if resilience interventions are
categorized as a distinct class of intervention, it is essential to
delineate the specific factors that should be targeted to
meaningfully differentiate them from other existing approaches.
In this regard, the resilience factors addressed within such
interventions may be those that reflect more specific and
overarching resilience processes and include, for example,
factors that may serve as correlates or indicators of higher-order
resilience mechanisms, such as a positive appraisal style [2].

The web- and app-based resilience training RESIST is an
example of an intervention that is grounded in PASTOR [2], as
the intervention’s underlying theoretical framework. It aims to
foster a set of specific resilience factors, namely self-efficacy,
optimism, self-compassion, and social support, associated with
a positive appraisal style as a higher-order resilience mechanism
[17]. A pilot randomized controlled trial (RCT) has already
demonstrated its effectiveness [17], providing preliminary
evidence that an intervention based on these principles might
be a promising approach to fostering self-perceived resilience.

Mechanisms of Change
Despite certain resilience factors being targeted within given
interventions, it nonetheless remains largely unknown whether
favorable intervention outcomes can be directly attributed to
increases in these resilience factors. In such cases, the targeted
resilience factors would function as mediators of the
intervention, that is, the intervening variables that statistically
account for the relationship between an intervention and its
outcome [18]. They may therefore point to mechanisms of
change through which the intervention achieves its effects [19].
Notwithstanding the growing number of resilience interventions,
empirically based understanding about their mechanisms of
change remains scarce [11]; with only a few published studies,
often inadequately powered, having explored this [20,21].
Examining the mechanisms underlying resilience interventions
could offer valuable insights into core processes promoting
resilience. Such insights could help to identify the most
appropriate selection of resilience factors for interventions to
target, ultimately contributing to their optimization and increased
effectiveness.

Interventional Techniques
Concerning the intervention techniques used, which determine
how intervention content is delivered, there appears to be a
disconnect between the psychosocial resources targeted by
resilience interventions and the use of techniques explicitly
designed to foster such resources (eg, keeping a diary with a
focus on successful experiences to foster resilience by enhancing
self-efficacy). Indeed, many resilience interventions adopt a
problem-reducing approach [22], rooted in psychotherapeutic
approaches via, for example, cognitive restructuring techniques.
One contrasting example of an approach explicitly developed
to foster individuals’ protective resources to build resilience is
Strengths-Based Cognitive Behavioral Therapy (Strengths-Based
CBT) by Padesky and Mooney [23]. Among the first of its kind,
the RESIST intervention applied this approach as the
intervention technique used it to target the resilience factors as

intervention content [17]. Since RESIST targets employees
experiencing workplace stressors, it can be classified, in terms
of the timing of the intervention relative to stressor exposure
(4), as an intervention for use during stressor exposure [12].

Aims of This Study
Building on the findings of the pilot study assessing RESIST
in an indicated preventive setting [17], we conducted a
sufficiently powered study in the general working population
to compare the effectiveness of RESIST against a waitlist control
group (WL) in reducing subjective stress levels, which served
as the primary outcome. We conducted further exploratory
analyses to examine its effects on various secondary outcomes,
including self-perceived resilience and the resilience factors
targeted within the intervention. In light of the urgent need to
address the gap in knowledge regarding resilience interventions’
mechanisms of change, we also examined, as a secondary aim,
the mediating effects of the resilience factors emphasized in
RESIST on stress and self-perceived resilience.

Methods

Study Design
This study was conducted as a two-arm RCT from November
2019 to August 2021 in Germany. To investigate the
intervention effects on the primary outcome of perceived stress,
participants were randomly assigned either to the intervention
group (IG) with immediate access to the resilience intervention
RESIST in the form of a self-help format or to a WL whose
members were offered the resilience intervention after 3 months
of waiting time.

The study is reported in compliance with the
CONSORT-eHEALTH (Consolidated Standards of Reporting
Trials of Electronic and Mobile Health Applications and Online
Telehealth) guidelines for improving and standardizing the
reporting of web-based and mobile health interventions [24]
and following the recommendations of Chmitorz et al [12] for
reporting trials on resilience interventions. The intervention
itself is reported in accordance with the TIDieR (Template for
Intervention Description and Replication) checklist [25]; an
overview of the checklist, along with information on where to
find the corresponding details in the main text, is provided in
Multimedia Appendix 1.

Ethical Considerations
This study received ethical approval from the Ethics Committee
of Leuphana University of Lüneburg. Before initiating subject
enrollment, this study was registered at the German Clinical
Trials Registry (DRKS00017605), a primary registry of the
World Health Organization. All participants provided written
informed consent before taking part in this study. Participants
were informed that they could withdraw their consent at any
time and request the deletion of their data without experiencing
any negative consequences.

All data were deidentified before analysis; personal identifiers
were replaced with unique codes, and the coding key was stored
securely and separately. Access to identifiable data was
restricted to authorized members of the research team.
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Participation in this study was entirely voluntary and not
financially compensated.

Participant Recruitment
This study was conducted in a universal preventive setting,
addressing the general working population. Participants were
recruited via (1) articles on resilience containing a link to the
study’s landing page in two well-known popular German science
magazines (“Spektrum der Wissenschaft” and “Spektrum der
Psychologie”); (2) newsletters from several statutory German
health insurance companies (eg, Daimler BKK) that included
a section referring to this study; and (3) social media posts on
various platforms (Xing [New Work SE], Instagram [Instagram
from Meta], and Facebook [Meta]).

Individuals who entered their email address in a form on this
study’s landing page or contacted us directly via email received
detailed information about this study and were provided access
to an online screening questionnaire via email. Inclusion criteria
for study participation were (1) being aged at least 18 years, (2)
having employment (part-time or full-time), (3) having steady
access to the internet, and (4) possessing a smartphone.
Exclusion criteria were (1) having an earlier or current diagnosis
of a severe psychological disorder (eg, psychosis); (2)
undergoing current psychotherapy, including being on a waiting
list for or having the intention to receive psychotherapy; (3)
current participation in another resilience intervention or stress
management program; (4) changes in current medication for a
stress disorder, anxiety disorder, or depression within the past
four weeks; and (5) current suicidal ideation (agreeing with
either the statement “I would like to kill myself” or “I would
kill myself if I had the chance” on the related item in the Beck
Depression Inventory-II [26]).

Individuals eligible for study participation received a link to
the baseline assessment. After completing the baseline
assessment and giving informed consent for study participation,
participants were randomly assigned to one of the two study
groups using a computer-generated randomization list with a
ratio of 2:2 and a block size of four. The list was generated by
a member of the department of the first and last author, who
was not otherwise involved in this study. Randomization was
conducted anonymously, without any personal contact between
study personnel and participants. Blinding of participants was
infeasible because participants were aware of whether they were
randomized to the IG or the WL. Participants were informed
about their group allocation via email and, depending on the
randomization outcome, either were granted immediate access
to the web- and app-based intervention (IG) or were promised
access after 3 months of waiting time (WL).

Intervention
The feasibility and preliminary effectiveness of the web- and
app-based resilience intervention RESIST were positively
evaluated in a pilot RCT [17]. As a genuine resilience
framework, PASTOR was considered the underlying theoretical
foundation of the intervention [2,17]. Overall, the intervention
aims to promote a positive appraisal style of stressors and
stressful situations to help users adjust to work-related stress.
Thus, this study design followed an approach focused on

delivering the intervention during ongoing stressor exposure
[12]. According to PASTOR, both a positive appraisal style as
a resilience mechanism and successful adaptation to stress are
facilitated by several resilience factors. Thus, promoting a set
of specific resilience factors was at the intervention’s core.
However, PASTOR is a conceptual framework for this study
of resilience, aiming for comprehensiveness in explaining the
mechanisms underlying resilient adaptation. Consequently, it
does not provide specific guidelines on which factors should
be strengthened or how this should be achieved. Thus, the
selection of the resilience factors targeted in the training was
guided by several considerations: (1) they should be etiologically
relevant for fostering adaptive responses to adversity; (2) they
should potentially be competencies fundamental to resilience;
(3) they should encompass different facets of resilience,
including behavioral (eg, self-efficacy), cognitive (eg,
optimism), emotional (eg, self-compassion), and interpersonal
(eg, social support) dimensions; (4) they should reflect varying
temporal orientations (eg, self-efficacy grounded in past
achievements and optimism oriented toward the future); (5)
they should be distinct from factors commonly targeted in other
well-established intervention approaches (eg, mindfulness or
active coping, which are typically addressed in the context of
mindfulness and stress-management training); and (6) the
number of selected factors should remain manageable to enable
the design of medium-length interventions, which have been
shown to be most effective [27]. Based on these considerations,
self-efficacy, optimism, self-compassion, and social support
[28-31] were selected as resilience factors targeted in the
training.

RESIST was designed as a hybrid intervention to be delivered
individually to participants, combining a web-based intervention
and a mobile app component. The intervention’s format allows
participants to complete it anywhere they prefer. The web-based
component accessible via a digital platform [32], consisting of
longer intervention sessions, is designed for completion on a
one-per-week basis. Once one session is completed, the next
session is unlocked automatically. The app component that can
be downloaded from the Google Play Store and Apple App
Store (no longer available) consists of daily exercises. The two
components are intentionally interrelated, with daily app
exercises informing web-based sessions and web sessions
guiding app-based practice. The intervention period for each
study participant was 8 weeks. A detailed overview of the
interventions’content and exercises can be found in Multimedia
Appendix 2. Strengths-Based CBT [23] is applied as the
interventional technique addressing how the resilience factors
are targeted and is comprised of four steps: (1) searching for
strengths; (2) building a personal model of resilience (PMRe),
that is, a positive self-concept including positive imagery or
metaphors; (3) applying the PMRe; and (4) practicing the PMRe.

Using the app component was step 1 (search for strengths) of
the Strengths-Based CBT approach (Multimedia Appendix 2).
As the app’s central feature, users can document experiences
of resilience, so-called moments of resilience, throughout the
day (see Figure S2A in Multimedia Appendix 3). These
moments capture instances when users overcome minor or major
obstacles or experience positive events despite ongoing stressors
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or challenging life circumstances. During a daily review, these
moments are categorized into one of the four resilience factors
of self-efficacy, optimism, self-compassion, and social support,
based on the user’s descriptions (see Figure S2D in Multimedia
Appendix 3). Details on other app components are provided in
Multimedia Appendix 3.

The web-based component has six sessions. The first session
introduces the resilience intervention. Each of the second
through fifth sessions addresses step 2 (construct PMRe), step
3, and step 4 (apply+practice PMRe) of the Strengths-Based
CBT approach (Multimedia Appendix 2), which are incorporated
as follows. The moments of resilience collected with the app
are displayed in the web component. Based on step 2 of the
Strengths-Based CBT approach, an exercise named resilience
self-image was designed to further work with the moments of
resilience. Within this exercise, users can select one of the
displayed moments of resilience and develop a positive imagery
or metaphor describing how they felt in the respective moment
(eg, “I felt like a tribal leader, aware of my position and bravely
taking responsibility”). This was intended to help participants
develop a positive and resilient self-concept. A third exercise,
named the resilience project, was developed based on steps 3
and 4 (apply+practice PMRe) of the Strengths-Based CBT
approach. Within this exercise, users can plan how to approach
and overcome an upcoming stressful situation by making use
of their resilience self-image and resilience factors. The sixth
session recaps the content of all the previous sessions.

Besides the exercises constructed on the Strengths-Based CBT,
sessions include educational elements via text or video, as well
as further written or audio exercises on the four resilience
factors, each targeted in a single session. The sessions further
feature two personas, which represent fictional users who are
also completing the resilience training, thereby providing
examples of how to complete the exercises. Example screenshots
of the web component are available in Multimedia Appendix
3. Each session consists of 8‐10 web pages and requires
45‐60 minutes to complete. Users may complete the
intervention at their own pace; however, it is recommended that
they finish one session per week. No external reminders were
sent to participants to complete the web-based component;
however, in-app reminders could be set within the app
component. The intervention was not tailored or modified during
the course of this study. Access to the intervention can be
provided to readers upon request.

Measures

Overview
Web-based data assessment via patient-reported outcome
measures took place before randomization for screening
purposes (T0), at baseline (T1), immediately postintervention,
which was eight weeks after randomization (postintervention
assessment [T2]), and three months after randomization (3 mo
follow-up [T3]). We further included a 6-month follow-up (T4)
assessment for the IG only, guided by existing evidence
indicating that between-group intervention effects of similar
programs remain largely stable over this period [10,33]. Thus,
for ethical reasons, the control group did not continue without
intervention beyond the initial 3 months.

Primary Outcome Measure
The primary outcome of this study was subjective stress
referring to the last 7 days, measured using the Perceived Stress
Scale-10 (PSS-10) [34,35], a well-established self-report
measurement that assesses the degree to which people appraise
situations in life as stressful—that is, unpredictable,
uncontrollable, or overloaded. It consists of 10 items (eg, “In
the last month, how often have you felt nervous and ‘stressed’?”)
with each item rated on a scale ranging from 0 to 4. The total
score ranges from 0 to 40, with higher scores indicating higher
levels of perceived stress. In the present sample, the scale
demonstrated high internal consistency, with an α=.89 at
baseline.

Secondary Outcome Measures

Overview

Secondary explorative outcomes included resilience-, mental
health-, work-, and intervention-related outcomes. Further details
and the reliability of all outcome measures are listed in
Multimedia Appendix 4.

Resilience and Resilience Factors

Self-perceived resilience—the perceived ability to recover from
stress—was measured using the Brief Resilience Scale [36].
The resilience factor self-efficacy was assessed using the
General Self-Efficacy Short Scale-3 [37]. As related constructs,
internal and external control beliefs were estimated using the
Short Scale for the Assessment of Locus of Control [37] for
explorative purposes. The resilience factor, optimism, was
assessed using the revised version of the Life Orientation Test
[38]. The resilience factor, self-compassion, was assessed using
the Self-Compassion Scale Short Form [39]. The resilience
factor, social support, was measured with the perceived available
social support subscale and the support-seeking subscale of the
Berlin Social Support Scales [40].

Mental Health Outcomes

Symptoms of depression were measured using the
Epidemiologic Studies Depression Scale [41]. Values ≥18
indicate clinically significant levels of depressive symptoms
[42]. Psychological distress, including anxiety and
psychosomatic symptoms, was measured using the short version
of the Brief Symptom Inventory [43].

Consistent with the notion that resilience per se is defined as
good mental health despite adversity [44], exposure to different
types of stressors was assessed. Critical life events (eg, death
of a family member) were measured using an adapted version
of the Life History Calendar [45]. Daily hassles were assessed
using the Mainz Inventory of Microstressors [46].

Work-Related Outcomes

Adverse circumstances at work were assessed using the short
version of the Effort-Reward-Imbalance Questionnaire [47,48],
which contains the subscales effort, reward, and
overcommitment. For the purpose of describing this study’s
sample baseline characteristics, the ratio of effort (numerator)
over reward (denominator) at T1 was calculated to capture the
imbalance between costs and gains experienced at work [49].
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According to Lehr et al [49], a ratio >0.715 indicates an
adversarial workplace environment.

Concerning productivity in the workplace, days of absenteeism
and presenteeism were measured using the respective items of
the Trimbos and Institute of Medical Technology Assessment
Cost Questionnaire for Psychiatry [50]. Ability to work
effectively was measured using the single-item Work Ability
Index [51], assessing “current work ability compared with
life-time best.”

Due to data management errors, data on the secondary outcomes,
psychological distress, effort, and rewards are missing for T2
and T4, while data for life events and daily hassles are missing
from T2 to T4. These missing data represent minor deviations
from this study’s protocol.

Intervention Usage and Client Satisfaction

Intervention usage was assessed in two ways: (1) by the number
of web-based sessions completed per IG participant (extracted
from the online platform); and (2) by the collected number of
moments of resilience, the core feature of the app, per participant
(as tracked by the native application). Satisfaction with the web-
and app-based intervention was assessed postintervention (only
for IG) using an adapted version of the Client Satisfaction
Questionnaire adjusted to the online format of the intervention
[52]. Participants’ perception of the app’s attractiveness and
quality was assessed using the short version of the AttrakDiff
[53].

To characterize this study’s sample, data on demographic
variables such as age, gender, marital status, educational level,
employment status, income, and the previous use of health
services were collected as part of the screening procedure.

Statistical Analysis

Overview
In accordance with CONSORT-eHEALTH guidelines [24], data
were analyzed following an intention-to-treat procedure. Specific
details of the analysis are provided below. All statistical analysis
was performed using R Studio (R version 4.3.2) [54] with a
two-tailed significance level set at P≤.05.

Power Calculation
This study’s sample size calculation was based on identifying
a realistic and practically meaningful effect size. First, regarding
a realistically achievable effect, meta-analytic evidence on
unguided web-based interventions for stress reduction was
considered [27]. In the meta-analysis by Heber et al [27], an
effect size of d=−0.33 was reported for unguided stress
interventions. Second, by discussion, the research team agreed
on 2.5 points as the minimal practically important difference
between the IG and WL immediately after the intervention.
Assuming an SD of 6.42 points on the PSS-10, as observed in
a representative German sample [34], this resulted in an
anticipated intervention effect of d=−0.4 for the primary
outcome in this study. To detect an effect of that size with 80%
power and 95% significance, an a priori power-analysis
calculation yielded 352 participants required for this study.

Missing Data
All participants provided baseline data. Missing data at T2-T4
were imputed through multivariate imputation by chained
equations using the mice package [55]. Twenty imputation sets
were generated. Variables were included as predictors in the
imputation model if they showed a correlation of at least 0.4
with the variable to be imputed and had at least 60% available
data, ensuring that only predictors carrying a substantial amount
of meaningful information were used [56]. The imputed datasets
were analyzed separately, and the parameter estimates and
hypothesis tests were ultimately pooled using the rule by Rubin
[57].

Intervention Effect
Between-group differences at T2 and T3 were analyzed using
analysis of covariance (ANCOVA), as recommended by
O’Connell et al [58], to evaluate the interventions’effectiveness
in influencing the primary and secondary outcomes. Baseline
scores of the respective outcomes were considered covariates.
Following recommendations by Harrer et al [56], between-group
Cohen d and corresponding CIs were derived directly from the
covariate-adjusted models used to calculate the magnitude of
treatment effect, incorporating the pooled SD (based on Cohen
formula) into the models.

Sensitivity analyses for the primary outcome were performed
to test the robustness of the intention-to-treat analyses in
multiple ways. First, study completers (participants providing
data at all measurement points) were analyzed. Second,
intervention completers were analyzed, defined as participants
having completed at least the first five sessions of the web-based
component (incorporating all exercises on the targeted four
resilience factors) and collected moments of resilience with the
app at least twice per week (≥16) within the training period.
Third, the intervention effect was measured using linear mixed
models.

Response and Deterioration Rates
Concerning better communicating the results to help-seekers
and policy makers, we followed the recommendation by Cuijpers
[59] and calculated response and deterioration rates. For all
response rates, we calculated the numbers needed to treat to
achieve one additional beneficial outcome (number needed to
treat for benefit; NNTB) and one additional harmful outcome
(numbers needed to treat for harm; NNTH) in the IG, relative
to the WL.

We analyzed response rates from various perspectives. First,
reliable improvement and deterioration were calculated based
on Heber et al [33], who reported a change of ±5.16 points in
the PSS-10 following the recommendations of Jacobson and
Truax [60]. Second, using anchor-based criteria was advised
for determining what constitutes a practically meaningful change
[61]. Bauer-Staeb et al [62] highlighted that the magnitude of
a practically meaningful change depends on the baseline level
of distress and provided reference criteria. Given that the sample
was expected to be primarily mildly to moderately distressed,
a change of 20% from baseline to postintervention was
considered a minimally practical meaningful difference. Third,
remission was determined using the preferred method described
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by Jacobson and Truax [60] for operationalizing clinically
significant change—defined as having a score closer to the mean
of the functional than dysfunctional population. The mean for
a representative German sample (mean 12.57) served as an
estimate for the functional population [34], while the mean score
of a highly stressed, help-seeking sample (mean 22.65) was
used to define the dysfunctional population [63]. Consequently,
we defined remission as scoring 17 points or lower on the
PSS-10, excluding participants already considered to have no
significant symptoms by this definition at baseline.

Longer-Term Effects
An extended T4 assessment evaluated longer-term interventional
effects among participants in the IG. Those effects were
analyzed using within-subject comparisons via
repeated-measures ANOVA between T1 and T4. Within-group
Cohen d and respective CIs for the IG were calculated by
dividing the change score (T1-T4 difference) by the SD of the
change.

Mediation Analyses
To investigate the targeted resilience factors self-efficacy,
optimism, perceived support, and self-compassion as potential
mediators of the intervention’s effect on stress and resilience,
multiple single (including one mediator) and parallel mediation
analyses (including all mediators at once) were conducted using

the semTools package [64]. Single mediation analyses were
conducted to assess the unique effect of each mediator in
isolation, while parallel models provided a more comprehensive
view of how multiple mediators operate concurrently and
allowed for comparison of their relative contributions. To
establish temporal precedence, T2 scores of the potential
mediators and T3 scores of stress and resilience were used [18].
Mediator and baseline scores for stress and self-perceived
resilience were included as covariates in the model, as
recommended by Hayes and Rockwood [65]. A statistically
significant effect of the mediation was achieved if the estimated
95% CI of the indirect effect did not cross zero. We conducted
all mediation analyses with the study completer sample as
additional sensitivity analyses.

Results

Participants and Baseline Characteristics
Figure 1 illustrates the flow of participants. A total of 352
individuals were randomized and assigned to either the IG or
WL. Two participants initially allocated to the WL were
subsequently excluded from this study due to concurrent
involvement in another parallel research project. As a result,
the final participant count was 176 participants for the IG and
174 participants for the WL.
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Figure 1. Study flow of participants. IG: intervention group; PSS: Perceived Stress Scale; WL: waitlist control group.
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Table 1 summarizes the study samples’baseline characteristics.
On average, participants were aged 42.8 years; 65.7% (230/350)
were female; and 74.9% (262/350) worked full-time. At
screening, participants reported an average perceived stress
level of 21.58 (SD 6.03). The average depression level among
participants at baseline was 11.09 (SD 6.42). A total of 15.7%
(55/350) of the participants reported clinically relevant levels
of depressive symptoms. Participants reported an average sum

of 68.45 (SD 32.72) daily hassles in the preceding 7 days (eg,
a conflict or disagreement with a close person), along with 9.24
(SD 5.08) experienced life events (eg, serious illness of self or
family member). Almost nine in ten (309/350, 88.3%) reported
working under adversarial workplace conditions (Effort Reward
Imbalance Scale ratio >0.715) at baseline. Participants’ work
ability—compared to life-time best indicated as 10 points—was
reduced (mean 6.83, SD 1.86).

Table . Baseline characteristics of this study’s sample.

WLb (n=174)IGa (n=176)Total

Sociodemographics

43.8 (11.1)41.9 (11.2)42.8 (11.2)    Age (y), mean (SD)

107 (61.5)123 (69.9)230 (65.7)    Female, n (%)

49 (28.2)67 (38.1)116 (33.1)    Single, n (%)

92 (52.9)77 (43.8)169 (48.3)    Married, n (%)

22 (12.6)18 (10.2)40 (11.4)    Relationship, n (%)

11 (6.3)14 (8)25 (7.1)    Divorced, n (%)

Education, n (%)

40 (23)41 (23.3)81 (23.1)    No university degree

134 (77)135 (76.7)269 (76.9)    University degree

Employment, n (%)

119 (68.4)143 (81.3)262 (74.9)    Full-time

55 (31.6)33 (18.8)88 (25.1)    Part-time

Prior experience with a mental health intervention, n (%)

158 (90.8)152 (86.4)310 (88.6)    No

16 (9.2)24 (13.6)40 (11.4)    Yes

Experience with psychotherapy, n (%)

120 (69)123 (69.9)243 (69.4)    No, never

51 (29.3)52 (29.6)103 (29.4)    Yes, in the past

Perceived stress levels, mean (SD)

21.4 (6.4)21.8 (5.7)21.6 (6.03)    T0 PSS-10c

Clinically significant levels of depressive symptomsd, n (%)

33 (19)22 (12.5)55 (15.7)    Yes

141 (81)154 (87.5)295 (84.3)    No

Stressor exposure before intervention

156 (89.7)153 (86.9)309 (88.3)    Adverse workplace situation

(ERI-Se>0.715), n (%)

9.4 (5.2)9.1 (4.9)9.24 (5.1)    Macrostressorsf, mean (SD)

68.8 (33.3)68.1 (32.2)68.5 (32.7)    Microstressorsg, mean (SD)

aIG: intervention group.
bWL: waitlist control group.
cPSS-10: Perceived Stress Scale 10.
dScores ≥18 on the Epidemiologic Studies Depression Scale (short form).
eERI-S: Effort-Reward-Imbalance Scale (short form).
fLife events (counts).
gDaily hassles (counts).
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Primary Outcome Measure
Table 2 lists the means and SDs of the primary and all secondary
outcomes at all assessment points. At T2, individuals in the IG
reported significantly lower levels of perceived stress than
individuals in the WL, as demonstrated by ANCOVA

(F1,518=21.31, P<.001, d=−0.54, 95% CI −0.75 to −0.34,
between-group difference: −3.14 points, see Table 3). The
between-group effect remained significant and comparable in
size at 3-month follow-up (F1,79=10.38, P=.002, d=−0.47, 95%
CI −0.71 to −0.22, between-group difference: −2.79, see Table
3).
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Table . Means and SDs of the intention-to-treat approach’s sample (intervention group=176; waitlist control group=174).

T4dT3cT2bT1aOutcome

IGWLIGWLIGWLfIGe

Primary outcome, mean (SD)

16.11 (6.86)19.42 (6.92)16.63 (7.33)19.36 (6.63)16.22 (6.47)20.52 (6.71)21.35 (6.21)Stress

Secondary outcomes, mean (SD)

19.67 (4.48)17.86 (4.36)19.34 (4.88)17.19 (3.31)18.84 (3.40)16.61 (4.44)16.80 (4.70)Self-perceived
resilience

Resilience factors, mean (SD)

11.56 (1.98)10.62 (2.01)11.20 (2.25)10.85 (2.02)11.25 (2.22)10.30 (2.23)10.52 (2.13)    Self-effica-
cy

3.77 (0.79)3.46 (0.77)3.70 (0.83)3.56 (0.75)3.81 (0.69)3.50 (0.75)3.58 (0.76)    Internal
control

2.32 (0.70)2.61 (1.05)2.33 (0.96)2.63 (0.77)2.40 (0.80)2.65 (0.80)2.72 (0.06)    External
control

16.11 (4.37)14.35 (4.72)15.89 (4.86)14.46 (4.44)15.59 (4.62)13.90 (4.48)14.06 (4.63)    Optimism

3.25 (0.74)2.87 (0.69)3.19 (0.73)2.87 (0.69)3.27 (0.71)2.76 (0.68)2.75 (0.72)    Self-compas-
sion

27.99 (4.70)26.68 (4.90)27.63 (4.71)26.96 (4.89)27.92 (4.38)26.16 (5.20)26.90 (4.83)    Perceived
support

14.75 (3.42)13.39 (3.47)14.58 (3.70)13.62 (3.54)14.55 (3.60)13.40 (3.76)13.48 (3.84)    Support
seeking

Mental health, mean (SD)

9.68 (6.06)11.12 (6.61)9.61 (6.16)11.41 (6.41)9.61 (6.16)11.33 (6.64)10.85 (6.19)    Depressive
symptoms

—0.74 (0.51)0.68 (0.52)——g0.82 (0.55)0.83 (0.53)    Psychologi-
cal distress

Work-related health, mean (SD)

7.17 (2.15)6.84 (1.85)6.73 (2.27)6.75 (1.90)7.26 (1.98)6.86 (1.73)6.80 (1.99)    Work abili-
ty

—8.59 (2.35)7.82 (2.47)——8.83 (2.11)8.61 (2.30)    Effort

—17.96 (4.04)18.74 (3.92)——18.02 (3.93)18.79 (3.75)    Reward

14.28 (3.78)15.69 (3.77)14.33 (3.55)15.61 (3.69)14.74 (3.68)16.06 (3.44)15.99 (3.73)    Over-com-
mitment

7.34 (9.29)4.63 (5.75)3.69 (4.48)8.20 (12.44)5.80 (7.88)8.05 (11.35)7.01 (7.75)    Absen-
teeism

4.08 (2.89)5.26 (4.17)6.66 (6.62)6.67 (5.67)6.53 (6.30)7.32 (9.05)6.34 (4.90)    Presen-
teeism

aT1: baseline.
bT2: postintervention (8 weeks after randomization).
cT3: 3-month follow-up (3 months after randomization).
dT4: 6-month follow-up (6 months after randomization, intervention group only).
eIG: intervention group.
fWL: waitlist control group.
gMissing due to data management errors.
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Table . Between-group differences postintervention and at 3-month follow-up for primary and resilience-related secondary outcome measures.

Differences between the intervention group and the waitlist control groupOutcome

T3bT2a

Cohen d (95%
CI)

P valueF test (df)Cohen d (95%
CI)

P valueF test (df)

Primary outcome

−0.47 (−0.71 to
−0.22)

.00210.38 (1, 79)−0.54 (−0.75 to
−0.34)

<.00121.31 (1, 518)Stress

Secondary outcomes

0.29 (0.08 to
0.49)

.0039.33 (1, 72)0.47 (0.29 to
0.64)

<.00130.46 (1, 253)Self-perceived
resilience

Resilience factors

0.21 (−0.03 to
0.45)

.034.87 (1, 69)0.12 (0.06 to
0.30)

.044.15 (1, 248)    Self-efficacy

0.24 (0.03 to
0.45)

.0067.82 (1, 181)0.27 (0.06 to
0.47)

<.00111.23 (1, 191)    Internal con-
trol

−0.33 (−0.57 to
−0.08)

.034.76 (1, 81)−0.35 (−0.57 to
−0.12)

.016.82 (1, 132)    External con-
trol

0.30 (0.11 to
0.48)

.00112.38 (1, 89)0.22 (0.16 to
0.60)

.026.35 (1, 49)    Optimism

0.42 (0.18 to
0.66)

.00211.36 (1, 46)0.57 (0.39 to
0.76)

<.00136.23 (1, 106)    Self-compas-
sion

0.09 (−0.10 to
0.27)

.044.18 (1, 78)0.09 (−0.09 to
0.27)

.035.09 (1, 74)    Perceived
support

0.32 (0.14 to
0.49)

.00112.89 (1, 92)0.25 (−0.09 to
0.40)

.00111.92 (1, 380)    Support seek-
ing

aT2: postintervention (8 weeks after randomization).
bT3: 3-month follow-up (3 months after randomization).

Sensitivity Analyses
Sensitivity analysis based on study completers (T2: d=−0.64,
95% CI −0.89 to −0.39; T3: d=−0.55, 95% CI −0.82 to −0.28)
corroborated the results obtained by intention-to-treat analysis.
The group difference between intervention completers and the
WL at T2, however, was only close to being statistically
significant (P=.05, d=−0.42, 95% CI −0.79 to −0.06). In
contrast, the group difference at T3 was significant and similar
in size to that obtained by the intention-to-treat approach
(d=−0.46, 95% CI −0.84 to −0.09). A linear mixed-effects model
revealed results similar to those obtained by ANCOVA using
imputed data. Equivalently, the interactions between time and
intervention at T2 (P<.001, SE=0.75) and T3 (P<.001, SE=0.80)
were significant, indicating that the change in stress differed
between groups. Specifically, participants in the IG showed a
significantly greater reduction in stress from T1 to T2 (β=−4.02,
95% CI −5.48 to −2.56), as well as from T1 to T3 (β=−3.67,
95% CI −5.24 to −2.11), compared to those on the WL.

Response and Deterioration Rates
At T2 and T3, significantly more participants in the IG than
WL controls reported reliable and practically meaningful
improvement, with NNTB ranging from 3.42 (95% CI 2.56 to
5.16) to 4.35 (95% CI 3.05 to 7.58). The rates of reliable and
practically meaningful deterioration were higher in controls

than in the IG at both postintervention points, with NNTH values
ranging from 7.51 (95% CI 4.80 to 17.21) to 10.81 (95% CI
6.57 to 30.57). However, 4.6% (8/174) to 10.9% (19/174) of
participants in the IG also experienced a worsening of stress
symptoms. Multimedia Appendix 5 summarizes the results of
the response and deterioration analysis.

Secondary Outcome Measures
Table 3 summarizes the results of resilience-related secondary
outcome analysis. For self-perceived resilience, there was a
significant effect in favor of active treatment at T2 (d=0.47)
and T3 (d=0.29). For the resilience factors, there were
significantly better outcomes among participants in the IG for
all outcomes at T2 and T3. Immediately postintervention, effect
sizes were 0.12 for self-efficacy, 0.27 for internal control, −0.35
for external control, 0.22 for optimism, 0.57 for self-compassion,
0.09 for perceived social support, and 0.25 for support seeking.

Multimedia Appendix 6 summarizes the findings of the other
mental health- and work-related outcomes assessed. For
depression, there was a significant between-group effect at T2
(d=−0.24), but not at T3. Regarding work-related outcomes,
significant effects in favor of the IG were found for work ability
at T2 (d=0.28), and for overcommitment at T2 (d=−0.22) and
T3 (d=−0.36), but not for absenteeism or presenteeism at either
of these postintervention measurement points.
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Longer-Term Effects
Concerning the intervention’s long-term effectiveness (T1-T4),
outcomes remained stable, indicating that the beneficial effects
were maintained. Within-group effect sizes for the primary and
secondary outcomes were all significant, except for absenteeism.
The effect size for stress was d=−0.80 (95% CI −0.97 to −0.63),
for self-perceived resilience d=1.19, for self-efficacy d=0.80,
for optimism d=0.87, for self-compassion d=1.25, and for
perceived social support d=0.37. A table summarizing the results
of the within-group comparisons obtained by repeated-measures
ANOVA is available in Multimedia Appendix 7.

Mediation Analyses

Perceived Stress
Single mediation analysis revealed that indirect effects through
optimism (ab=−0.46, 95% CI −0.80 to −0.12) and
self-compassion (ab=−0.95, 95% CI −1.49 to −.41) were

statistically significant, indicating that these variables mediated
the effect of the intervention on perceived stress at T3. In
contrast, indirect effects through self-efficacy (ab=−0.11; 95%
CI −0.34 to 0.12) and perceived support (ab=−0.04; 95% CI
−0.18 to 0.10) were not significant.

As depicted in Figure 2, the results of parallel mediation analysis
aligned with the results obtained with single mediation analyses.
In a joint model, the indirect effects through optimism
(a2b2=−0.34, 95% CI −0.63 to −0.06) and self-compassion
(a4b4=−0.66, 95% CI −1.15 to −0.17) were again statistically
significant, while the indirect effects through self-efficacy
(a1b1=−0.02, 95% CI −.14 to 0.10) and perceived support
(a3b3=0.04, 95% CI −0.09 to 0.16) were not. The direct effect
of the intervention on perceived stress remained significant after
incorporating the mediators in the model (c’=−2.25, 95% CI
−3.79 to −0.70).

Figure 2. Parallel multiple mediation model with 3-month follow-up (T3) stress severity scores as the outcome variable (Y), posttreatment (T2) resilience
factors scores as mediators, and baseline values of mediators and outcome as covariates. Intervention (X) is coded 1=IG, 0=WL. Unstandardized beta
coefficients are shown with 95% CIs in brackets. IG: intervention group; WL: waitlist control group.

Self-Perceived Resilience
Mediation analyses with self-perceived resilience—that is, the
ability to recover from stress—as a dependent outcome revealed
a pattern similar to that observed with perceived stress as the
outcome. Single mediation analyses showed that the indirect
effects through optimism (ab=0.27, 95% CI 0.07 to 0.46) and
self-compassion (ab=0.46, 95% CI 0.16 to 0.76) were
statistically significant, indicating that these variables mediated
the intervention’s effect on self-perceived resilience at T3. In
contrast, indirect effects through self-efficacy (ab=0.08; 95%
CI −0.06 to 0.22) and perceived support (ab=0.01; 95% CI −0.07
to 0.08) were not.

On parallel mediation analysis, the indirect effect through
optimism (a2b2=0.21, 95% CI 0.06 to 0.37) significantly
mediated the intervention’s effect on resilience at T3, while the
indirect effect through self-compassion (a4b4=0.26, 95% CI
−0.01 to 0.53), though close, failed to achieve statistical

significance. The indirect effects achieved through self-efficacy
(a1b1=0.04, 95% CI −0.03 to 0.11) and perceived support
(a3b3=−0.03, 95% CI −0.10 to 0.04) were also not statistically
significant. The direct effect of the intervention on self-perceived
resilience remained significant after incorporating mediators
into the model (c’=0.86, 95% CI 0.04 to 1.65). The
corresponding mediation model is shown in Figure S1 in
Multimedia Appendix 8.

Repeating all single and parallel mediation analyses with this
study completer sample as additional sensitivity analyses
revealed no differences in the results relative to those obtained
with the intention-to-treat approach (see Figures S2 and S3 in
Multimedia Appendix 8). The only exception was in the joint
model with self-perceived resilience as the dependent variable,
in which the indirect effect via self-compassion reached
statistical significance (a4b4=0.43, 95% CI 0.13 to 0.73).
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Intervention Usage and Client Satisfaction
Most participants started with the web component of the
intervention (156/176, 88.6%), completing an average of 2.2
(SD 2.3) sessions. Completion rates ranged from 70.5%
(110/156) for session 1 to 18.6% (29/156) for all 6 sessions.

Those who used the app component (104/176, 59.1%) collected
a median of 14 moments of resilience (range 1 to 220),
indicating that half collected these moments almost twice per
week over the 8-week intervention period. Based upon
participant reports, users collected a total of 3064 moments of
resilience, most frequently for self-compassion. Detailed
engagement patterns are summarized in Multimedia Appendix
9. Of those participants reporting their intervention usage at T2,
38.1% (32/84) indicated they had not yet finished and expressed
an intention to continue.

Participants’ satisfaction with the intervention (considering both
the web and app components) was high (mean 24.02, SD 6.18).
Of those participants providing questionnaire data about their
satisfaction with the intervention, 87/99 (87.9%) indicated
satisfaction in an “overall, general sense” (“very satisfied” or
“mostly satisfied”), and 80/99 (80.5%) indicated satisfaction
with the amount of help they received. In addition, 73/99
(73.7%) agreed that the intervention helped them to deal with
problems more effectively, and 77/99 (77.8%) said they would
recommend the intervention to a friend in need of similar help.
The overall user experience of the app was rated as 4.71 (SD
1.04; range 1 to 7; n=99), indicating an overall good level of
user experience [53].

Discussion

Principal Results

Overview
For the first time, this study identified a favorable effect of the
RESIST intervention, relative to being on a waiting list, on
perceived stress in a universal prevention setting. Improvements
were evident immediately after the intervention and remained
stable 3 and 6 months after randomization. A similar pattern
was observed for self-perceived resilience and the resilience
factors targeted within the intervention. Effects on other health-
and work-related outcomes were mixed.

Concerning the second study aim, mediation analyses suggested
that the resilience factors targeted within the training played
distinct roles in how the intervention exerted its effects on stress
and self-perceived resilience. The strongest evidence for
mediation emerged for optimism and self-compassion, with
significant indirect effects observed for both variables. In
contrast, indirect effects through self-efficacy and social support
were not statistically significant.

Effects on Stress and Self-Perceived Resilience
The observed effect on stress reduction immediately
postintervention (d=−0.54) slightly exceeded the effect size
expected from the a priori sample size calculation (d=−0.40).
Building on the findings from the pilot study [17], this study
confirmed the intervention’s effectiveness in a larger sample
within a universal preventive setting, demonstrating that the

intervention is effective not only when delivered with guidance,
as in the pilot study, but also in a self-help format that requires
fewer resources.

When compared with interventions targeting a similar set of
resilience factors that may be unique to resilience interventions
[21,66], the effect sizes for stress and self-perceived resilience
(d=0.47) observed in this study fall between those reported for
a web-based resilience intervention for college students [66]
(d=−0.34 for stress) and a multicomponent positive psychology
intervention for the general population [21] (d=0.67 for
resilience).

Concerning intervention techniques, this study’s findings align
with those of 2 previous studies that also used Strengths-Based
CBT [67,68]. In one of these studies [68], distressed college
students showed significant postintervention improvements in
resilience (d=0.34).

Compared to meta-analytic findings, the stress reduction effect
observed for the present intervention postassessment was
substantially larger than the nonsignificant effect (g=0.14)
reported by Ang et al [7], who used a broad resilience factor
approach. In contrast, the findings related to self-perceived
resilience closely align with those of Ang et al [7] (g=0.54).
The effect of RESIST on self-perceived resilience is also similar
in magnitude to that reported for the meta-analysis by
Díaz-García et al [8], which adopted an outcome-focused
resilience approach, including interventions aimed at modifying
resilience or related constructs regardless of the interventions’
characteristics. Furthermore, the stress reduction effect of
RESIST was slightly larger than the effect size for stress
reported in the meta-analysis by Schäfer et al [11] (standard
mean difference=0.33, 95% CI −0.41 to −0.24), which applied
a broad conceptualization of resilience interventions, also
including established intervention formats such as
stress-management and mindfulness programs. The effects for
self-perceived resilience found in the present study also
surpassed those reported by Schäfer et al [11] (standard mean
difference=0.22).

Although these comparisons do not establish superiority of
interventions that target a specific set of resilience factors that
may reflect more overarching resilience processes and may be
correlates of higher-order resilience mechanisms, such as a
positive appraisal style, the findings suggest that it is valuable
to continue developing and investigating interventions based
on these principles. This is particularly important if resilience
interventions are to be seen as a distinct form of intervention.

The comparisons further underscore the challenges of adequately
evaluating and comparing resilience interventions, stemming
from the lack of a clear understanding of what constitutes a
resilience intervention. The variability in the design of resilience
interventions makes it difficult to identify comparable
interventions, especially when investigators fail to adequately
describe the intervention’s characteristics. As mentioned earlier,
such conceptual ambiguity is reflected in meta-analyses, where
differing definitions of resilience interventions can lead to
substantially heterogeneous results and conclusions between
meta-analyses. This emphasizes the need for a standardized
classification system for resilience interventions. Building on
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prior considerations by Chmitorz et al [12], (1) the theory or
rationale underlying an intervention, (2) its specific content, (3)
the intervention techniques applied, and (4) the timing of the
intervention relative to stressor exposure should be considered
as dimensions for building a systematic classification system
of resilience interventions. This may contribute to identifying
the core elements of effective intervention designs.

Response and Deterioration Rates
The NNTB suggests that, on average, three to four individuals
must be given access to RESIST for a single individual to
experience 20% symptom improvement or reliable improvement
in stress symptoms immediately after the intervention. This
aligns with the results of other digital mental health interventions
such as self-guided stress management training [69].
Corresponding to findings from prior research [70,71], it must
be noted, however, that some individuals (12/174, 6.9%) in our
IG met the criterion for reliable deterioration. This highlights
safety issues within resilience interventions. While resilience
interventions labeled positively might seem more appealing
than, for example, stress management interventions, this does
not guarantee symptom improvement, as some users may
experience adverse effects. Potential risks may include
heightened frustration or self-blame if participants do not meet
perceived expectations of “being resilient” [72]. The positively
framed concept of “resilience” may furthermore create implicit
pressure to bounce back, potentially reinforcing feelings of
inadequacy when setbacks persist despite effort. In the
systematic review by Chmitorz et al [12], none of the 43 RCTs
included in the analysis assessed adverse effects. Hence, the
potential harms of so-called “positive” interventions remain
largely overlooked [71], underscoring the need for more
conceptual and empirical research in this area.

Effects on Resilience Factors
Besides examining RESIST’s effectiveness in reducing stress
as a primary outcome and resilience as an important secondary
outcome, we also investigated whether the intervention
promoted the resilience factors of self-efficacy, optimism,
self-compassion, and social support that the intervention was
designed to target. The effects observed postintervention were
favorable, yet variable in magnitude.

For self-efficacy, we observed a small but statistically significant
between-group effect after the intervention (d=0.12). This is
numerically similar to the effect reported by Schäfer et al [11]
in their meta-analysis (d=0.01). Regarding optimism (ie, the
general expectation that one’s own outcomes will be positive
[73]), our findings indicated a more sizeable intervention effect
(d=0.22), in line with results from meta-analyses by Schäfer et
al [11] and Malouff and Schutte [74]. The most pronounced
effect at T2 was observed for self-compassion (d=0.57; ie, a
supportive attitude toward oneself in times of suffering [75]).
This finding mirrors results reported by Schäfer et al [11], where
self-compassion also showed the largest effect among the
resilience factors examined. For perceived social support, we
found small between-group differences at T2 (d=0.09), which
also aligns with published meta-analyses [31]. Despite the
statistically significant findings, the practical significance of
these effects is difficult to interpret due to the lack of established

criteria for meaningful change in resilience factors. Future
research should investigate such criteria, following the
methodological recommendations of Cook et al [76].

Mediation Analyses
The mediation analyses further revealed that RESIST not only
favorably fostered optimism and self-compassion, but that these
factors also contributed to how the intervention exerted its
positive effects. With one exception—self-compassion mediated
the effect on self-perceived resilience only in this study’s
completer sample—the mediation results were consistent,
irrespective of whether stress or self-perceived resilience was
assessed as the outcome, underscoring that the same resilience
factors may matter for both positive and negative mental health
outcomes. Comparing these mediation findings to prior research
results is limited by the scarcity of studies that have investigated
the mechanisms of change underlying resilience interventions.
Our mediation findings align with isolated prior findings of the
previously mentioned multicomponent email-guided positive
psychology intervention [21], for which both optimism and
self-compassion also emerged as mediators of the intervention’s
effects.

The findings shed light on the importance of optimism and
self-compassion as potential key processes in resilience
promotion. In the case of optimism, enhancing the belief that
one’s own outcomes will be positive may both strengthen
someone’s confidence that a currently stressful situation can
improve over time and foster the perception that such situations
are manageable and temporary, thereby reducing perceived
stress and strengthening self-perceived resilience. This, in turn,
might reflect a positive appraisal style of stressors. This finding
aligns with a substantial body of prior research, including both
meta-analyses and longitudinal studies, that have revealed the
importance of optimism for positive mental health outcomes
[30,77-80]. For instance, in a meta-analysis published by
Gallagher et al [30], a negative association was identified
between optimism and posttraumatic stress disorder. Meanwhile,
Romswinkel et al [80] identified optimism both as a predictor
of reduced depressive symptoms and as a mediator in the
relationship between job stress and depression.

Regarding self-compassion, fostering a kinder and warmer
attitude toward oneself during times of stress might have enabled
IG participants to better care for themselves and respond with
reduced self-criticism, particularly when facing stressors rooted
in personal mistakes or feelings of inadequacy [75]. By
promoting a more accepting and supportive internal response,
the intervention may have helped them to reinterpret such
stressors more constructively, thereby establishing a link to a
positive appraisal style and ultimately reducing perceived stress.
Empirical evidence supports this strong link between
self-compassion and mental health [81-85]. For example, one
meta-analysis has demonstrated an inverse association between
self-compassion and stress [82], while a longitudinal study by
Lee et al [81] identified self-compassion as a significant
predictor of mental well-being over five years.

In contrast to self-compassion and optimism, no significant
mediation effects were observed for self-efficacy and social
support. However, it is premature to discount the roles of
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self-efficacy and social support in interventions aiming to
promote resilience. Differences in the control and ease of
implementation, as well as the timescale of observable change,
may partly explain the pattern of effects. Self-compassion, for
example, can be cultivated through self-directed practices, as
evidenced by participants’ predominant selection of moments
of resilience related to this factor, according to app data. In
contrast, fostering self-efficacy could rely more on sufficient
learning opportunities and external feedback [86], which may
be provided by a mental health professional, such as an eCoach.
Increases in perceived social support might depend more on
social interactions and environmental factors, potentially
requiring more time to become manifest. Including peer support
in the intervention could serve as one valuable option to enhance
these social interactions.

Strengths and Limitations
This study has several key strengths that help it contribute to
the body of research in the field. Its first strength is that it was
conducted in accordance with the recommendations for
resilience intervention studies outlined by Chmitorz et al [12],
including an outcome-oriented resilience definition, and the
separate assessment of various mental health outcomes and
resilience factors, as well as adverse effects.

Second, to the best of our knowledge, the resilience intervention
RESIST examined in this study is among the first to be explicitly
grounded in a genuine resilience framework—namely, PASTOR
[2], which served as the theoretical foundation of the
intervention.

Third, the intervention’s content was informed by resilience
factors considered etiologically relevant for fostering adaptive
responses to adversity [87] and which may reflect
resilience-specific competencies.

Fourth, the intervention specifically targeted resilience factors
that are typically not addressed in established mental health
programs, such as stress management or mindfulness-based
interventions. Lastly, by studying mediators, this study addresses
the call to study mechanisms of change to optimize intervention
development and treatment outcomes from digital resilience
interventions [11].

Despite this study’s strengths, the results should be interpreted
in light of some limitations, with the first two relating to
generalizability, the next two to methodological aspects, and
the final two to theoretical considerations.

First, the findings may have limited generalizability to other
implementation settings; for example, RESIST’s effectiveness
could differ if the intervention is employer-provided rather than
individually initiated. Employees may view employer-led
resilience training as contradictory if it ignores structural causes
of stress. This concern is supported by a meta-analysis that
detected smaller-than-expected effects for
organization-implemented e-mental health interventions [88].

Second, this study’s sample was predominantly female and
highly educated, which may also limit generalizability.
However, systematic reviews suggest that sociodemographic
factors such as gender or education rarely modify intervention

effects [89-91]. The main challenge may therefore be promoting
uptake in other groups. Whether this may be achieved, for
example, via approaches such as participatory design, tailored
recruitment, or interventions addressing mental health indirectly
(eg, physical exercise [92]), is not clear yet.

Third, the dropout rate across both intervention arms (82/350,
23.4%) could have negatively affected the results’ validity.
However, this extent of attrition falls well within the range of
similar digital self-help interventions [69,71], and the multiple
imputations approach used to address this shortfall is both a
robust and widely accepted method for handling missing data
[93]. In addition, a range of sensitivity analyses, including mixed
model analyses, supported the robustness of the intention-to-treat
sample’s findings.

Fourth, nearly 40% (32/83) of participants indicated
postintervention that they had not yet completed the intervention
but intended to continue engaging with it. This may reflect the
nature of the self-help format, which typically allows for greater
flexibility. It also suggests that the intended pacing, one session
and at least 2 app entries per week, may not have been
well-matched to participants’ preferences or natural usage
patterns.

Fifth, the applied mediation model implicitly assumes that all
mediators change simultaneously over time, thereby limiting
its capacity to account for temporal variability in their
effects—some mediators may exert their influence more quickly,
while others do so more slowly. This limitation is common in
studies assessing such models.

Lastly, the interpretability of the mediation analyses’ results is
limited with regard to drawing conclusions about any potential
causal link between specific mediators and individual training
components. For instance, it cannot be concluded that the
content related to the resilience factors within the training
necessarily encompasses the active ingredients driving the
intervention’s effects. Component studies are needed to further
investigate the active ingredients of RESIST.

Theoretical Implications
Based on the study’s insights, various theoretical implications
and perspectives for future research emerge. First, almost 90%
(309/350) of the participants reported experiencing an
effort-reward imbalance in their work life and, accordingly,
trained resilience in the context of ongoing stressor exposure.
A next step would be to more precisely assess the specific
stressors experienced by participants and relate them to mental
health outcomes, as proposed by Kalisch et al [94]. This would,
for instance, enable meaningful comparisons between
individuals who show similar improvements in mental health
after training, despite facing different levels of adversity.

Second, while the mediation analyses provided initial and
valuable insights into the intervention’s mechanisms of change,
they also highlight several avenues for future research. The
precise interrelations, causal directions, and underlying
mechanisms linking the resilience factors optimism,
self-compassion, and a positive appraisal style as potential
resilience mechanisms warrant further investigation to deepen
our understanding of their contribution to psychological
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adaptation and resilience. Further, for the investigation of
RESIST, a logical next step will be to include an assessment of
positive appraisal style [95] as an additional construct (which
has been published just recently) in future assessments and to
examine it as a potential mediator in sequential mediation, onto
which the various resilience factors may converge. Additionally,
as already discussed, our findings suggest a lack of
understanding regarding the varying timeframes required for
different resilience factors to develop and change, as well as
the degree to which their change can be regulated internally.
Regarding the further development of resilience interventions
and assuming that resilience factors require more time or
external support to develop, so that change becomes better
understood, such components could be positioned strategically
at the beginning or end of an intervention. For research on
mechanisms of change, this underscores the need for a more
fine-grained level of investigation of mediators that also respects
strict temporal precedence. One promising approach would be
to assess the mediating role of resilience factors during the
course of the intervention itself. To this end, methods such as
session-by-session assessments or ecological momentary
assessments in daily life between sessions may be particularly
useful [96,97]. An alternative approach could involve using
dynamic network models to capture the complexity inherent in
change processes within interventions [98].

Third, by targeting multiple resilience factors, our intervention
implicitly emphasized the importance of having access to a
broad repertoire of resources to draw on various strategies, so
individuals are able to respond flexibly to different challenging
situations. This idea is reflected in the concept of regulatory
flexibility [14], which emphasizes the importance of a good
strategy-situation fit, as no single strategy is effective for all
stressors. Explicitly integrating elements reflecting such a
fit-based perspective into training could be a promising direction
for future intervention development, as it could help individuals
to learn how to select and apply the most suitable strategies
depending on the specific demands of each situation. Examining
changes in individuals’ repertoire could be a further meaningful
outcome for future intervention studies.

Lastly, given that individualized resilience interventions have
not yet been explored sufficiently [11], tailoring the content of
RESIST based on individual resource profiles could be a
promising avenue for future research. For one study, Fassnacht
et al [70] adopted a similar approach by integrating an
assessment tool into their intervention, which provided
participants with a profile of personal strengths and
vulnerabilities to support informed decisions about which areas
they should focus on. Building on this idea, incorporating a
resilience profile assessment to identify participants’ existing
psychosocial resources—upon which the training might then
be constructed—could personalize the approach and potentially
enhance its effectiveness.

Practical Implications
The present findings yield several practical implications for
implementing digital resilience training, such as RESIST, in
occupational settings.

First, adherence to the self-help version of RESIST was low,
reflecting a common challenge in digital interventions [99-101].
To enhance adherence, employers should consider recognizing
participation in trainings such as RESIST as working time [102].
Low-cost technical measures, such as automated reminders,
may also mitigate this issue [103]. More resource-intensive
strategies, including personal recruitment, financial incentives,
or professional guidance, can further improve engagement and
adherence [104,105]. The use of adaptive systems—for example,
offering on-demand support during self-help programs or
enabling participants in guided formats to opt out of support
when preferring independent training—can help limit associated
costs. Cost-effectiveness analyses may assist in determining the
optimal balance between resource investment to enhance
adherence and the resulting health benefits in the population
[106].

Second, the observed deterioration rates highlight the need for
safety measures, such as providing personal support alongside
the intervention or offering clear guidance on where to seek
professional external help. Even if the reasons for deterioration
remain unclear, as in this study, occupational health care
professionals should be aware of potential deterioration and
take ethical responsibility into account when offering mental
health interventions.

Third, when inviting employees to participate in interventions,
occupational health care professionals should communicate
potential health benefits appropriately, given the importance of
expectations for usage intentions, actual usage, and outcomes
[107,108]. The observed response and deterioration rates,
together with NNTB and NNTH, provide a solid basis for
managing such expectations. Indicators based on standardized
mean differences (eg, Cohen d) are frequently used but can be
difficult for nonresearchers to understand [59] and may not be
effective for expectation management.

Fourth, promoting the resilience of individual employees is an
important but selective aspect of mental well-being.
Interventions such as RESIST should be embedded in a
comprehensive occupational health promotion strategy that
includes a balanced set of measures addressing both individual
and structural, workplace-related aspects [102]. Work-directed
interventions—such as improving leadership culture, optimizing
workloads, or enhancing effective communication within
teams—should complement individual programs. This dual
focus helps prevent the impression that employees are solely
responsible for their well-being and reinforces the shared
responsibility between staff and employers [102].

Conclusions
This study is among the first to evaluate the effectiveness of a
self-help digital resilience intervention that was designed to
enhance mental health during stressful times by promoting a
set of theory- and evidence-informed selection of resilience
factors representing trainable competencies. According to the
PASTOR framework, they may serve as correlates of a positive
appraisal style of stressors as a higher-order resilience
mechanism. The interventional techniques used in the
intervention, according to Strengths-Based CBT, proved to be
feasible and effective, which confirms the results of the pilot
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study [17]. Especially when intervention developers find the
idea convincing that the methods used to promote resilience
should be different from the methods used in psychotherapy
aiming at reducing distress, then Strengths-Based CBT appears
to be a promising option.

By studying resilience factors as mediators, this trial further
addressed the recent call to investigate mechanisms of change
within digital resilience interventions [11] to optimize
interventional design and outcomes. Mediation analysis
suggested that optimism and self-compassion may be important
drivers promoting resilient outcomes, while redesigning the

intervention seems to be needed to achieve stronger effects for
self-efficacy and perceived social support. Future research is
needed to investigate the relationships between resilience factors
and higher-order resilience mechanisms, the ease of
implementation, and the temporal dynamics of how resilience
factors exert their protective effects. Finally, a standardized
classification system for resilience interventions and a consensus
on what constitutes such interventions are urgently needed to
enable meaningful comparisons between resilience interventions.
This should form the basis of a structured process to improve
resilience interventions and make them more effective.
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Abstract

Background: Online mental health communities increase access and equity for patients seeking psychological support. User
demand and professional contributions are key to their sustainability. While previous research has examined factors influencing
physicians’ participation in online consultation platforms, limited attention has been given to how post characteristics affect the
quantity and length of professional responses in nonprofit mental health communities.

Objective: This study aims to examine how textual (ie, topic, sentiment, title length, and content length) and contextual (ie,
page views and posting time) characteristics of inquiries in nonprofit mental health forums influence the quantity and length of
responses from mental health professionals, providing insights for enhancing community interactions.

Methods: We collected 18,572 question-and-answer records from a Chinese online mental health platform (August 2024-July
2025). Topic features were extracted using BERTopic, and sentiment features were obtained through a distilled Bidirectional
Encoder Representations from Transformers–based sentiment classification model. Additional features were derived from post
metadata. We compared 5 machine learning models and identified Light Gradient Boosting Machine as the best performer. We
then applied Shapley Additive Explanations (SHAP) analysis to it to evaluate the feature contributions to the prediction of response
quantity and length.

Results: In virtual mental health communities, user inquiries fall into 7 topic categories: work, love, depression, boyfriends or
girlfriends, school, marriage, and family. Depression-related topics negatively predict response quantity, whereas interpersonal,
school, marriage, or family topics are positively correlated. SHAP analysis revealed that page views (SHAP value=0.187) and
title length (SHAP value=0.073) are key factors in predicting response quantity, and content length (SHAP value=0.274), sentiment
category (SHAP value=0.054), and title length (SHAP value=0.053) are key factors in predicting response length. Posts exhibiting
negative emotions are positively related to both the predicted quantity and length of responses, and this effect becomes more
pronounced as the degree of emotional intensity increases. Titles with 15-20 characters and content with more than 60 characters
are positively correlated with responses, whereas titles with fewer than 7 characters have negative effects. Higher view counts
and weekday posts also increase response likelihood.

Conclusions: This study provides insights into how textual and contextual features of patient posts influence professional
responses in nonprofit mental health forums. It enhances understanding of voluntary knowledge contribution behaviors in online
mental health communities and offers practical guidance for optimizing platform functional design and user posting strategies.
Future researchers are encouraged to address the limitations of this study, which focuses solely on response quantity and length,
and to explore details of professional responses, such as by developing a comprehensive measure of response quality.

J Med Internet Res 2026 | vol. 28 | e74359 | p.1158https://www.jmir.org/2026/1/e74359
(page number not for citation purposes)

Geng et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:jysgwuxusheng@163.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


(J Med Internet Res 2026;28:e74359)   doi:10.2196/74359

KEYWORDS

influencing factors; online mental health community; predictive analysis; response length; response quantity; sentiment analysis;
theme analysis

Introduction

Background
Mental health disorders are critical global health concerns that
pose major challenges to both individual well-being and health
care systems [1-4]. According to the World Health Organization,
approximately 1 billion individuals (more than 12.5% of adults
and adolescents) are affected by mental health disorders, which
account for approximately 5% of disability-adjusted life years
[5]. Individuals living with mental health conditions experience
a high burden of illness and face an increased risk of mortality
[6]. Therefore, strengthening mental health services has emerged
as a notable research concern [7].

In recent years, an increasing number of online mental health
communities (OMHCs) have been established, allowing mental
health professionals from offline hospitals to offer services on
these platforms. These online mental health platforms connect
mental health service providers with patient users seeking
psychological support and are gaining popularity [8,9]. The
benefits of OMHCs are manyfold. For example, OMHCs
effectively mitigate social prejudice and stigma associated with
mental health disorders. Many individuals delay or avoid seeking
professional help because of concerns about being labeled. The
anonymity setting of these platforms alleviates such concerns
and encourages people with mental health challenges to actively
seek psychological support [10,11]. Moreover, OMHCs help
address the time and geographical limitations of offline clinical
services. This also addresses the uneven distribution of mental
health resources and enhances the accessibility and equity of
mental health services [12]. Given its importance, this study
focuses on OMHCs to better understand the contributing
behavior of health professionals on these platforms.

Prior studies on online mental health can be classified into 3
main categories: studies that focus on patient users (eg,
user-generated content, user engagement patterns) [13-17],
studies that focus on health professionals (eg, contribution
behaviors) [18,19], and studies that focus on communities (eg,
community quality and value cocreation) [20-22]. Existing
studies on the contribution behavior of health professionals
suggest that their active participation within the community
determines the effectiveness of counseling services [18]. For
OMHC managers, understanding the factors that influence the
contribution behaviors of health professionals is crucial for
improving both the efficiency and quality of community
responses, promoting sustained user participation, and enhancing
user retention and engagement [23]. From the perspective of
patient users, when they seek medical advice and feelings of
expression in OMHCs, their posts signal their need for
informational or emotional support from professionals.
Responses from professional community members may make
them feel valued and accepted and enhance their sense of
belonging to the community. Moreover, the information shared

by professionals benefits not only help-seekers but also lurkers
and other community members [24]. Together, the engagement
of both patients and professionals helps cultivate a sustainable
ecosystem for health knowledge exchange [25]. Therefore, it
is imperative to focus on mental health professionals and
examine the factors influencing their knowledge contributions
in OMHCs.

Previous studies have provided insights into the factors
influencing health professionals’ knowledge contribution
behaviors [20,26-33]. These factors include content-related
factors, such as question type, information quality, and
readability [26-28]; community-related factors, such as reward
mechanisms [26]; and health professional–related factors, such
as social relationships, self-efficacy, and reputation needs
[30-33]. For example, Srivastava et al [27] analyzed the intent,
criticism, readability, and emotion of user posts on Reddit, and
found the prominence of “self-criticism” as the most prevalent
form of criticism expressed by help-seekers. They also found
that individuals who explicitly express their need for help are
more likely to receive assistance. These studies explore these
factors primarily through the lens of signal theory, motivational
theory, self-determination theory, and social exchange theory.
For instance, Chen et al [28] reported that emotional and
informational language signals increase the likelihood of
professionals providing informational and emotional support.
Drawing on social exchange theory, Wang et al [29] reported
that material and psychological rewards significantly increase
the online contributions of health professionals. Additionally,
several studies have explored the impact of the intrinsic and
extrinsic motivations of professionals’ contribution behaviors.
Imlawi and Gregg [32] noted that factors such as helping
motivator, reputation motivator, and moral obligation motivator
influence professionals’ contribution continuance intentions.
Maheshwari et al [33] found that self-efficacy and reciprocity
positively influence the attitude toward knowledge sharing;
however, the rewards’ moderating effect is not significant.

While there is a wide range of factors that influence
professionals’knowledge contribution, post characteristics serve
as the most direct medium for patient users to share stories and
engage with the community, and they are closely associated
with social interaction outcomes [27]. The informational cues
(eg, topic) and emotional cues (eg, sentiment) in a post are
crucial signals for consultants to understand the patient users’
problem and to decide whether to respond. For example, posts
with clear problem descriptions may reduce the cognitive effort
required by consultants, which is especially important when the
professionals are volunteers with limited time. Research in
computer-mediated communication suggests that emotional
cues are important drivers of social support [34]. Beyond
content, posting time is a critical factor that determines a post’s
visibility. For example, a post published late at night may be
quickly buried under a flood of newer posts, making it receive
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fewer replies. Investigating the influences of these post features
can provide actionable insights beyond those gained from
focusing on user or professional factors. Demographic or
professional attributes of users and professionals are often static
and difficult to change within a platform’s context. In contrast,
content features are dynamic. Community managers can develop
posting guidelines and platform functionalities to help patients
craft more effective queries. Therefore, this study aims to
address this research gap by investigating diverse post features
and providing practical implications that empower users to
effectively seek and obtain professional responses. This study
conducts a microlevel analysis of post features, which
complements the user-level and community-level research in
the OMHC landscape. Our work offers granular and actionable
explanations for knowledge contribution in OMHCs.

Previous online health community research has usually adopted
structural equation modeling, multiple linear regression, and
fixed effect modeling to analyze the relationships between focal
factors [29,35,36]. The rise of artificial intelligence and machine
learning has provided powerful tools for modeling, partitioning,
and interpreting the complex relationships between factors. A
few recent mental health studies have used machine learning
algorithms, such as logistic regression, decision trees, and
ensemble models [37-39]. Light Gradient Boosting Machine
(LightGBM), an ensemble learning algorithm based on gradient
boosting decision trees, is widely used for classification,
regression, and ranking tasks because of its efficiency and
outstanding performance, particularly in structured and tabular
data problems [38]. However, LightGBM, like other ensemble
models (eg, Extreme Gradient Boosting [XGBoost]), is often
regarded as a “black-box” model and lacks sufficient
transparency and interpretability. Explainable machine learning
techniques such as Shapley Additive Explanations (SHAP) [39]
can visualize the importance of factors in driving model
decisions, enabling stakeholders to understand the logic behind
the model’s outputs and make informed decisions. Therefore,
this study combines these 2 techniques to detect important post
features that affect the quantity and length of professional
responses in OMHCs, aiming to improve community interaction
quality and enhance the effectiveness of mental health services.

Objective
The research question for this study is as follows: “In nonprofit
OMHCs, how do patient posts’ textual features (eg, topic,
sentiment, title length, and content length) and contextual
features (eg, page view and posting time) influence the response
quantity and length of health professionals?” To answer this
question, this paper constructs an interpretable machine learning
model for analysis. This study aims to deepen the understanding
of knowledge contribution in OMHCs and to inform
management strategies for building more supportive and
efficient mental health communities.

Methods

Overview
The research design for this study is shown in Figure 1. This
framework consists of 4 main phases: data collection, thematic
and sentiment analysis, predictive model construction, and
predictive model interpretation. In the data collection process,
we collected a total of 18,572 post-level records using a web
crawler. Subsequently, we performed preliminary data cleaning
to remove posts with empty titles or empty content. We then
analyzed the post topics using BERTopic and removed noisy
clusters. A total of 11,154 data entries were obtained after noise
(topic cluster index=–1) removal. Sentiment analysis was
conducted using distilled Bidirectional Encoder Representations
from Transformers (DistilBERT) to determine both the category
and intensity of sentiment for each post. During the modeling
phase, we trained and compared 5 models (ie, LightGBM,
Support Vector Machine [SVM], XGBoost, random forest [RF],
ridge regression) to select the best one to develop the final
model. These models were trained using textual and contextual
features of the posts as predictive variables. The models were
designed to predict 2 key outcome variables: response quantity
and response length. Finally, we used the SHAP method to
interpret the model. It provided global interpretations via
summary plots to determine overall feature importance and
local interpretations using dependence plots to elucidate how
individual features influence the model’s predictions.
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Figure 1. Study flowchart. Panels 1-2 depict the data collection and processing workflow, and panels 3-4 illustrate the development of the interpretable
machine learning model. LightGBM: Light Gradient Boosting Machine; MAE: mean absolute error; MSE: mean squared error; Q&A: question-and-answer;
RF: random forest; SHAP: Shapley Additive Explanations; SVM: Support Vector Machine; XGBoost: Extreme Gradient Boosting.

Data Collection
We collected data from the YiDianLing platform [40].
YiDianLing is a leading nonprofit mental health service provider
in China, which hosts approximately 50 million registered users
and 60,000 professional psychological consultants. The large
and diverse user base ensures the representativeness of the data.
Moreover, the platform’s nationwide coverage provides broad
geographic representation. YiDianLing provides a dedicated
public question-and-answer forum to facilitate interaction
between patient users and certified psychological consultants.
In this forum, users can anonymously post their mental health
concerns, and psychological consultants can provide free
responses. Therefore, the forum generates rich data, including

user posts, consultant responses, post view counts, and response
volume.

Data from the YiDianLing, which comprised 18,572 entries
from August 2024 to July 2025, were collected using a crawler
program. An example of the data source page is depicted in
Figure 2. Each data sample includes information about the user’s
post, such as the post title, post content, date of post, number
of page views, number of responses, and number of responses
provided by psychological consultants. The temporal evolution
of the number of posts and the number of responses on the
platform is presented in Multimedia Appendix 1. The volume
of posts and responses exhibits a high degree of stability, with
the number of replies consistently exceeding the number of
posts.
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Figure 2. Example of extracted features from the post.

Content Analysis

Topic Analysis
BERTopic is a topic modeling technique based on Bidirectional
Encoder Representations from Transformers (BERT), which is
a pretrained language model based on the transformer
architecture that reads text in both directions (left-to-right and
right-to-left) to understand the full context [41]. This architecture
is based on multilayer neural networks called encoders, and it
uses a self-attention mechanism to capture word relationships
and context. BERTopic can effectively add interoperability
challenges between density-focused clustering and
centroid-oriented methods. This study uses the BERTopic model
for thematic analysis, as it has demonstrated advantages in
various topic modeling benchmark tests [42].

BERTopic facilitates consistent topic identification by
leveraging a category-specific version of the term
frequency-inverse document frequency (TF-IDF). In this
technique, all text in a cluster is considered one entity, and
TF-IDF is applied to determine the relevance scores for words
within that cluster. By extracting important words in each
cluster, descriptions of topics are obtained. This method is
known as class-based TF-IDF:

where fx,c represents the frequency of word x in cluster c, fx
denotes the frequency of word x across all clusters, and A
signifies the average number of words contained in each cluster.

Sentiment Analysis
In this study, we used the DistilBERT method to classify post
sentiment into 5 categories: very negative, negative, neutral,
positive, and very positive [43]. This model is a lightweight
pretrained language model built on BERT through knowledge
distillation techniques [44]. DistilBERT retains BERT’s
performance in capturing the sentence context and reduces the
number of parameters to achieve higher computational
efficiency. The used DistilBERT model has been fine-tuned on
a multilingual corpus, including Chinese, and has been
successfully applied to a wide range of tasks, such as product
review classification, social media sentiment analysis, and
customer feedback analysis [45,46].

In the sentiment analysis, we first segmented each user post
into a set of sentences and applied DistillBERT analysis
separately. The predicted sentiment labels were then mapped
to numerical scores, with “very negative” as –1, “negative” as
–0.5, “neutral” as 0, “positive” as 0.5, and “very positive” as 1.
The sentiment scores of the set of sentences were then summed
to obtain an overall sentiment score for the post. On the basis
of this overall sentiment score, we classified each post into one
of three sentiment polarities: posts with sentiment scores less
than 0 were classified as negative, posts with a score equal to
0 were classified as neutral, and posts with a score greater than
0 were classified as positive. The sentiment intensity of each
post was measured as the logarithm of the absolute value of the
overall sentiment score plus 1.
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Model Construction
LightGBM is an efficient ensemble method built on gradient
boosting decision trees, which construct multiple classifiers and
integrate their outputs to obtain the final prediction [47]. It is
widely applied to classification, regression, and ranking tasks
and can model structured and tabular data [38,48]. Unlike RFs
and XGBoost, LightGBM adopts a histogram-based splitting
technique that splits data and scans the statistics to determine
the best split point, which enables less memory consumption
and more efficient training [48].

We compared 5 popular machine learning models: LightGBM,
SVM, XGBoost, RF, and ridge regression. We used a 70/30
train-test split, and the data are randomly divided 5 times to
reduce the randomness introduced by data splits. The average
performance of the 5 trained models is used for final model
evaluation using mean absolute error, mean squared error, and
R-squared. Based on these evaluations (Multimedia Appendix
2), LightGBM showed the best performance and was selected
for subsequent regression prediction and interpretation.

During model training, hyperparameters were tuned on the basis
of the official LightGBM documentation [49]. Specifically, the
maximum number of leaves per weak learner was set to 40 to
mitigate overfitting; the learning rate was set to 0.05 to
accelerate convergence and improve prediction accuracy; and
feature_fraction was set to 0.8, enabling the model to randomly
select a subset of features when constructing each tree, thereby
reducing training time. The detailed hyperparameter settings
are provided in Multimedia Appendix 3.

Model Interpretation
The black-box nature of traditional machine learning models,
such as ensemble methods and neural networks, limits their
clinical application in the mental health domain, as stakeholders
require transparent and trustworthy decision-making processes
[50]. SHAP is a model interpretation method based on
cooperative game theory [51]; it provides a unified measure of
feature importance by attributing the model’s prediction to the
marginal contributions of each feature, known as SHAP values.
It works as follows.

Consider the ith sample as xi, where xij represents the jth feature

of the ith sample, and yi denotes the model’s forecast for this

sample. The baseline model prediction (often the predicted mean
of all samples) is denoted ybase. The SHAP value is then derived
based on the following formula:

where f(xij) denotes the SHAP value for xij, indicating the

influence of the jth feature of the ith sample on the ultimate
prediction yi. A positive value suggests that the feature enhances
the prediction, whereas a negative f(xij) indicates a diminishing
effect on the predicted outcome.

We conducted SHAP analysis and visualized the contribution
of each feature to the model’s prediction using importance
ranking summary plots. The dependence plots show the
relationship between the changes in a feature’s value and its
impact on the prediction. The quantified contributions of
features, either positive or negative, enhance the transparency
of the prediction model.

Ethical Considerations
This study did not involve human participants. The data were
publicly accessible information on the YiDianLing platform.
All user posts in the question-and-answer forum were published
anonymously by patient users, and no identifiable or
reidentifiable personal information was collected or processed
throughout the research. Therefore, there is no risk to individual
privacy or foreseeable harm to users. We conducted our data
collection in accordance with the platform’s data authorization
agreement and ensured that all procedures fully complied with
the relevant ethical standards. During the handling of the dataset,
we also took steps to maintain data security. This research
project received formal approval from the Institutional Review
Board of Shenzhen University (approval number
PN-202500199).

Results

Topic Analysis and Sentiment Analysis
The results of the topic modeling visualization revealed 8 themes
of user posts, as shown in Figure 3. The gray areas in Figure 3
are clusters with a category index of –1 and are considered noise
and were excluded from the analysis. Representative keywords
for each topic are provided in Multimedia Appendix 4.

J Med Internet Res 2026 | vol. 28 | e74359 | p.1163https://www.jmir.org/2026/1/e74359
(page number not for citation purposes)

Geng et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Topic clustering results.

On the basis of the results of thematic clustering, we visualize
the frequency of different themes over the observation period
in Figure 4. The results indicate that depression consistently
remained the predominant theme. Its proportion significantly

exceeds that of the other categories, followed by family, school,
and work. The overall topic frequency demonstrated stability
throughout the period.

Figure 4. Topic frequency evolution.

The proportions of sentiment categories at different times are
depicted in Figure 5, which shows that the proportion of posts
with negative sentiment is greater than those with positive and
neutral sentiment. The distribution of sentiment categories

remains relatively stable over time, indicating that patient users
primarily express negative emotions in the mental health
community.
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Figure 5. Emotional map for different dates.

Descriptive Statistics
A total of 11,154 data entries were obtained after topic clustering
and noise removal and were used for analysis. The predictor
variables included post theme, sentiment category, sentiment
intensity, title length, content length, posting year, posting
month, posting date, public holiday status, time of day, day of
the week, and page view count. The outcome variables comprise
the quantity and length of replies, and prediction models are
constructed separately for each. We acknowledge that a full

picture of community interaction also depends on the quality
of responses, a multifaceted construct that encompasses aspects
like relevance, empathy, and supportiveness. Capturing this
richness quantitatively poses a distinct methodological
challenge. We therefore view our work as a critical first step
that sets the stage for, and thereby invites, subsequent research
to delve into the nuanced quality of professional contributions.
A description of the features is provided in Table 1. Descriptive
statistics of these selected variables are presented in Table 2,
excluding the temporal characteristics of the posts.
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Table 1. Description of features.

Variable typeFeature descriptionFeature

Categorical variableThe topic of the content; 0=work; 1=love; 2=depression; 3=boyfriends or girl-
friends; 4=school; 5=marriage; 6=family

Topic

Categorical variable0=negative; 1=neutral; 2=positiveSentiment category

Continuous variableThe logarithm of the absolute value of the sentiment score plus 1Sentiment intensity

Continuous variableThe logarithm of the number of page views posted on a given datePage view

Categorical variableYear of the postYear

Categorical variableMonth of the postMonth

Categorical variableDay of the postDay

Continuous variableThe natural logarithm (base e) of the number of Chinese characters in the post title
(note: raw character counts are used for result interpretation)

Title length

Continuous variableThe natural logarithm (base e) of the number of Chinese characters in the post
content (note: raw character counts are used for result interpretation)

Content length

Categorical variable0=00:00~00:59, 1=01:00~01:59, 2=02:00~02:59, 3=03:00~03:59, 4=04:00~04:59,
5=05:00~05:59, 6=06:00~06:59, 7=07:00~07:59, 8=08:00~08:59, 9=09:00~09:59,
10=10:00~10:59, 11=11:00~11:59, 12=12:00~12:59, 13=13:00~13:59,
14=14:00~14:59, 15=15:00~15:59, 16=16:00~16:59, 17=17:00~17:59,
18=18:00~18:59, 19=19:00~19:59, 20=20:00~20:59, 21=21:00~21:59,
22=22:00~22:59, 23=23:00~23:59

Hour

Categorical variable0=Monday; 1=Tuesday; 2=Wednesday; 3=Thursday, 4=Friday; 5=Saturday;
6=Sunday

Week

Categorical variable0=no; 1=yesHoliday

Continuous variableThe logarithm of the number of replies to the postReply quantity

Continuous variableThe logarithm of the average reply length of the postReply length

Table 2. Descriptive statistics.

Value (n=11,154)Features

5.09 (0.67)Page view, mean (SD)

Sentiment category, n (%)

2117 (19)Positive

1904 (17.1)Neutral

7133 (63.9)Negative

0.69 (0.48)Sentiment intensity, mean (SD)

Topic, n (%)

917 (8.2)Work

355 (3.2)Love

6139 (55)Depression

519 (4.7)Boyfriends or girlfriends

1269 (11.4)School

501 (4.5)Marriage

1454 (13)Family

2.92 (0.40)Title length, mean (SD)

4.29 (1.30)Content length, mean (SD)

0.22 (0.66)Reply quantity, mean (SD)

5.25 (0.83)Reply length, mean (SD)
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Comparisons of Model Performance
We evaluated 5 machine learning models: LightGBM, SVM,
XGBoost, RF, and ridge regression for predicting response
quantity and response length. Tables 3 and 4 present the
performance of these models. Results show that LightGBM
achieved the lowest mean absolute error (mean 0.2859, SD
0.0072) and mean squared error (mean 0.3100, SD 0.0142),

along with the highest R2 (mean 0.2754, SD 0.0323), statistically
outperforming SVM, XGBoost, RF, and ridge regression.
Similarly, for response length prediction (Table 4), LightGBM
demonstrated superior overall performance. These metrics
provide a comprehensive assessment of each model’s
capabilities. Additionally, calibration curves for the LightGBM
model in both prediction tasks are provided in Multimedia
Appendix 2, both of which indicate a good model fit.

Table 3. Response quantity prediction performance of the compared models.

R2, mean (SD)MSEb, mean (SD)MAEa, mean (SD)Model

0.2754 (0.0323)0.3100 (0.0142)0.2859 (0.0072)LightGBMc

0.0855 (0.0187)0.3931 (0.0391)0.3101 (0.0161)SVMd

0.2476 (0.0182)0.3223 (0.0190)0.3155 (0.0061)XGBooste

0.2717 (0.0302)0.3116 (0.0146)0.2962 (0.0065)RFf

0.1789 (0.0221)0.3516 (0.0195)0.3693 (0.0049)Ridge regression

Table 4. Response length prediction performance of the compared models.

R2, mean (SD)MSEb, mean (SD)MAEa, mean (SD)Model

0.2766 (0.0221)0.8367 (0.0155)0.6988 (0.0079)LightGBMc

0.2302 (0.0145)0.8905 (0.0149)0.6941 (0.0054)SVMd

0.2490 (0.0129)0.8688 (0.0168)0.7219 (0.0072)XGBooste

0.2532 (0.0218)0.8637 (0.0146)0.7058 (0.0069)RFf

0.2390 (0.0154)0.8804 (0.0161)0.7171 (0.0070)Ridge regression

aMAE: mean absolute error.
bMSE: mean squared error.
cLightGBM: Light Gradient Boosting Machine.
dSVM: Support Vector Machine.
eXGBoost: Extreme Gradient Boosting.
fRF: random forest.

Model Interpretability

Global Interpretability
We applied the SHAP method to the LightGBM model. The
global interpretation graphs of LightGBM for predicting the
number of replies and the length of replies are shown in Figure
6. The average SHAP value for each feature is detailed in
Multimedia Appendix 5. When a SHAP value of 0 is used as
the dividing line, the points on the left indicate the features
contributing negatively to the prediction, whereas the points on

the right indicate positive contributions. The relationship
between each feature and the prediction of the number of replies
is shown in Figure 6A. This indicates that positively correlated
features include page views, content length, and sentiment
intensity. Higher values of these features correspond to a greater
number of responses received by the posts. The relationship
between each feature and the prediction of response length is
shown in Figure 6B. These findings indicate that the length of
the question content has a positive effect on response length.
Most other features are categorical variables, whose effects are
not clearly discernible from the figure.
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Figure 6. Summary plots of Light Gradient Boosting Machine. (A) Prediction for response quantity. (B) Prediction for response length. SHAP: Shapley
Additive Explanations.

Local Interpretability in Response Quantity Prediction
We constructed feature-SHAP value scatter plots for each
feature to analyze its impact on the response quantity (Figure
7). Each dot in the scatter plot represents a single post in our
dataset. They illustrate the relationship between feature values
(x-axis) and their corresponding SHAP values (y-axis). The

SHAP value is a direct measure of how much that specific
feature value pushed the model’s prediction toward receiving
more (positive SHAP value) or fewer (negative SHAP value)
replies. These plots answer a critical question: how a specific
post characteristic influences a consultant’s likelihood to reply,
and whether this influence is consistently positive, negative, or
more complex?
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Figure 7. Shapley Additive Explanations (SHAP) dependence plots of Light Gradient Boosting Machine for predicting response quantity. Panels A-L
respectively show the SHAP value distributions for the following features: topic, sentiment category, sentiment intensity, page views, title length, content
length, year, month, day, hour, week, and holiday.

The impact of topic features on response quantity is illustrated
in Figure 7A. Topic 2 (depression) has a SHAP value less than
0, whereas topics 3-6 (3: boyfriends or girlfriends; 4: school;
5: marriage; and 6: family) have SHAP values greater than 0.
These findings suggest that the topic of depression has a
negative effect on response quantity, whereas those related to
boyfriends or girlfriends, school, marriage, and family have

positive effects. The impact of other topics on response quantity
is not clearly defined.

The relationships between post sentiment and response quantity
are shown in Figures 7B and 7C. The SHAP values for negative
sentiment are greater than 0, indicating a positive contribution
to response quantity. In contrast, the SHAP values for positive
sentiment are less than 0, indicating a negative contribution.
Moreover, when the sentiment intensity exceeds the threshold
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of 1.7 (equivalent to a sentiment intensity of 5.5), the post
sentiment contributes positively to the response quantity. These
findings suggest that mental health professionals are more likely
to respond to posts that express negative emotions and provide
support to high-risk patient users.

The effects of other features on the prediction of response
quantity are presented in Figures 7D-7L. The results indicate
that when page views exceed the threshold of 5.5 (approximately
244 views), the title length is between 2.75 and 2.95
(approximately 15 to 20 characters), and the content length
exceeds the threshold of 4.85 (approximately 127 characters),
the posts are more likely to receive professional responses. With
respect to the posting time, when the post is published between
December and February, in the middle of the month (days 18
to 21), during the period between Monday and Thursday, and
on nonpublic holidays, it is more likely to receive a professional
response. Moreover, when the page view is less than 5.5
(approximately 244 views), the title length exceeds 2.95
(approximately 20 characters), or when the post is published
from August to October, on weekends, or on public holidays,

the SHAP values are less than 0, indicating an inhibitory effect
on the prediction of response quantity. Additionally, the posting
time (hour of day) does not have a significant effect.

Local Interpretability in Response Length Prediction
We report SHAP dependence plots for each feature to explain
the response length predicted by the LightGBM model (Figure
8). According to Figure 8A, the topic of love has a negative
effect on the prediction of response length. The results from
Figures 8B and 8C show that negative sentiment has a positive
effect on predicting response length, whereas positive emotions
have an inhibitory effect. When the sentiment intensity is less
than 1.5 (equivalent to the original sentiment intensity of 4.5),
it negatively affects the prediction of the reply length. As shown
in Figure 8E, when the length of the post’s title is less than the
threshold of 2.0 (approximately 7 characters), the predicted
response length decreases. As shown in Figure 8F, the critical
value for content length is 4.1 (approximately 60 characters),
and posts with lengths exceeding 60 characters are more likely
to receive longer responses.
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Figure 8. Shapley Additive Explanations (SHAP) dependence plots of Light Gradient Boosting Machine for predicting response length. Panels A-L
respectively show the SHAP value distributions for features: topic, sentiment category, sentiment intensity, page views, title length, content length,
year, month, day, hour, week, and holiday.

Robustness Analysis
In the robustness analysis, we collected and analyzed forum
data from another online mental health platform, YiXinli [52],
covering the period from December 2024 to July 2025, with
the aim of examining the generalizability of the model
interpretations through cross-platform comparison. All the
analytical procedures were kept consistent with those applied

to the primary dataset. Multimedia Appendix 6 reports the
descriptive statistics, topic and sentiment evolution results,
model evaluation results, and SHAP-based interpretation
outcomes. The findings indicate that the topic distributions,
sentiment distributions, and their temporal trends are consistent
with those observed on the YiDianLing platform. Moreover,
the SHAP interpretations of the LightGBM models for
predicting the quantity and length of responses indicate that the
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effects of key features are relatively consistent with those
observed in the primary dataset. These results provide robust
support for our findings.

Discussion

Principal Findings
This study uses interpretable machine learning techniques to
analyze question-and-answer posts from a nonprofit OMHC.
The findings highlight the pivotal role of various features of the
posts in shaping professionals’ contribution behaviors. First,
patient users’demands for psychological services primarily fall
into 7 topic categories: work, love, depression, boyfriends or
girlfriends, school, marriage, and family. The majority of user
posts are related to depression, which aligns with previous
research [14,53]. Users also frequently express concerns related
to daily life, work stress, and social relationships [54]. Posts
with greater response volumes are often associated with themes
such as boyfriends or girlfriends, school, marriage, and family,
whereas depression-related posts receive fewer replies. One
possible explanation is that depression-related posts are more
likely to be posted by diagnosed patients. The forum’s
professionals are composed mainly of psychological consultants
who are not therapists capable of providing clinical treatment.
Therefore, they tend to be more cautious when addressing
depression-related issues, thus avoiding the risk of inadvertently
harming these patient users. This aligns with prior findings that,
in the absence of sufficient knowledge about the individual,
consultants may avoid overreacting to questions involving illness
and emotions [55].

Second, our study revealed that patient posts with stronger
negative emotions are more likely to receive social support in
nonprofit mental health communities. From the perspective of
social support theory, emotional disclosure by patient users in
online communities is crucial for fostering social interaction
and obtaining support. Expressions of negative emotions may
signal users’ distress, which may elicit empathy and supportive
reactions from psychological counselors [56]. On the other hand,
emotional intensity can be viewed as an indicator of patients’
level of self-disclosure [57,58]. Intense self-disclosure may
enhance users’ motivation to engage [59]. Our analysis shows,
for example, that when sentiment intensity is relatively high
(eg, above 5.5), posts are more likely to attract longer replies.
In contrast, when sentiment intensity is relatively low (eg, less
than 4.5), posts tend to receive shorter responses. Drawing on
these findings, community managers could provide patient users
with emotion-related keywords or tags, which can be
automatically selected when writing posts. These
emotion-related keywords or tags may enhance users’ ability
to articulate their emotional states.

Third, our findings indicate that the title length and content
length of patient users’ posts positively influence the quantity
and length of professionals’ responses. Longer titles and content
may contain greater amounts of information, facilitating better
understanding by other community members. Therefore, the
amount of information provided in posts positively influences
the quality of replies [24]. Our analysis revealed that titles with
lengths between 15 and 20 characters and contents with lengths

of at least 60 characters attracted more and longer responses.
In contrast, titles shorter than approximately 7 characters tend
to negatively impact the response length. On the basis of these
findings, platform designers may provide real-time feedback
on the informativeness of titles and content to post writers.
Additionally, the platform can offer high-quality example posts
for users to enhance the expressiveness of their posts, thus
increasing their likelihood of receiving a response.

In our study, post features, including view count, posting time,
day of the week, and public holiday status, influence
professional responses heterogeneously. Posts with more than
244 views are associated with greater response volumes. This
suggests that posts with greater exposure may attract increased
professional participation. Posts generated from Monday to
Thursday and on nonpublic holidays receive more responses.
Because most of the certified counselors on the platform are
not full-time clinical physicians working in offline institutions,
they tend to be more active and willing to respond online during
weekdays. Our results also show that page views and posting
time do not affect response length. One possible explanation is
that response length may depend on the professionalism,
empathy, and motivation of health professionals rather than on
the view number or posting time.

Research Implications

Theoretical Implications
This study deepens our understanding of knowledge contribution
behaviors in nonprofit OMHCs. By examining how textual and
contextual features of user posts influence the quantity and
length of responses from mental health professionals, the
findings reveal the important factors that shape health
professionals’ knowledge contributions. In addition, this
research introduces interpretable machine learning methods into
online mental health. This approach addresses the limitations
of traditional regression models and black-box algorithms in
explaining the influencing mechanisms. It also provides
technical support for a deeper understanding of the factors
affecting professional response quantity and length.

Practical Implications
The findings provide practical guidance for community
managers. First, managers can categorize post topics to facilitate
precise responses from professionals and help other users
explore topics of interest. Second, providing predefined
emotion-related keywords or tags on the post editing page helps
enhance patients’ ability to express their emotions and may
increase the likelihood of receiving a response. Third, providing
feedback on information richness and high-quality post
templates may help users improve their expression. Fourth,
considering the effects of view counts and posting times,
platform operators can optimize content visibility strategies.
For example, posts with lower view counts and those published
during off-peak hours (eg, late night) can be prioritized. This
may balance the exposure across posts of varying popularity
and publication times and ensure that these posts receive
professional responses. This may also enhance the overall
fairness and quality of community interactions. Fifth, platform
operators must exercise caution when implementing certain
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strategies (eg, real-time feedback on content informativeness),
as encouraging longer posts or greater emotional intensity may
inadvertently increase the potential psychological burden on
patients. To this end, when designing web interfaces, platforms
should position these tools as supplementary and optional. It is
crucial to ensure users retain control over these functionalities
to balance interaction efficiency with psychological safety.

This study, based on Chinese OMHCs, may offer insights for
mental health service platforms in other countries. However,
we explicitly caution against the direct generalization of our
findings to other cultural contexts. The counselor-led, nonprofit
forums of the YiDianLing and YiXinLi platforms embed
specific sociotechnical norms, such as text-based
communication, work culture, and community governance rules.
These factors may shape how patient users present their
problems and how consultants perceive their role. Therefore,
our conclusions should be interpreted as context-specific insights
that highlight the need for future research to “unpack” these
contextual differences through comparative studies.

In developing our model, we carefully addressed potential
sources of bias, such as by using cross-temporal and
cross-platform sampling methods to balance both positive and
negative scenarios in predictions. When this research is extended
to other countries, adjustments need to be made according to
local cultural norms and service systems.

Limitations and Future Directions
Although our study offers significant contributions, it also has
several limitations. First, the data were obtained primarily from
the Chinese mental health platform YiDianLing, with
supplementary data from YiXinLi used for robustness checks.
Given the potential cultural, platform, and user differences
across countries, generalizing our findings would require

validation using multinational data from diverse platforms.
Second, this study uses publicly available posts and response
data from OMHCs. Future research could incorporate
multimodal data (eg, images and emojis) to gain a deeper
understanding of the interactions between patient users and
mental health professionals in nonprofit mental health forums.
Third, owing to privacy policies, user-level demographics (eg,
sex, age, and membership duration) were unavailable.
Subsequent studies or online experiments should examine how
such characteristics influence forum participation. Fourth, this
study solely explores response quantity and length. However,
a complete understanding of community interaction also depends
on the quality of responses, a multifaceted construct that
encompasses aspects like relevance, empathy, and
supportiveness. Future work should prioritize developing
validated metrics for response quality to better evaluate
professional contribution patterns. Furthermore, this study relies
on a LightGBM model interpreted with the SHAP method to
analyze post feature importance. Given the limited sample size
and post-level features, the predictive accuracy may be limited.
Future research should thus incorporate richer predictive features
and additional interpretable machine learning techniques (eg,
Local Interpretable Model-agnostic Explanations) to validate
and extend these insights.

Conclusion
This study uses explainable machine learning methods to
investigate the post features that influence response quantity
and length in OMHCs. It highlights the importance of the post
topic, post title, post length, post sentiment, and posting time.
These findings provide insights for platform managers in terms
of optimizing functional design and improving the effectiveness
of community interactions.
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Abstract

Background: Depression remains a major global cause of disability; yet, access to optimal mental health services is limited.
Self-guided internet-based cognitive behavioral therapy (iCBT) offers a scalable alternative but is generally less effective than
guided programs, showing limited antidepressant effects and incomplete symptomatic and functional recovery. Adherence remains
a major barrier. Recent advances in artificial intelligence (AI), particularly natural language processing, enable automated advisory
and empathic feedback that may enhance engagement and therapeutic impact. Although previous trials have reported promising
effects, most used heterogeneous control conditions, making it difficult to isolate the specific contribution of AI within fully
self-guided interventions.

Objective: This randomized controlled trial evaluated whether natural language processing–based AI feedback integrated into
a fully self-guided iCBT program improves clinical outcomes and engagement compared with an otherwise identical iCBT
program without AI support.

Methods: We recruited 1187 adults aged 20-60 years online and randomly assigned them to AI-augmented iCBT (AI-iCBT;
n=396), iCBT without AI (n=397), or a waitlist control (n=394). Both active groups received 6 weekly sessions combining
video-based psychoeducation and cognitive restructuring exercises. The AI-iCBT program additionally provided automated
empathic and advisory feedback. The primary outcome was depressive symptom severity (Patient Health Questionnaire-9 [PHQ-9])
at week 7 and month 3, analyzed using mixed-effects models for repeated measures under an intention-to-treat framework.
Secondary outcomes included a dichotomous PHQ-9 score of ≥10, Quick Inventory of Depressive Symptomatology, Generalized
Anxiety Disorder-7, Sheehan Disability Scale, and weekly participation rates. Exploratory analyses assessed the impact of AI
functions on engagement and antidepressant effects in the efficacy analysis set (EAS).

Results: In intention-to-treat analyses, no significant between-group differences were observed in mean PHQ-9 scores at week
7 or month 3, whereas engagement analyses showed a significant group × week interaction, with AI-iCBT participants demonstrating
consistently higher odds of weekly participation (odds ratio 1.23, 95% CI 1.09-1.39; P<.001). Exploratory analyses indicated
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that activation of the empathic feedback function strongly predicted adherence (odds ratio 9.99, 95% CI 5.80-17.21; P<.001),
while advisory feedback was not significant. In EAS analyses, iCBT showed significant short-term improvement versus control
at postintervention, whereas at follow-up, only AI-iCBT showed a significantly lower proportion of participants with a PHQ-9
score of ≥10 compared with control (difference –0.15, 95% CI –0.30 to –0.01; P=.046). No serious adverse events were reported.

Conclusions: AI support significantly improved adherence to a fully self-administered program. In EAS analyses, AI-iCBT
also showed a significantly lower proportion of participants with PHQ-9 score of ≥10 at follow-up compared with control.
Empathic feedback emerged as a key mechanism for sustaining engagement, suggesting that AI communication may help maintain
participation in scalable digital mental health interventions. Further research is required.

Trial Registration: University Hospital Medical Information Network Clinical Trials Registry (UMIN-CTR) UMIN000019228;
https://center6.umin.ac.jp/cgi-open-bin/ctr/ctr_view.cgi?recptno=R000022220

(J Med Internet Res 2026;28:e76902)   doi:10.2196/76902

KEYWORDS

Adherence; AI; AI-supported psychotherapy; artificial intelligence; CBT; depression; internet-based CBT; natural language
processing; RCT; self-help intervention

Introduction

Depression is a leading global cause of disability [1],
substantially impairing quality of life [2,3] and imposing a
considerable economic burden, including medical expenses [4]
and productivity losses [5]. The rising prevalence of depression,
combined with a shortage of health care resources, places a
significant strain on health systems and professionals in meeting
the growing demand [6-9].

In response, technology-delivered self-help interventions have
emerged as promising solutions for managing mental health
difficulties. Most of these interventions are based on cognitive
behavioral therapy (CBT) and are generally referred to as
internet-based CBT (iCBT) [10,11]. iCBT can be delivered
either with therapist support (guided) or without therapist
support (unguided, self-directed). Compared to traditional
face-to-face therapy, iCBT offers major advantages in terms of
accessibility, availability, and cost-effectiveness for both patients
and providers. Furthermore, its online format provides benefits
related to privacy, confidentiality, and anonymity, which can
help reduce the stigma often associated with seeking mental
health care [12,13].

While iCBT produces clinically meaningful symptom
improvements, remission rates tend to be modest (approximately
30%-35%). An individual participant data meta-analysis reported
a remission rate of 35.2% and a response rate of 56% [14].
Large-scale individual participant data network meta-analyses
have consistently shown that guided iCBT yields higher
response and remission rates than unguided formats, reflecting
the challenges of engagement and dropout in fully
self-administered programs [15-19].

This study specifically examines the unguided, fully
self-administered format. Such interventions enable users to
manage their symptoms independently and offer potential
benefits such as reducing costs, alleviating the burden on health
care providers, and improving access to mental health services
in regions where such services are difficult to obtain [9,16].
Previous research has demonstrated that sociodemographic
factors, such as age and sex, are associated with dropout risk in
iCBT [20-22].

Nevertheless, if the effectiveness and engagement of unguided
iCBT could be enhanced, the benefits of structured self-help
materials would not be limited to fully self-administered
interventions but would also extend to guided and blended
formats. When patients acquire skills and knowledge through
self-help modules, they can participate more effectively in
therapist-led sessions, thereby enhancing overall treatment
outcomes [23]. Strengthening such “self-help effects” not only
amplifies therapeutic gains in guided and blended care but also
reduces the time and workload required from therapists. By
improving scalability and cost-effectiveness, it further increases
the feasibility of implementation in routine practice [24,25]

To address these challenges, natural language processing (NLP),
an artificial intelligence (AI) technology that enables the
understanding and generation of human language, has
increasingly been applied to enhance adherence and engagement
through tailored feedback [26-28]. Whereas conventional
unguided iCBT typically provides static or generic responses,
in this study, we used an NLP-enabled iCBT program with
automated advisory and empathic functions. This allows the
system to generate advisory and empathic feedback in response
to user input, potentially addressing both emotional and
procedural barriers simultaneously.

Despite its promise, the specific therapeutic contributions of
NLP remain unclear. Previous studies have frequently used
heterogeneous control conditions such as waitlists, no
intervention, treatment as usual, bibliotherapy, or conversational
computer programs [28-32]. This heterogeneity makes it difficult
to determine whether NLP provides distinct therapeutic benefits
or merely functions as an active placebo by enhancing user
expectations.

Against this background, the aim of this study was to conduct
a randomized, parallel-group exploratory trial directly comparing
2 unguided, fully self-administered iCBT programs that were
identical except for the presence or absence of NLP feedback.
This design allowed us to evaluate the therapeutic contribution
of NLP within a self-help framework in a blinded comparison
of the 2 intervention groups.
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Methods

Overview
This study was a 3-arm randomized controlled trial, with
double-blinding between the AI-augmented iCBT (AI-iCBT)
and iCBT groups, while the waitlist control group was
unblinded. The intervention arms consisted of AI-iCBT, an
unguided, fully self-administered iCBT program incorporating
NLP feedback, and iCBT, an unguided, fully self-administered
program without NLP feedback. These 2 arms are hereafter

collectively referred to as “unguided iCBT.” The waitlist group
served as the control condition.

Study Participants
Invitation emails were sent to all monitors registered with Nikkei
Research Inc, with the aim of recruiting at least 900 participants.
Interested individuals were directed to complete an online
screening survey, which included the Patient Health
Questionnaire-9 (PHQ-9) [33,34], to determine eligibility.

Eligibility Criteria
Inclusion and exclusion criteria are provided in Textbox 1.

Textbox 1. Eligibility criteria.

Inclusion criteria

• Aged 20-60 years (to target the working-age population and exclude older adults with lower digital literacy)

• Had access to the internet

• Baseline Patient Health Questionnaire-9 score of ≥5 (this threshold was selected to avoid floor effects and ensure adequate symptom levels for
change detection) [33,35,36]

• Ability to understand Japanese

Exclusion criteria

• Presence of medical conditions precluding participation as determined by a physician

• Concurrent participation in another cognitive behavioral therapy program

• Diagnosis of schizophrenia

• Severe suicidal ideation

• Diagnosis of dementia

• Substance dependence in the past 12 months (excluding smoking)

Eligible participants were randomly assigned to 1 of the 3
groups. Immediately before the intervention, PHQ-9 scores
were reassessed; individuals with scores <5 were excluded from
the efficacy analysis set (EAS) but remained in the overall study
population. The detailed definition of the EAS is provided in
the Analytic Strategy section.

Intervention
The AI-augmented iCBT program, developed by NEC Solution
Innovators, Ltd (Tokyo), integrates an NLP module trained on
28,718 prior iCBT records from Japanese users. The entire
program was delivered in Japanese, and Figure 1 presents an
English-translated version of the original Japanese interface for
publication purposes. The program includes a self-guided
cognitive restructuring (CR) exercise, where users complete a
7-column thought record to address cognitive distortions. The
NLP system processes user inputs, including situation, automatic
thoughts, and feelings, referencing a corpus of past responses
(Figure 1). It provides 2 types of automated feedback with text
and phonation: (1) empathetic messages delivered through an
animated character whose expressions, such as smiling or
showing sadness, are synchronized with the message content,
and (2) advisory messages offering guidance to refine inputs or
direct users to appropriate exercises, including suggestions to

revise content if the user’s input was unclear or misplaced (eg,
a feeling given instead of a thought; Figure 2).

In contrast, the non-AI iCBT program retained the same
structure but provided only neutral, noncontextual responses,
such as generic phrases like “Uh-huh” with neutral facial
expressions. Both AI-iCBT and iCBT programs were otherwise
identical in content, using the same validated 6-session
self-guided iCBT package. This iCBT program has previously
demonstrated significant antidepressant effects in a randomized
controlled trial among working adults (n=60 per group),
compared with a waitlist control, with a medium to large effect
size (Cohen d=0.65; P<.005) [37]. This package consisted of 6
weekly sessions, each including a 15-minute video-based
psychoeducation module covering standard CBT principles
such as behavioral activation and problem-solving, along with
a weekly CR exercise in which users applied learned techniques.
In this trial, the only difference was the addition of the NLP
feedback system. The program was available on both
smartphones and PCs. The AI-enhanced features, which were
designed in advance to improve user engagement and response
accuracy, exhibited high usability, with low dissatisfaction rates
reported for both the empathetic (3/32, 9.4%) and advisory
(1/24, 4.2%) feedback functions (Figure 3).
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Figure 1. Examples of expressions extracted from the natural language processing corpus and categorized into 4 domains: Problem, Trouble, Feeling,
and Subjective.

Figure 2. Workflow of artificial intelligence-guided internet-based cognitive behavioral therapy (CBT), showing the structured 7-step cognitive
restructuring exercise with automated prompts and feedback. AT: automatic thought; NLP: natural language processing.
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Figure 3. User acceptability ratings of natural language processing–generated feedback for empathy and automatic thought identification. AT: automatic
thought.

Randomization and Masking
The registered participants were randomly and concurrently
assigned to either the AI-iCBT, iCBT, or waitlist groups using
a computer-generated random sequence provided by an
independent third party. Stratified randomization was applied
based on age (≤40 vs >40 years), sex, and baseline PHQ-9 score
(≤9 vs >9), as baseline symptom severity has been shown to
influence treatment outcomes in self-guided iCBT [23].
Participants in the waitlist group were aware of their allocation
and were therefore unblinded, whereas those in the AI-iCBT
and iCBT groups were told only that they would participate in
iCBT using “the latest technology,” without disclosure of their
specific group assignment. Accordingly, blinding was
implemented between the 2 intervention groups.

Study Procedures
Automated email reminders were sent to participants twice
weekly during the 7-week intervention period. Each week,
participants in the intervention groups were required to (1) view
an online psychoeducational CBT module and (2) perform their
allocated (AI-iCBT or iCBT) CR exercise at least once (6 times
or more in total). Waitlist participants did not undergo any
exercises during this period. All participants were required to
complete assessments at baseline, postintervention (week 7),
and follow-up (month 3 after postintervention). All intervention
and assessment procedures, including attendance and outcome
measures, were conducted online.

Outcomes
All primary and secondary outcomes were analyzed based on
the intention-to-treat (ITT) population, which included all
randomized participants.

Primary Outcome
The primary outcome was the mean PHQ-9 score, assessed at
baseline, week 7 (postintervention), and month 3 (follow-up).
The PHQ-9 is a widely used self-report measure of depressive
symptoms (range 0-27, higher scores indicating greater severity),
originally developed by Kroenke et al [33] and validated in
Japanese [38].

Secondary Outcomes
Secondary outcomes include (1) proportion of participants with
PHQ-9 scores ≥10 (a conventional cutoff for probable major
depression) [33,39]. Although not selected as the primary
outcome in this study, such binary outcomes are often
considered clinically meaningful, as they reflect remission from
a diagnostic threshold [40-43]. (2) Quick Inventory of
Depressive Symptomatology-Japanese version (QIDS-J)
[43,44]—a self-report scale of depressive symptom severity.
(3) Generalized Anxiety Disorder-7 (GAD-7) [45,46]—a
self-report questionnaire measuring generalized anxiety
symptoms. (4) Sheehan Disability Scale (SDS) [47,48], which
evaluates functional impairment in work, social, and family life,
with SDS ≥10 commonly used as a pragmatic threshold in
clinical trials [49].

Engagement outcome included weekly CR exercise attendance
rate (defined as attending at least one session per week) in the
2 intervention groups. Program satisfaction at week 7 was
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assessed with the Client Satisfaction Questionnaire-8 (CSQ-8)
[50,51], for which the Japanese version has demonstrated
reliability and validity.

All outcomes except engagement and satisfaction were assessed
at baseline, week 7, and month 3.

Analytic Strategy

Overview
In this study, all primary and secondary analyses were conducted
in the ITT population, defined as all randomized participants.
In addition, 2 exploratory analyses were performed: (1) as an
ad hoc exploratory analysis, we examined which AI feedback
function (empathy or advisory) contributed more to enhancing
engagement, and (2) as an additional exploratory analysis, we
assessed continuous and binary PHQ-9 outcomes within the
EAS.

Engagement-Enhancing Factors
For this analysis, the 2 intervention groups were combined, and
the presence or absence of empathy and advisory feedback
during week 1 was examined in relation to engagement from
weeks 2 to 6, defined as completing at least 1 exercise per week.
The detailed statistical methods are described in the Statistical
Analysis section.

Efficacy Analysis Set
The EAS was defined as participants with a baseline PHQ-9
score of ≥5 and completion of at least 3 out of the 6 weekly
sessions. Participants with a baseline PHQ-9 score of <5
(minimal symptoms) were excluded, as their inclusion could
reduce the power to detect change and dilute the mean effects
[52,53]. Furthermore, previous research has demonstrated a
dose-response relationship in iCBT, with clinical benefits
emerging after completing approximately half of the modules;
therefore, the minimum attendance criterion was set at 3 of 6
sessions [54,55].

Statistical Analysis

Overview
The sample size was estimated based on an assumed effect size
of 0.10 (Cohen d) between the AI-iCBT and iCBT groups, given
the absence of directly comparable prior studies. A dropout rate
of 50% was anticipated based on patterns observed in similar
previous studies. The power was set at 80% with a 2-sided
significance level of α=.05. As this was an exploratory study,
no adjustment for multiplicity was applied, and nominal P values
were reported.

The primary and secondary analyses were conducted according
to the ITT principle, including all randomized participants.
Baseline demographic and clinical characteristics were
compared across groups using 1-way ANOVA or chi-square
tests.

Continuous outcomes (PHQ-9, QIDS-J, GAD-7, and SDS) were
analyzed using a mixed-effects model for repeated measures
(MMRM), with intervention, time, and intervention × time
interaction as fixed effects, assuming an unstructured covariance

structure. Results are presented as least squares means with 95%
CIs.

Binary outcomes (PHQ-9 ≥10) were analyzed using generalized
linear mixed models (GLMMs) with a binomial distribution
and logit link, including intervention, time, and their interaction
as fixed effects, and subject as a random effect. Estimated
proportions and their 95% CIs were reported. Missing data for
the outcomes were handled under the missing at random
assumption within the MMRM and GLMMs framework.

CR exercise participation rates (defined as at least 1 completion
per week) in the intervention groups were analyzed using
GLMMs with a logit link, including intervention, week (as a
continuous variable), and intervention × week interaction as
fixed effects.

Exploratory Analyses
The following two exploratory analyses were conducted.

Engagement-Enhancing Factors

The dependent variable was defined as achieving at least 1 CR
exercise per week across all weeks from week 2 to week 6
(yes/no). Independent variables were the presence or absence
of empathy or advisory feedback during week 1. Covariates
included age, sex, marital status, education, employment status,
history of psychiatric and physical treatment, baseline PHQ-9
score, and intervention group (AI-iCBT vs iCBT), as group
differences could confound the association of interest. Analyses
were performed using generalized estimating equations logistic
regression models to account for within-subject correlation and
to estimate population-averaged effects.

Efficacy Analysis Set

In the EAS (participants with a baseline PHQ-9 score of ≥5 and
completion of ≥3 sessions), continuous and binary PHQ-9
outcomes were additionally adjusted for age, sex, baseline
PHQ-9 score, and medical history as covariates to account for
potential group imbalances in the restricted sample.

Sensitivity Analyses

Associate Factors of Low Adherence

To explore potential factors associated with dropout, we
compared baseline characteristics between EAS participants
who attended ≥3 sessions and those who attended <3 sessions,
given the high attrition typically observed in self-guided digital
interventions.

Alternative Definition of Caseness

We conducted an exploratory analysis on the binary PHQ-9
outcome in the EAS, applying a stricter definition of depression
severity: a PHQ-9 score of ≥10 plus at least 1 core symptom
(depressed mood or anhedonia) [56,57], together with an SDS
score of ≥10 as an indicator of functional impairment [49,58-60].

All analyses were performed using IBM SPSS Statistics version
26.0.

Reporting Standards
Reporting of this trial followed the CONSORT (Consolidated
Standards of Reporting Trials) 2010 statement [61] and the
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CONSORT-EHEALTH (Consolidated Standards of Reporting
Trials of Electronic and Mobile Health Applications and Online
Telehealth) checklist [62] for internet-based interventions. The
completed CONSORT-EHEALTH checklist is submitted as
Multimedia Appendix 1.

Ethical Considerations
This study was reviewed and approved by the Hiramatsu
Memorial Hospital Ethics Committee (approval number
20150807). All participants provided informed consent
electronically prior to enrollment after reading an online
information sheet describing the study purpose, procedures,
potential risks, and voluntary nature of participation. Participants
were informed that they could withdraw at any time without
penalty.

The trial was prospectively registered in the University Hospital
Medical Information Network Clinical Trials Registry.

All data were anonymized prior to analysis to ensure
confidentiality. No personally identifiable information was
accessible to the research team. Participants who completed the
final assessment received a ¥500 (US $4.5) gift voucher as

compensation. No identifiable images or other personal data
are presented in this manuscript.

Results

Study Participants
A total of 1187 participants were eligible and randomly allocated
to the AI-iCBT (n=396), iCBT (n=397), or waitlist (n=394)
groups (ITT population; see Figure 4 for the CONSORT flow
diagram). Baseline demographic and clinical characteristics are
summarized in Table 1. The mean age was 43.50 (SD 9.85)
years, and 699 (58.8%) of 1187 participants were male. Across
the 3 groups, demographic and clinical characteristics were well
balanced, with no significant differences in depressive symptom
severity (PHQ-9: P=.56; QIDS-J: P=.74). No significant baseline
differences were found between the AI-iCBT and iCBT groups,
confirming the comparability of the 2 active interventions.

Figure 4 shows the flow of participants through the trial,
including the numbers assessed for eligibility, randomized,
allocated to each study arm (AI-iCBT, iCBT, control),
completing follow-up assessments at week 7 and month 3, and
included in the ITT analysis.
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Figure 4. CONSORT (Consolidated Standards of Reporting Trials) 2010 flow diagram of participant enrollment, allocation, follow-up, and analysis.
AI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy; iCBT: internet-based cognitive behavioral therapy; ITT:
intention-to-treat.
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Table 1. Participants’ characteristics.

P value (AI-iCBT

vs iCBT)c
P value (overall)Control (n=394)iCBTb (n=397)AI-iCBTa (n=396)Total (N=1187)Characteristic

N/Ae.96dSex, n (%)

234 (59.4)232 (58.4)232 (58.6)698 (58.8)Male

160 (40.6)165 (41.6)164 (41.4)489 (41.2)Female

N/A.81fAge (years)

43.6 (10.1)43.2 (9.9)43.6 (9.5)43.5 (9.9)Mean (SD)

45 (36-52)44 (36-52)44 (36.8-51)44 (36-52)Median (IQR)

20-6020-6020-6020-60Minimum-Maximum

N/A.28dMarital status, n (%)

220 (55.8)219 (55.2)226 (57.1)665 (56)Married

30 (7.6)17 (4.3)29 (7.3)76 (6.4)Divorced

1 (0.3)4 (1)2 (0.5)7 (0.6)Bereaved

143 (36.3)157 (39.5)139 (35.1)439 (37)Single

N/A.63dEducational background, n (%)

3 (0.8)1 (0.3)3 (0.8)7 (0.6)Junior high school

68 (17.3)84 (21.2)87 (22)239 (20.1)High school

72 (18.3)73 (18.4)71 (17.9)216 (18.2)Junior college or technical

251 (63.7)239 (60.2)235 (59.3)725 (61.1)University or postgraduate

N/A.78dEmployment status, n (%)

328 (83.2)324 (81.6)320 (80.8)972 (81.9)Working

22 (5.6)30 (7.6)27 (6.8)79 (6.7)Unemployed (seeking)

44 (11.2)43 (10.8)49 (12.4)136 (11.5)Unemployed (not seeking)

N/A.13dMedical history, n (%)

306 (77.7)296 (74.6)316 (79.8)918 (77.3)No relevant history

87 (22.1)97 (24.4)74 (18.7)258 (21.7)Ambulatory

1 (0.3)4 (1)6 (1.5)11 (0.9)Hospitalized

N/A.93dMental history, n (%)

39 (9.9)44 (11.1)46 (11.6)129 (10.9)In treatment

64 (16.2)59 (14.9)61 (15.4)184 (15.5)Treated

291 (73.9)294 (74.1)289 (73)874 (73.6)No relevant history

N/A.99d143 (36.3)143 (36)142 (35.9)428 (36.1)PHQ-9g score ≥10

Baseline scale score, mean (SD)

.41f.56f8.9 (5.1)8.5 (5.2)8.8 (5.2)8.7 (5.2)PHQ-9

.49f.74f8.8 (4.7)8.6 (4.9)8.8 (4.9)8.7 (4.9)QIDS-Jh

.93f.59f6.2 (4.7)5.9 (4.7)6.0 (4.4)6.0 (4.6)GAD-7i

aAI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy.
biCBT: internet-based cognitive behavioral therapy.
cP values represent pairwise comparisons between AI-iCBT and iCBT groups.
dP value is based on the chi-square test.
eN/A: not applicable.
fP value is based on ANOVA.
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gPHQ-9: Patient Health Questionnaire-9.
hQIDS-J: Quick Inventory of Depressive Symptomatology-Japanese version.
iGAD-7: Generalized Anxiety Disorder-7.

Primary and Secondary Outcomes (ITT Population)
The primary outcome, the mean score on the PHQ-9, did not
show statistically significant between-group differences
compared with the control group at either week 7 or month 3
(AI-iCBT vs control: least squares mean difference –0.47, 95%
CI –1.13 to 0.18; P=.16; Cohen d=–0.10; iCBT vs control: least

squares mean difference –0.62, 95% CI –1.28 to 0.04; P=.07;
Cohen d=–0.13; Table 2). No significant differences were
observed between the AI-iCBT and iCBT groups. Nevertheless,
both intervention groups showed significant within-group
reductions from baseline at week 7 and month 3 (all P<.001),
indicating that depressive symptoms improved over time in both
groups.

Table 2. Primary outcome: mean Patient Health Questionnaire-9 scores at baseline, week 7, and month 3 (intention-to-treat population). Values are
least squares (LS) means with 95% CIs estimated using a mixed model for repeated measures. Between-group comparisons are shown.

iCBT vs control, Δ (95%
CI)

AI-iCBT vs control, Δ
(95% CI)

Control group, LS mean
(95% CI)

iCBTb group, LS mean
(95% CI)

AI-iCBTa group, LS
mean (95% CI)

Time point

——c8.81 (8.48 to 9.13)8.73 (8.41 to 9.05)8.79 (8.47 to 9.11)Baseline

–0.46 (–1.13 to 0.21);
P=.18

–0.37 (–1.02 to 0.29);
P=.27

8.28 (7.94 to 8.63)7.75 (7.33 to 8.18)7.90 (7.49 to 8.31)Week 7

–0.62 (–1.28– to 0.04);
P=.07

–0.47 (–1.13 to 0.18),
P=.16

7.86 (7.50 to 8.22)7.17 (6.76 to 7.58)7.37 (6.98 to 7.77)Month 3

aAI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy.
biCBT: internet-based cognitive behavioral therapy.
cNot available.

For the secondary binary outcome of PHQ-9 ≥10, the overall
proportion decreased over time across all groups (Figure 5). At
month 3, the proportion was numerically lower in the AI-iCBT

group compared with the control group, but between-group
differences were not statistically significant in the ITT analysis
(Multimedia Appendix 2).

Figure 5. Secondary outcome: proportion of participants with Patient Health Questionnaire-9 (PHQ-9) scores ≥10 at baseline, week 7, and month 3
(intention-to-treat population). Estimated proportions and 95% CIs were derived from generalized linear mixed models with a logit link, including
effects for group, time, and their interaction. AI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy; iCBT: internet-based
cognitive behavioral therapy.

Similar patterns were observed for other secondary measures.
QIDS-J and GAD-7 scores improved significantly within both
intervention groups but without significant between-group
differences. SDS scores showed modest reductions but did not
significantly differ from control. Full secondary outcome results
are provided in Multimedia Appendix 3.

Engagement and User Satisfaction

Overview
As illustrated in Figure 6, the CR exercise participation rate
decreased significantly over time across both intervention groups
(odds ratio [OR] 0.751, 95% CI 0.692-0.815; P<.001).
Participation began at only about half of participants in week
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1 and declined further, dropping more steeply in the iCBT group,
which fell to around 30% by week 6. In contrast, the AI-iCBT
group retained somewhat higher engagement, remaining closer
to the low 40% range by week 6, suggesting that AI support
helped sustain participation over time. Between-group

differences over time were examined using GLMM with a logit
link, which showed a significant group × week interaction
favoring AI-iCBT (OR 1.23, 95% CI 1.09-1.39; P<.001; Table
3). Analyses included all randomized participants in the
intervention groups.

Figure 6. Engagement outcome: weekly participation rates in the artificial intelligence–augmented internet-based cognitive behavioral therapy (AI-iCBT)
and internet-based cognitive behavioral therapy (iCBT) groups during weeks 1-6 (intention-to-treat population). Participation was defined as completion
of at least 1 cognitive restructuring exercise per week. Error bars indicate 95% CIs.

Table 3. Engagement outcome: mixed-effects logistic regression results for weekly cognitive restructuring exercise participation rates (intention-to-treat
population). The generalized linear mixed model with a logit link included fixed effects for group, week (continuous and centered), and their interaction
(group × week).

P valueOdds ratio (95% CI)ReferenceEffect

.590.807 (0.370-1.758)iCBTGroup (AI-iCBTa vs iCBTb)

<.0010.751 (0.692-0.815)—cWeek (continuous, centered)

<.0011.229 (1.090-1.386)—Group × week

aAI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy.
biCBT: internet-based cognitive behavioral therapy.
cNot available.

User Satisfaction
Assessed at week 7 with the CSQ-8, averaged about 21 out of
32 points in both intervention groups, indicating a moderate to
good level of satisfaction. No significant difference was
observed between AI-iCBT and iCBT (Multimedia Appendix
4).

Exploratory Analysis of Engagement-Enhancing Factors
Activation of the empathy function was significantly associated
with higher participation (OR 9.99, 95% CI 5.80-17.21; P<.001).
In contrast, activation of the advisory function was not
significantly associated with engagement (OR 2.37, 95% CI
0.96-5.83; P=.06). Detailed adjusted results are provided in
Multimedia Appendix 5.

Exploratory EAS Analysis
In the exploratory EAS analysis, based on the ITT population,
312/396 (78.8%) in the AI-iCBT group, 312/397 (78.6%) in the
iCBT group, and 317/394 (80.5%) in the control group had a
baseline PHQ-9 score of ≥5. Among the ITT population, the
proportion of participants who attended 3 or more sessions was
188/396 (47.5%) in the AI-iCBT group and 158/397 (39.8%)
in the iCBT group. Furthermore, the proportion of participants
with a baseline PHQ-9 score of ≥5 who attended 3 or more
sessions (EAS) was 149/396 (37.6%) in the AI-iCBT group,
134/397 (33.8%) in the iCBT group, and 317/394 (80.5%) in
the control group.

Mean PHQ-9 scores decreased significantly from baseline to
week 7 in all 3 groups. At week 7, the iCBT group showed a
statistically significant improvement compared with the control
group (Δ=–1.08, 95% CI –1.98 to –0.18; P=.02). However, this
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difference was not maintained at month 3. Full numerical results
are provided in Multimedia Appendix 6. By contrast, the
proportion of participants scoring ≥10 on the PHQ-9 decreased
only in the iCBT group compared with the control at week 7
(Figure 7). At month 3, the AI-iCBT group showed a
significantly lower proportion compared with control (Δ –0.15,

95% CI –0.30 to –0.01; P=.046), while the iCBT group did not
differ significantly. The group × time interaction was significant
(P=.008), indicating that the pattern of improvement differed
between intervention groups (see Multimedia Appendix 7 for
full numerical results).

Figure 7. Exploratory outcome: proportion of participants with Patient Health Questionnaire-9 (PHQ-9) scores of ≥10 in the efficacy analysis set
population at baseline, week 7 (postintervention), and month 3 (follow-up). Error bars indicate 95% CIs. Asterisks represent P<.05 versus control.
AI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy; iCBT: internet-based cognitive behavioral therapy.

Sensitivity Analyses
In evaluating factors associated with low adherence, participants
who attended <3 sessions were more likely to be male (65.1%
vs 48.4%; P<.001), older (mean age 44.2, SD 9.44 vs mean age
41.7, SD 9.55 years; P=.001), and employed (287/341, 84.2%
vs 212/283, 74.9%; P=.02), compared with those who attended
≥3 sessions. No significant differences were observed for marital
status, educational background, medical history, or mental health
history (Multimedia Appendix 8).

As a further sensitivity analysis, when applying a stricter
definition of depression severity—PHQ-9 score of ≥10 plus at
least 1 core symptom and SDS score of ≥10—62.7% (178/284)
of participants with a PHQ-9 score of ≥10 at baseline met this
definition (AI-iCBT: 44/70, 62.9%; iCBT: 41/71, 57.7%;
control: 93/143, 65%), with no significant group differences
(Multimedia Appendix 9).

Discussion

Overview
This study has several unique features. First, it directly compared
a fully self-administered CR exercise delivered via iCBT, with
and without AI-based NLP functionality, under a randomized
(partially masked) design. Notably, the addition of AI led to a
statistically significant improvement in engagement—an effect,
to our knowledge, not previously documented. As AI-based
interventions have become increasingly sophisticated and deeply
integrated into intervention programs, disentangling the specific

contribution of AI has become difficult. In particular,
establishing control conditions that differ only in the presence
or absence of AI functionality requires substantial resources,
and prior studies have therefore often relied on heterogeneous
control conditions. By applying a more robust design—feasible
in part because the technology was still in a transitional
phase—this trial provides new insights into how AI may enhance
fully self-administered iCBT and offers a timely perspective
for advancing scalable mental health care.

Self-administered interventions are known to be modestly to
moderately effective for depression [15,23], but adherence
remains a major limitation [15,18,19,21,55,63]. Systematic
reviews indicate that approximately one-third to one-half of
participants drop out before completing the program [19,64].
In this context, the engagement improvement observed in this
study represents a potential step toward overcoming this barrier.

With regard to clinical effectiveness, no additional benefits of
NLP feedback were observed in the ITT population. Recent
evidence has reported that greater antidepressant effects are
associated with lower dropout rates [15,20,65]. In contrast,
although no between-group differences in antidepressant effects
were found here, the addition of AI feedback was associated
with a statistically significant increase in adherence. This
suggests a novel engagement-enhancing mechanism, distinct
from the traditionally assumed link between larger clinical
effects and lower dropout rates.

Exploratory analyses further indicated that the “empathic
function” of AI feedback was significantly associated with
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improved adherence, whereas the advisory function showed no
significant effect. Participants who received empathic responses
during their first exercise subsequently demonstrated higher
adherence. While self-disclosure was not directly measured, the
sense of being supported may have facilitated persistence. These
findings align with prior evidence that empathic conversational
agents and chatbots support therapeutic alliance and sustained
engagement [66-69]. Research in behavioral change has likewise
shown that AI-mediated feedback can promote sustained
self-management [70], supporting the plausibility of these
findings. Such effects of human-AI interaction may have been
less visible in prior studies using heterogeneous control
conditions but became evident here through the structured
randomized design.

Regarding antidepressant effects, no significant between-group
differences were observed in the ITT population. In the EAS,
results—while requiring cautious interpretation—indicated that
at week 7 only the iCBT group showed significant improvement
in both the mean PHQ-9 score and the proportion of participants
with a PHQ-9 score of ≥10 compared with the control group,
whereas the AI-iCBT group did not.

This suggests that the AI function may have attenuated or failed
to enhance short-term antidepressant effects. However, this
short-term benefit in the iCBT group disappeared at long-term
follow-up. For the continuous outcome in particular, the
short-term difference was –1.1 points on the PHQ-9, below the
minimal clinically important difference (approximately 3 points)
[35,71], suggesting limited clinical significance.

By contrast, the short-term dichotomous outcome in the iCBT
group represented about a 29% reduction in the proportion of
PHQ-9 scores of ≥10 cases relative to the control group. This
implies that part of the potential benefit may not have been
realized when AI was introduced. At long-term follow-up
(month 3), however, only the AI-iCBT group showed a
significant reduction of about 15% compared with the control
group. These findings highlight the absence of the expected
short-term effect in AI-iCBT and the unique long-term effect
observed only in AI-iCBT.

The fact that AI-iCBT ultimately demonstrated an effect at
long-term follow-up is noteworthy. Although exploratory, this
suggests a potential contribution of AI-iCBT in reducing the
proportion of participants exceeding a clinically significant
severity threshold. One possible explanation is that approaches
emphasizing empathy as a core therapeutic skill—such as
interpersonal psychotherapy or family therapies—often show
slower onset but more enduring gains compared with CBT,
lasting well beyond the end of treatment [72-77]. It is possible
that the empathy-related function of AI contributed in a similar
way, although the underlying mechanisms remain unclear.

The EAS, however, was more restrictive than the ITT
population. Among ITT participants with a baseline PHQ-9
score of ≥5, only 149/312 (47.8%) in the AI-iCBT group and
134/312 (42.9%) in the iCBT group attended at least 3 sessions.
Furthermore, although a PHQ-9 score of ≥10 is widely
recognized as a proxy for “major depression equivalent” in
research [33,39], concerns have been raised that it may not be
sufficient for diagnostic purposes and may contribute to

overdiagnosis [56,78,79]. As a sensitivity analysis, therefore,
we used a stricter definition requiring a PHQ-9 score of ≥10
plus at least 1 core symptom (depressed mood or anhedonia)
[56,57], together with an SDS score of ≥10 as an indicator of
functional impairment [49,58-60]. Results confirmed that only
about 62.7% (178/284) of participants who met the PHQ-9 score
of ≥10 at baseline also met this stricter definition, highlighting
the importance of cautious interpretation (Multimedia Appendix
9).

Taken together, regardless of whether it corresponds to major
depression, the finding of a significant reduction in the
proportion of participants with clinically meaningful depressive
states (PHQ-9 ≥10) compared with the control group may have
clinical significance, particularly given the fully self-help nature
of the program. From a public health perspective, such a
difference could also carry implications for the scalability of
self-help programs that do not require therapist involvement.

AI communication, including generative AI, continues to
advance rapidly. However, the development of appropriate
control programs has often been constrained by logistical and
cost-related factors, limiting opportunities to rigorously
investigate the antidepressant and anxiolytic effects of AI.
Beyond psychiatry, maximizing the effectiveness of
self-administered interventions while enhancing engagement
remains a critical challenge across health care and welfare
domains. This study represents a step toward addressing this
challenge.

Limitations
First, most participants were recruited from a research panel
with high affinity for digital interventions. Only 10.9%
(129/1187) were actual users of mental health services, which
is consistent with the national average in Japan, but caution is
required in generalizing these findings to broader populations.
Second, high dropout rates were observed, with only 37.6%
(149/396) of the AI-iCBT group and 33.8% (134/397) of the
iCBT group in the ITT population meeting EAS criteria.
Additional analyses indicated that low adherence was associated
with being male, older, and employed (Multimedia Appendix
8). Consistent with recent studies, time constraints [22],
particularly among employed men [21] and older adults [20,21],
were confirmed as key barriers to engagement. Third, although
the AI-iCBT group consistently showed 5%-10% higher
adherence rates than the iCBT group throughout the trial, both
groups had already dropped by half to 50% (396/793) at the
very first session and continued to decline over time, remaining
at only 30%-40%.

Fourth, missing data were substantial, and MMRM and
generalized estimating equations were applied to minimize bias.
However, these approaches assume data are missing at random.
In this study, since attrition occurred according to participant
attributes, the possibility of missing not at random cannot be
ruled out, and estimates may remain biased. Fifth, a significant
group × time interaction was observed in adherence in the AI
feedback group, suggesting a potential role of AI in improving
engagement. However, this conclusion is based on a single trial
and requires replication in different populations and designs,
as well as further elucidation of the underlying mechanisms.
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Sixth, due to technical issues, session-by-session data on
depressive symptoms (Overall Anxiety Severity and Impairment
Scale) [80] and anxiety (Overall Depression Severity and
Impairment Scale) [81] were lost, precluding more detailed
analyses. Future studies should implement automatic data saving
and backup systems to prevent such loss. Overall antidepressant
effects were small. In addition to limitations of the program
itself, this may reflect a ceiling effect due to the predominance
of participants with mild depression. Several meta-analyses
[23,82,83] report that treatment effects may be less pronounced
in cases with mild baseline depression compared to moderate
or severe cases. Another limitation is related to our stratified

randomization. While stratification by age, sex, and baseline
PHQ-9 severity increased internal validity by balancing key
prognostic factors, it may also restrict the generalizability of
our findings to populations with different distributions of these
characteristics.

Despite these challenges, this study provides valuable insights
into the potential of AI-enhanced self-help digital interventions,
particularly in relation to participant behavior dynamics.
Importantly, no major adverse events were reported,
underscoring the safety of this innovative approach and its
potential to significantly advance mental health care practices.

 

Acknowledgments
We are grateful to Dr Yutaka Ono (Center for the Development of Cognitive Behavior Therapy Training, Tokyo), Professor
Takashi Watanabe (Teikyo Heisei University, Tokyo), Mr Kenichiro Tsumura (T Quest, Chiba), Dr Sosei Yamaguchi (National
Center of Neurology and Psychiatry, Tokyo), and all members of the project teams of NEC Solution Innovators, Ltd (Tokyo) for
allowing us to unrestrictedly use artificial intelligence–augmented internet-based cognitive behavioral therapy for the study.

Funding
This study is funded by the Research Institute of Economy, Trade, and Industry (a think tank under the Ministry of Economy,
Trade, and Industry of the Government of Japan). The funder had no role in study design, data collection, data analysis, data
interpretation, or writing of the manuscript.

Data Availability
The data used in this study belong to the Research Institute of Economy, Trade and Industry and can be obtained from the institute
upon reasonable request.

Authors' Contributions
MS contributed to conceptualization, investigation, methodology, project administration, resources, software, validation,
visualization, and writing—including original draft preparation, review, and editing. YS contributed to conceptualization, funding
acquisition, investigation, methodology, project administration, resources, and writing—review and editing. SH contributed to
data curation, formal analysis, validation, visualization, and writing—review and editing. MK and HY contributed to secondary
analysis and writing—review and editing. NW contributed to conceptualization, investigation, methodology, supervision, validation,
and writing—review and editing.

Conflicts of Interest
None declared.

Multimedia Appendix 1
CONSORT-eHEALTH checklist.
[PDF File (Adobe PDF File), 340 KB - jmir_v28i1e76902_app1.pdf ]

Multimedia Appendix 2
Secondary outcome: ratio of participants with Patient Health Questionnaire-9 scores ≥10 (intention-to-treat population).
[DOCX File , 17 KB - jmir_v28i1e76902_app2.docx ]

Multimedia Appendix 3
Secondary outcomes: mean score of Quick Inventory of Depressive Symptomatology-Japanese version, Generalized Anxiety
Disorder-7, and Sheehan Disability Scale (intention-to-treat population).
[DOCX File , 19 KB - jmir_v28i1e76902_app3.docx ]

Multimedia Appendix 4

J Med Internet Res 2026 | vol. 28 | e76902 | p.1191https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app1.pdf&filename=9ab46c77adeadfa6838efbd607172e1f.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app1.pdf&filename=9ab46c77adeadfa6838efbd607172e1f.pdf
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app2.docx&filename=111fd43c58e560670910da3c2d62c160.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app2.docx&filename=111fd43c58e560670910da3c2d62c160.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app3.docx&filename=24393df5157e17f81450265bea87ba4e.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app3.docx&filename=24393df5157e17f81450265bea87ba4e.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


Satisfaction outcome: Client Satisfaction Questionnaire-8 total scores at week 7 (intention-to-treat population, intervention groups
only).
[DOCX File , 17 KB - jmir_v28i1e76902_app4.docx ]

Multimedia Appendix 5
Associations between artificial intelligence feedback functions and exercise attendance (artificial intelligence–augmented
internet-based cognitive behavioral therapy and internet-based cognitive behavioral therapy participants, weeks 2–6).
[DOCX File , 20 KB - jmir_v28i1e76902_app5.docx ]

Multimedia Appendix 6
Exploratory outcome: mean Patient Health Questionnaire-9 scores (efficacy analysis set population).
[DOCX File , 18 KB - jmir_v28i1e76902_app6.docx ]

Multimedia Appendix 7
Exploratory outcome: ratio of participants with Patient Health Questionnaire-9 scores ≥10 (efficacy analysis set population).
[DOCX File , 18 KB - jmir_v28i1e76902_app7.docx ]

Multimedia Appendix 8
Associated factors of low adherence in the efficacy analysis set.
[DOCX File , 20 KB - jmir_v28i1e76902_app8.docx ]

Multimedia Appendix 9
Baseline prevalence of major depression proxies in the efficacy analysis set population.
[DOCX File , 18 KB - jmir_v28i1e76902_app9.docx ]

References
1. GBD 2017 DiseaseInjury IncidencePrevalence Collaborators. Global, regional, and national incidence, prevalence, and

years lived with disability for 354 diseases and injuries for 195 countries and territories, 1990-2017: a systematic analysis
for the global burden of disease study 2017. Lancet 2018;392(10159):1789-1858 [FREE Full text] [doi:
10.1016/S0140-6736(18)32279-7] [Medline: 30496104]

2. Arias D, Saxena S, Verguet S. Quantifying the global burden of mental disorders and their economic value. EClinicalMedicine
2022;54:101675 [FREE Full text] [doi: 10.1016/j.eclinm.2022.101675] [Medline: 36193171]

3. Hohls JK, König HH, Quirke E, Hajek A. Anxiety, depression and quality of life-a systematic review of evidence from
longitudinal observational studies. Int J Environ Res Public Health 2021;18(22):12022 [FREE Full text] [doi:
10.3390/ijerph182212022] [Medline: 34831779]

4. König H, König HH, Konnopka A. The excess costs of depression: a systematic review and meta-analysis. Epidemiol
Psychiatr Sci 2019;29:e30 [FREE Full text] [doi: 10.1017/S2045796019000180] [Medline: 30947759]

5. WHO. Mental health at work. World Health Organization. Geneva; 2022. URL: https://www.who.int/news-room/fact-sheets/
detail/mental-health-at-work [accessed 2025-12-26]

6. Cunningham PJ. Beyond parity: primary care physicians' perspectives on access to mental health care. Health Aff (Millwood)
2009;28(3):w490-w501. [doi: 10.1377/hlthaff.28.3.w490] [Medline: 19366722]

7. Wang PS, Aguilar-Gaxiola S, Alonso J, Angermeyer MC, Borges G, Bromet EJ, et al. Use of mental health services for
anxiety, mood, and substance disorders in 17 countries in the WHO world mental health surveys. Lancet
2007;370(9590):841-850 [FREE Full text] [doi: 10.1016/S0140-6736(07)61414-7] [Medline: 17826169]

8. Wainberg ML, Lu FG, Riba MB. Global mental health. Acad Psychiatry 2016;40(4):647-649. [doi:
10.1007/s40596-016-0577-0] [Medline: 27259490]

9. Edge D, Watkins ER, Limond J, Mugadza J. The efficacy of self-guided internet and mobile-based interventions for
preventing anxiety and depression: a systematic review and meta-analysis. Behav Res Ther 2023;164:104292 [FREE Full
text] [doi: 10.1016/j.brat.2023.104292] [Medline: 37003138]

10. Psychological Interventions Implementation Manual: Integrating Evidence-Based Psychological Interventions into Existing
Services. Geneva: World Health Organization; 2024.

11. WHO. Consolidated telemedicine implementation guide. World Health Organization. 2022. URL: https://www.who.int/
publications/i/item/9789240059184 [accessed 2025-12-26]

12. Binder P, Hjeltnes A. Mindfulness in psychotherapy and society—the need for combining enthusiasm and critical inquiry.
Couns and Psychother Res 2021;21(2):247-250 [FREE Full text] [doi: 10.1002/capr.12384]

J Med Internet Res 2026 | vol. 28 | e76902 | p.1192https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app4.docx&filename=ddd70f26c0d72690d190087b5f5414d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app4.docx&filename=ddd70f26c0d72690d190087b5f5414d1.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app5.docx&filename=271eabc5fd5c853906bde500e699edc4.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app5.docx&filename=271eabc5fd5c853906bde500e699edc4.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app6.docx&filename=fab2abe808cb78f9e155fe7c2858c01b.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app6.docx&filename=fab2abe808cb78f9e155fe7c2858c01b.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app7.docx&filename=4d4e7e4c3bac3293698b12b82a31cfb5.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app7.docx&filename=4d4e7e4c3bac3293698b12b82a31cfb5.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app8.docx&filename=22bff09fdbcceeb767829f86eee5de94.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app8.docx&filename=22bff09fdbcceeb767829f86eee5de94.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app9.docx&filename=04d954bbfc9d4dfbfcb60d1a7069091b.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76902_app9.docx&filename=04d954bbfc9d4dfbfcb60d1a7069091b.docx
https://linkinghub.elsevier.com/retrieve/pii/S0140-6736(18)32279-7
http://dx.doi.org/10.1016/S0140-6736(18)32279-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30496104&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2589-5370(22)00405-9
http://dx.doi.org/10.1016/j.eclinm.2022.101675
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36193171&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph182212022
http://dx.doi.org/10.3390/ijerph182212022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34831779&dopt=Abstract
https://europepmc.org/abstract/MED/30947759
http://dx.doi.org/10.1017/S2045796019000180
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30947759&dopt=Abstract
https://www.who.int/news-room/fact-sheets/detail/mental-health-at-work
https://www.who.int/news-room/fact-sheets/detail/mental-health-at-work
http://dx.doi.org/10.1377/hlthaff.28.3.w490
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19366722&dopt=Abstract
https://europepmc.org/abstract/MED/17826169
http://dx.doi.org/10.1016/S0140-6736(07)61414-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17826169&dopt=Abstract
http://dx.doi.org/10.1007/s40596-016-0577-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27259490&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0005-7967(23)00041-4
https://linkinghub.elsevier.com/retrieve/pii/S0005-7967(23)00041-4
http://dx.doi.org/10.1016/j.brat.2023.104292
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37003138&dopt=Abstract
https://www.who.int/publications/i/item/9789240059184
https://www.who.int/publications/i/item/9789240059184
https://europepmc.org/abstract/MED/32662167
http://dx.doi.org/10.1002/capr.12384
http://www.w3.org/Style/XSL
http://www.renderx.com/


13. Knowles SE, Lovell K, Bower P, Gilbody S, Littlewood E, Lester H. Patient experience of computerised therapy for
depression in primary care. BMJ Open 2015;5(11):e008581 [FREE Full text] [doi: 10.1136/bmjopen-2015-008581] [Medline:
26621513]

14. Andersson G, Carlbring P, Rozental A. Response and remission rates in internet-based cognitive behavior therapy: an
individual patient data meta-analysis. Front Psychiatry 2019;10:749. [doi: 10.3389/fpsyt.2019.00749] [Medline: 31708813]

15. Karyotaki E, Efthimiou O, Miguel C, Bermpohl FMG, Furukawa TA, Cuijpers P, Individual Patient Data Meta-Analyses
for Depression (IPDMA-DE) Collaboration, et al. Internet-based cognitive behavioral therapy for depression: a systematic
review and individual patient data network meta-analysis. JAMA Psychiatry 2021;78(4):361-371 [FREE Full text] [doi:
10.1001/jamapsychiatry.2020.4364] [Medline: 33471111]

16. Saad A, Bruno D, Camara B, D'Agostino J, Bolea-Alamanac B. Self-directed technology-based therapeutic methods for
adult patients receiving mental health services: systematic review. JMIR Ment Health 2021;8(11):e27404 [FREE Full text]
[doi: 10.2196/27404] [Medline: 34842556]

17. Cuijpers P, Noma H, Karyotaki E, Cipriani A, Furukawa TA. Effectiveness and acceptability of cognitive behavior therapy
delivery formats in adults with depression: a network meta-analysis. JAMA Psychiatry 2019;76(7):700-707 [FREE Full
text] [doi: 10.1001/jamapsychiatry.2019.0268] [Medline: 30994877]

18. Seittu HA, Falk T, Bhatnagar K, Saarni SE. Therapists' role in patient adherence to internet-based cognitive behavioral
therapy: qualitative study. J Med Internet Res 2025;27:e71852 [FREE Full text] [doi: 10.2196/71852] [Medline: 40929730]

19. Treanor CJ, Kouvonen A, Lallukka T, Donnelly M. Acceptability of computerized cognitive behavioral therapy for adults:
umbrella review. JMIR Ment Health 2021;8(7):e23091 [FREE Full text] [doi: 10.2196/23091] [Medline: 34255714]

20. Fuhr K, Schröder J, Berger T, Moritz S, Meyer B, Lutz W, et al. The association between adherence and outcome in an
internet intervention for depression. J Affect Disord 2018;229:443-449. [doi: 10.1016/j.jad.2017.12.028] [Medline: 29331706]

21. Karyotaki E, Kleiboer A, Smit F, Turner DT, Pastor AM, Andersson G, et al. Predictors of treatment dropout in self-guided
web-based interventions for depression: an 'individual patient data' meta-analysis. Psychol Med 2015;45(13):2717-2726
[FREE Full text] [doi: 10.1017/S0033291715000665] [Medline: 25881626]

22. Beatty L, Binnion C. A systematic review of predictors of, and reasons for, adherence to online psychological interventions.
Int J Behav Med 2016;23(6):776-794. [doi: 10.1007/s12529-016-9556-9] [Medline: 26957109]

23. Karyotaki E, Riper H, Twisk J, Hoogendoorn A, Kleiboer A, Mira A, et al. Efficacy of self-guided internet-based cognitive
behavioral therapy in the treatment of depressive symptoms: a meta-analysis of individual participant data. JAMA Psychiatry
2017;74(4):351-359 [FREE Full text] [doi: 10.1001/jamapsychiatry.2017.0044] [Medline: 28241179]

24. Kemmeren L, van Schaik A, Draisma S, Kleiboer A, Riper H, Smit J. Effectiveness of blended cognitive behavioral therapy
versus treatment as usual for depression in routine specialized mental healthcare: E-COMPARED trial in the Netherlands.
Cogn Ther Res 2023;47(3):386-398. [doi: 10.1007/s10608-023-10363-y]

25. Mathiasen K, Andersen TE, Lichtenstein MB, Ehlers LH, Riper H, Kleiboer A, et al. The clinical effectiveness of blended
cognitive behavioral therapy compared with face-to-face cognitive behavioral therapy for adult depression: randomized
controlled noninferiority trial. J Med Internet Res 2022;24(9):e36577 [FREE Full text] [doi: 10.2196/36577] [Medline:
36069798]

26. Dwyer DB, Falkai P, Koutsouleris N. Machine learning approaches for clinical psychology and psychiatry. Annu Rev Clin
Psychol 2018;14:91-118. [doi: 10.1146/annurev-clinpsy-032816-045037] [Medline: 29401044]

27. Nie J, Shao H, Fan Y, Shao Q, You H, Preindl M, et al. LLM-based conversational AI therapist for daily functioning
screening and psychotherapeutic intervention via everyday smart devices. arXiv. Preprint posted online on March 16, 2024
2025 [FREE Full text] [doi: 10.1145/3712299]

28. Malgaroli M, Hull TD, Zech JM, Althoff T. Natural language processing for mental health interventions: a systematic
review and research framework. Transl Psychiatry 2023;13(1):309 [FREE Full text] [doi: 10.1038/s41398-023-02592-2]
[Medline: 37798296]

29. Le Glaz A, Haralambous Y, Kim-Dufor DH, Lenca P, Billot R, Ryan TC, et al. Machine learning and natural language
processing in mental health: systematic review. J Med Internet Res 2021;23(5):e15708. [doi: 10.2196/15708] [Medline:
33944788]

30. Sheehan K, Bhatti PK, Yousuf S, Rosenow W, Roehler DR, Hazekamp C, et al. Natural language processing applied to
mental illness detection: a narrative review. NPJ Digit Med 2022;5(1):46 [FREE Full text] [doi: 10.1186/s12889-022-13177-x]
[Medline: 35449046]

31. Choudhury MD, Pendse SR, Kumar N. Benefits and harms of large language models in digital mental health. arXiv. Preprint
posted online on November 7, 2021 2021 [FREE Full text]

32. Villarreal-Zegarra D, Reategui-Rivera CM, García-Serna J, Quispe-Callo G, Lázaro-Cruz G, Centeno-Terrazas G, et al.
Self-administered interventions based on natural language processing models for reducing depressive and anxiety symptoms:
systematic review and meta-analysis. JMIR Ment Health 2024;11:e59560 [FREE Full text] [doi: 10.2196/59560] [Medline:
39167795]

33. Kroenke K, Spitzer RL, Williams JB. The PHQ-9: validity of a brief depression severity measure. J Gen Intern Med
2001;16(9):606-613 [FREE Full text] [doi: 10.1046/j.1525-1497.2001.016009606.x] [Medline: 11556941]

J Med Internet Res 2026 | vol. 28 | e76902 | p.1193https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=26621513
http://dx.doi.org/10.1136/bmjopen-2015-008581
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26621513&dopt=Abstract
http://dx.doi.org/10.3389/fpsyt.2019.00749
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31708813&dopt=Abstract
https://europepmc.org/abstract/MED/33471111
http://dx.doi.org/10.1001/jamapsychiatry.2020.4364
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33471111&dopt=Abstract
https://mental.jmir.org/2021/11/e27404/
http://dx.doi.org/10.2196/27404
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34842556&dopt=Abstract
https://europepmc.org/abstract/MED/30994877
https://europepmc.org/abstract/MED/30994877
http://dx.doi.org/10.1001/jamapsychiatry.2019.0268
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30994877&dopt=Abstract
https://www.jmir.org/2025//e71852/
http://dx.doi.org/10.2196/71852
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40929730&dopt=Abstract
https://mental.jmir.org/2021/7/e23091/
http://dx.doi.org/10.2196/23091
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34255714&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2017.12.028
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29331706&dopt=Abstract
https://boris-portal.unibe.ch/handle/20.500.12422/143402
http://dx.doi.org/10.1017/S0033291715000665
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25881626&dopt=Abstract
http://dx.doi.org/10.1007/s12529-016-9556-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26957109&dopt=Abstract
https://eprints.whiterose.ac.uk/113096/
http://dx.doi.org/10.1001/jamapsychiatry.2017.0044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28241179&dopt=Abstract
http://dx.doi.org/10.1007/s10608-023-10363-y
https://www.jmir.org/2022/9/e36577/
http://dx.doi.org/10.2196/36577
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36069798&dopt=Abstract
http://dx.doi.org/10.1146/annurev-clinpsy-032816-045037
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29401044&dopt=Abstract
https://arxiv.org/abs/2403.10779
http://dx.doi.org/10.1145/3712299
https://doi.org/10.1038/s41398-023-02592-2
http://dx.doi.org/10.1038/s41398-023-02592-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37798296&dopt=Abstract
http://dx.doi.org/10.2196/15708
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33944788&dopt=Abstract
https://bmcpublichealth.biomedcentral.com/articles/10.1186/s12889-022-13177-x
http://dx.doi.org/10.1186/s12889-022-13177-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35449046&dopt=Abstract
https://arxiv.org/abs/2311.14693
https://mental.jmir.org/2024//e59560/
http://dx.doi.org/10.2196/59560
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39167795&dopt=Abstract
https://europepmc.org/abstract/MED/11556941
http://dx.doi.org/10.1046/j.1525-1497.2001.016009606.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11556941&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


34. Muramatsu K, Miyaoka H, Kamijima K, Muramatsu Y, Tanaka Y, Hosaka M, et al. Performance of the Japanese version
of the Patient Health Questionnaire-9 (J-PHQ-9) for depression in primary care. Gen Hosp Psychiatry 2018;52:64-69. [doi:
10.1016/j.genhosppsych.2018.03.007] [Medline: 29698880]

35. Bauer-Staeb C, Kounali DZ, Welton NJ, Griffith E, Wiles NJ, Lewis G, et al. Effective dose 50 method as the minimal
clinically important difference: evidence from depression trials. J Clin Epidemiol 2021;137:200-208 [FREE Full text] [doi:
10.1016/j.jclinepi.2021.04.002] [Medline: 33892086]

36. Kounali D, Button KS, Lewis G, Gilbody S, Kessler D, Araya R, et al. How much change is enough? Evidence from a
longitudinal study on depression in UK primary care. Psychol Med 2022;52(10):1875-1882 [FREE Full text] [doi:
10.1017/S0033291720003700] [Medline: 33138872]

37. So M, Sekizawa Y, Yamaguchi Y. A randomised controlled trial investigating the clinical and cost-effectiveness of peer
enhanced-computerised cognitive depression. KAKEN. 2015. URL: https://kaken.nii.ac.jp/en/grant/
KAKENHI-PROJECT-26350862/ [accessed 2025-12-19]

38. Inagaki M, Ohtsuki T, Yonemoto N, Kawashima Y, Saitoh A, Oikawa Y, et al. Validity of the Patient Health Questionnaire
(PHQ)-9 and PHQ-2 in general internal medicine primary care at a Japanese rural hospital: a cross-sectional study. Gen
Hosp Psychiatry 2013;35(6):592-597. [doi: 10.1016/j.genhosppsych.2013.08.001] [Medline: 24029431]

39. Manea L, Gilbody S, McMillan D. Optimal cut-off score for diagnosing depression with the Patient Health Questionnaire
(PHQ-9): a meta-analysis. CMAJ 2012;184(3):E191-E196 [FREE Full text] [doi: 10.1503/cmaj.110829] [Medline: 22184363]

40. Cuijpers P, Karyotaki E, Ciharova M, Miguel C, Noma H, Furukawa TA. The effects of psychotherapies for depression on
response, remission, reliable change, and deterioration: a meta-analysis. Acta Psychiatr Scand 2021;144(3):288-299. [doi:
10.1111/acps.13335] [Medline: 34107050]

41. Fava M. Depression with physical symptoms: treating to remission. J Clin Psychiatry 2003;64 Suppl 7:24-28. [Medline:
12755649]

42. Keller MB, Lavori PW, Mueller TI, Endicott J, Coryell W, Hirschfeld RM, et al. Time to recovery, chronicity, and levels
of psychopathology in major depression. A 5-year prospective follow-up of 431 subjects. Arch Gen Psychiatry
1992;49(10):809-816. [doi: 10.1001/archpsyc.1992.01820100053010] [Medline: 1417434]

43. Rush AJ, Trivedi MH, Ibrahim HM, Carmody TJ, Arnow B, Klein DN, et al. The 16-item Quick Inventory of Depressive
Symptomatology (QIDS), Clinician Rating (QIDS-C), and Self-Report (QIDS-SR): a psychometric evaluation in patients
with chronic major depression. Biol Psychiatry 2003;54(5):573-583. [doi: 10.1016/s0006-3223(02)01866-8] [Medline:
12946886]

44. Fujisawa D, Nakagawa A, Tajima M, Ono Y. Development of Japanese version of QIDS-SR (self-report). Jpn J Stress Sci
2010;25(1):43-52 [FREE Full text]

45. Spitzer RL, Kroenke K, Williams JBW, Löwe B. A brief measure for assessing generalized anxiety disorder: the GAD-7.
Arch Intern Med 2006;166(10):1092-1097. [doi: 10.1001/archinte.166.10.1092] [Medline: 16717171]

46. Muramatsu K, Muramatsu Y, Miyaoka H, Fuse K, Yoshimine F, Hosaka M. Validation and utility of a Japanese version
of the GAD-7. In: Panminerva Medica. 2009 Presented at: 20th World Congress on Psychosomatic Medicine; August 23-28,
2009; Torino, Italy p. 79.

47. Sheehan KH, Sheehan DV. Assessing treatment effects in clinical trials with the discan metric of the Sheehan Disability
Scale. Int Clin Psychopharmacol 2008;23(2):70-83. [doi: 10.1097/YIC.0b013e3282f2b4d6] [Medline: 18301121]

48. Yoshida T, Otsubo T, Tsuchida H, Wada R, Ueshima K, Fukui A. Reliability and validity of the Japanese version of the
Sheehan Disability Scale. Jpn J Clin Psychopharmacol 2004;7(10):1645-1653.

49. Soares CN, Zhang M, Boucher M. Categorical improvement in functional impairment in depressed patients treated with
desvenlafaxine. CNS Spectr 2019;24(3):322-332 [FREE Full text] [doi: 10.1017/S1092852917000633] [Medline: 29140227]

50. Attkisson CC, Zwick R. The Client Satisfaction Questionnaire. Psychometric properties and correlations with service
utilization and psychotherapy outcome. Eval Program Plann 1982;5(3):233-237. [doi: 10.1016/0149-7189(82)90074-x]
[Medline: 10259963]

51. Tachimori H, Ito H. Reliability and validity of the Japanese version of the Client Satisfaction Questionnaire. Seishin Igaku
(Clin Psychiatry) 1999;41(7):711-717. [doi: 10.11477/mf.1405905056]

52. Wong SYS, Sun YY, Chan ATY, Leung MKW, Chao DVK, Li CCK, et al. Treating subthreshold depression in primary
care: a randomized controlled trial of behavioral activation with mindfulness. Ann Fam Med 2018;16(2):111-119 [FREE
Full text] [doi: 10.1370/afm.2206] [Medline: 29531101]

53. Harrer M, Sprenger AA, Illing S, Adriaanse MC, Albert SM, Allart E, et al. Psychological intervention in individuals with
subthreshold depression: individual participant data meta-analysis of treatment effects and moderators. Br J Psychiatry
2025:1-14 [FREE Full text] [doi: 10.1192/bjp.2025.56] [Medline: 40365980]

54. Donkin L, Hickie IB, Christensen H, Naismith SL, Neal B, Cockayne NL, et al. Rethinking the dose-response relationship
between usage and outcome in an online intervention for depression: randomized controlled trial. J Med Internet Res
2013;15(10):e231 [FREE Full text] [doi: 10.2196/jmir.2771] [Medline: 24135213]

55. Donkin L, Christensen H, Naismith SL, Neal B, Hickie IB, Glozier N. A systematic review of the impact of adherence on
the effectiveness of e-therapies. J Med Internet Res 2011;13(3):e52 [FREE Full text] [doi: 10.2196/jmir.1772] [Medline:
21821503]

J Med Internet Res 2026 | vol. 28 | e76902 | p.1194https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.genhosppsych.2018.03.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29698880&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0895-4356(21)00118-9
http://dx.doi.org/10.1016/j.jclinepi.2021.04.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33892086&dopt=Abstract
https://europepmc.org/abstract/MED/33138872
http://dx.doi.org/10.1017/S0033291720003700
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33138872&dopt=Abstract
https://kaken.nii.ac.jp/en/grant/KAKENHI-PROJECT-26350862/
https://kaken.nii.ac.jp/en/grant/KAKENHI-PROJECT-26350862/
http://dx.doi.org/10.1016/j.genhosppsych.2013.08.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24029431&dopt=Abstract
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=22184363
http://dx.doi.org/10.1503/cmaj.110829
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22184363&dopt=Abstract
http://dx.doi.org/10.1111/acps.13335
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34107050&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12755649&dopt=Abstract
http://dx.doi.org/10.1001/archpsyc.1992.01820100053010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1417434&dopt=Abstract
http://dx.doi.org/10.1016/s0006-3223(02)01866-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12946886&dopt=Abstract
https://cir.nii.ac.jp/crid/1520290885101362816
http://dx.doi.org/10.1001/archinte.166.10.1092
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16717171&dopt=Abstract
http://dx.doi.org/10.1097/YIC.0b013e3282f2b4d6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18301121&dopt=Abstract
https://europepmc.org/abstract/MED/29140227
http://dx.doi.org/10.1017/S1092852917000633
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29140227&dopt=Abstract
http://dx.doi.org/10.1016/0149-7189(82)90074-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10259963&dopt=Abstract
http://dx.doi.org/10.11477/mf.1405905056
http://www.annfammed.org/cgi/pmidlookup?view=long&pmid=29531101
http://www.annfammed.org/cgi/pmidlookup?view=long&pmid=29531101
http://dx.doi.org/10.1370/afm.2206
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29531101&dopt=Abstract
https://boris-portal.unibe.ch/handle/20.500.12422/211189
http://dx.doi.org/10.1192/bjp.2025.56
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40365980&dopt=Abstract
https://www.jmir.org/2013/10/e231/
http://dx.doi.org/10.2196/jmir.2771
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24135213&dopt=Abstract
https://www.jmir.org/2011/3/e52/
http://dx.doi.org/10.2196/jmir.1772
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21821503&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


56. Levis B, Benedetti A, Thombs BD, DEPRESsion Screening Data (DEPRESSD) Collaboration. Accuracy of Patient Health
Questionnaire-9 (PHQ-9) for screening to detect major depression: individual participant data meta-analysis. BMJ
2019;365:l1476 [FREE Full text] [doi: 10.1136/bmj.l1476] [Medline: 30967483]

57. Kroenke K, Spitzer RL. The PHQ-9: a new depression diagnostic and severity measure. Psychiatric Annals
2002;32(9):509-515. [doi: 10.3928/0048-5713-20020901-06]

58. Lam RW, Michalak EE, Yatham LN. A new Clinical Rating Scale for work absence and productivity: validation in patients
with major depressive disorder. BMC Psychiatry 2009;9:78 [FREE Full text] [doi: 10.1186/1471-244X-9-78] [Medline:
19958540]

59. Luciano JV, Bertsch J, Salvador-Carulla L, Tomás JM, Fernández A, Pinto-Meza A, et al. Factor structure, internal
consistency and construct validity of the Sheehan Disability Scale in a Spanish primary care sample. J Eval Clin Pract
2010;16(5):895-901. [doi: 10.1111/j.1365-2753.2009.01211.x] [Medline: 20626541]

60. Sheehan DV, Harnett-Sheehan K, Raj BA. The measurement of disability. Int Clin Psychopharmacol 1996;11 Suppl 3:89-95.
[doi: 10.1097/00004850-199606003-00015] [Medline: 8923116]

61. Schulz KF, Altman DG, Moher D, CONSORT Group. CONSORT 2010 statement: updated guidelines for reporting parallel
group randomised trials. BMJ 2010;340:c332 [FREE Full text] [doi: 10.1136/bmj.c332] [Medline: 20332509]

62. Eysenbach G, CONSORT-EHEALTH Group. CONSORT-EHEALTH: improving and standardizing evaluation reports of
Web-based and mobile health interventions. J Med Internet Res 2011;13(4):e126 [FREE Full text] [doi: 10.2196/jmir.1923]
[Medline: 22209829]

63. Eysenbach G. The law of attrition. J Med Internet Res 2005;7(1):e11 [FREE Full text] [doi: 10.2196/jmir.7.1.e11] [Medline:
15829473]

64. Koelen JA, Vonk A, Klein A, de Koning L, Vonk P, de Vet S, et al. Man vs. machine: a meta-analysis on the added value
of human support in text-based internet treatments ("e-therapy") for mental disorders. Clin Psychol Rev 2022;96:102179
[FREE Full text] [doi: 10.1016/j.cpr.2022.102179] [Medline: 35763975]

65. Kambeitz-Ilankovic L, Rzayeva U, Völkel L, Wenzel J, Weiske J, Jessen F, et al. A systematic review of digital and
face-to-face cognitive behavioral therapy for depression. NPJ Digit Med 2022;5(1):144 [FREE Full text] [doi:
10.1038/s41746-022-00677-8] [Medline: 36109583]

66. Beatty C, Malik T, Meheli S, Sinha C. Evaluating the therapeutic alliance with a free-text CBT conversational agent (Wysa):
a mixed-methods study. Front Digit Health 2022;4:847991 [FREE Full text] [doi: 10.3389/fdgth.2022.847991] [Medline:
35480848]

67. Fitzpatrick KK, Darcy A, Vierhile M. Delivering cognitive behavior therapy to young adults with symptoms of depression
and anxiety using a fully automated conversational agent (Woebot): a randomized controlled trial. JMIR Ment Health
2017;4(2):e19 [FREE Full text] [doi: 10.2196/mental.7785] [Medline: 28588005]

68. Inkster B, Sarda S, Subramanian V. An empathy-driven, conversational artificial intelligence agent (Wysa) for digital
mental well-being: real-world data evaluation mixed-methods study. JMIR Mhealth Uhealth 2018;6(11):e12106 [FREE
Full text] [doi: 10.2196/12106] [Medline: 30470676]

69. Bickmore T, Gruber A, Picard R. Establishing the computer-patient working alliance in automated health behavior change
interventions. Patient Educ Couns 2005;59(1):21-30. [doi: 10.1016/j.pec.2004.09.008] [Medline: 16198215]

70. Prochaska JJ, Vogel EA, Chieng A, Kendra M, Baiocchi M, Pajarito S, et al. A therapeutic relational agent for reducing
problematic substance use (woebot): development and usability study. J Med Internet Res 2021;23(3):e24850 [FREE Full
text] [doi: 10.2196/24850] [Medline: 33755028]

71. Lynch CP, Cha EDK, Jenkins NW, Parrish JM, Mohan S, Jadczak CN, et al. The minimum clinically important difference
for Patient Health Questionnaire-9 in minimally invasive transforaminal interbody fusion. Spine (Phila Pa 1976)
2021;46(9):603-609. [doi: 10.1097/BRS.0000000000003853] [Medline: 33290370]

72. Fairburn CG, Norman PA, Welch SL, O'Connor ME, Doll HA, Peveler RC. A prospective study of outcome in bulimia
nervosa and the long-term effects of three psychological treatments. Arch Gen Psychiatry 1995;52(4):304-312. [doi:
10.1001/archpsyc.1995.03950160054010] [Medline: 7702447]

73. Agras WS, Walsh T, Fairburn CG, Wilson GT, Kraemer HC. A multicenter comparison of cognitive-behavioral therapy
and interpersonal psychotherapy for bulimia nervosa. Arch Gen Psychiatry 2000;57(5):459-466. [doi:
10.1001/archpsyc.57.5.459] [Medline: 10807486]

74. Carter FA, Jordan J, McIntosh VVW, Luty SE, McKenzie JM, Frampton CMA, et al. The long-term efficacy of three
psychotherapies for anorexia nervosa: a randomized, controlled trial. Int J Eat Disord 2011;44(7):647-654. [doi:
10.1002/eat.20879] [Medline: 21997429]

75. Markowitz JC, Petkova E, Neria Y, Van Meter PE, Zhao Y, Hembree E, et al. Is exposure necessary? A randomized clinical
trial of interpersonal psychotherapy for PTSD. Am J Psychiatry 2015;172(5):430-440 [FREE Full text] [doi:
10.1176/appi.ajp.2014.14070908] [Medline: 25677355]

76. Bighelli I, Rodolico A, García-Mieres H, Pitschel-Walz G, Hansen WP, Schneider-Thoma J, et al. Psychosocial and
psychological interventions for relapse prevention in schizophrenia: a systematic review and network meta-analysis. Lancet
Psychiatry 2021;8(11):969-980. [doi: 10.1016/j.envres.2021.112166] [Medline: 34619129]

J Med Internet Res 2026 | vol. 28 | e76902 | p.1195https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.bmj.com/lookup/pmidlookup?view=long&pmid=30967483
http://dx.doi.org/10.1136/bmj.l1476
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30967483&dopt=Abstract
http://dx.doi.org/10.3928/0048-5713-20020901-06
https://bmcpsychiatry.biomedcentral.com/articles/10.1186/1471-244X-9-78
http://dx.doi.org/10.1186/1471-244X-9-78
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19958540&dopt=Abstract
http://dx.doi.org/10.1111/j.1365-2753.2009.01211.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20626541&dopt=Abstract
http://dx.doi.org/10.1097/00004850-199606003-00015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8923116&dopt=Abstract
https://europepmc.org/abstract/MED/20332509
http://dx.doi.org/10.1136/bmj.c332
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20332509&dopt=Abstract
https://www.jmir.org/2011/4/e126/
http://dx.doi.org/10.2196/jmir.1923
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22209829&dopt=Abstract
https://www.jmir.org/2005/1/e11/
http://dx.doi.org/10.2196/jmir.7.1.e11
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15829473&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0272-7358(22)00064-2
http://dx.doi.org/10.1016/j.cpr.2022.102179
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35763975&dopt=Abstract
https://doi.org/10.1038/s41746-022-00677-8
http://dx.doi.org/10.1038/s41746-022-00677-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36109583&dopt=Abstract
https://europepmc.org/abstract/MED/35480848
http://dx.doi.org/10.3389/fdgth.2022.847991
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35480848&dopt=Abstract
https://mental.jmir.org/2017/2/e19/
http://dx.doi.org/10.2196/mental.7785
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28588005&dopt=Abstract
https://mhealth.jmir.org/2018/11/e12106/
https://mhealth.jmir.org/2018/11/e12106/
http://dx.doi.org/10.2196/12106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30470676&dopt=Abstract
http://dx.doi.org/10.1016/j.pec.2004.09.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16198215&dopt=Abstract
https://www.jmir.org/2021/3/e24850/
https://www.jmir.org/2021/3/e24850/
http://dx.doi.org/10.2196/24850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33755028&dopt=Abstract
http://dx.doi.org/10.1097/BRS.0000000000003853
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33290370&dopt=Abstract
http://dx.doi.org/10.1001/archpsyc.1995.03950160054010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7702447&dopt=Abstract
http://dx.doi.org/10.1001/archpsyc.57.5.459
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10807486&dopt=Abstract
http://dx.doi.org/10.1002/eat.20879
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21997429&dopt=Abstract
https://europepmc.org/abstract/MED/25677355
http://dx.doi.org/10.1176/appi.ajp.2014.14070908
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25677355&dopt=Abstract
http://dx.doi.org/10.1016/j.envres.2021.112166
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34619129&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


77. Lemmens LHJM, van Bronswijk SC, Peeters FPML, Arntz A, Roefs A, Hollon SD, et al. Interpersonal psychotherapy
versus cognitive therapy for depression: how they work, how long, and for whom-key findings from an RCT. Am J Psychother
2020;73(1):8-14. [doi: 10.1176/appi.psychotherapy.20190030] [Medline: 32122161]

78. Mitchell AJ, Yadegarfar M, Gill J, Stubbs B. Case finding and screening clinical utility of the Patient Health Questionnaire
(PHQ-9 and PHQ-2) for depression in primary care: a diagnostic meta-analysis of 40 studies. BJPsych Open
2016;2(2):127-138 [FREE Full text] [doi: 10.1192/bjpo.bp.115.001685] [Medline: 27703765]

79. Levis B, Bhandari PM, Neupane D, Fan S, Sun Y, He C, Depression Screening Data (DEPRESSD) PHQ Group. Data-driven
cutoff selection for the Patient Health Questionnaire-9 depression screening tool. JAMA Netw Open 2024;7(11):e2429630
[FREE Full text] [doi: 10.1001/jamanetworkopen.2024.29630] [Medline: 39576645]

80. Bentley KH, Gallagher MW, Carl JR, Barlow DH. Development and validation of the Overall Depression Severity and
Impairment Scale. Psychol Assess 2014;26(3):815-830. [doi: 10.1037/a0036216] [Medline: 24708078]

81. Norman SB, Cissell SH, Means-Christensen AJ, Stein MB. Development and validation of an Overall Anxiety Severity
and Impairment Scale (OASIS). Depress Anxiety 2006;23(4):245-249. [doi: 10.1002/da.20182] [Medline: 16688739]

82. Cuijpers P, Cristea IA, Karyotaki E, Reijnders M, Huibers MJH. How effective are cognitive behavior therapies for major
depression and anxiety disorders? A meta-analytic update of the evidence. World Psychiatry 2016;15(3):245-258 [FREE
Full text] [doi: 10.1002/wps.20346] [Medline: 27717254]

83. Mercorio A, Zizolfi B, Barbuto S, Danzi R, Di Spiezio Sardo A, Moawad G, et al. Three-dimensional imaging reconstruction
and laparoscopic robotic surgery: a winning combination for a complex case of multiple myomectomy. Fertil Steril
2023;120(1):202-204 [FREE Full text] [doi: 10.1016/j.fertnstert.2023.04.015] [Medline: 37085096]

Abbreviations
AI: artificial intelligence
AI-iCBT: artificial intelligence–augmented internet-based cognitive behavioral therapy
CBT: cognitive behavioral therapy
CONSORT: Consolidated Standards of Reporting Trials
CONSORT-EHEALTH: Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications
and Online Telehealth
CR: cognitive restructuring
CSQ-8: Client Satisfaction Questionnaire-8
EAS: efficacy analysis set
GAD-7: Generalized Anxiety Disorder-7
GLMM: generalized linear mixed models
iCBT: internet-based cognitive behavioral therapy
ITT: intention-to-treat
MMRM: mixed-effects model for repeated measures
NLP: natural language processing
OR: odds ratio
PHQ-9: Patient Health Questionnaire-9
QIDS-J: Quick Inventory of Depressive Symptomatology-Japanese version
SDS: Sheehan Disability Scale

Edited by A Schwartz; submitted 03.May.2025; peer-reviewed by N Titov; comments to author 02.Jun.2025; accepted 21.Nov.2025;
published 05.Jan.2026.

Please cite as:
So M, Sekizawa Y, Hashimoto S, Kashimura M, Yamakage H, Watanabe N
Effect of AI-Based Natural Language Feedback on Engagement and Clinical Outcomes in Fully Self-Guided Internet-Based Cognitive
Behavioral Therapy for Depression: 3-Arm Randomized Controlled Trial
J Med Internet Res 2026;28:e76902
URL: https://www.jmir.org/2026/1/e76902 
doi:10.2196/76902
PMID:

©Mirai So, Yoichi Sekizawa, Sora Hashimoto, Masami Kashimura, Hajime Yamakage, Norio Watanabe. Originally published
in the Journal of Medical Internet Research (https://www.jmir.org), 05.Jan.2026. This is an open-access article distributed under
the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted

J Med Internet Res 2026 | vol. 28 | e76902 | p.1196https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1176/appi.psychotherapy.20190030
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32122161&dopt=Abstract
https://europepmc.org/abstract/MED/27703765
http://dx.doi.org/10.1192/bjpo.bp.115.001685
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27703765&dopt=Abstract
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2024.29630
http://dx.doi.org/10.1001/jamanetworkopen.2024.29630
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39576645&dopt=Abstract
http://dx.doi.org/10.1037/a0036216
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24708078&dopt=Abstract
http://dx.doi.org/10.1002/da.20182
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16688739&dopt=Abstract
https://europepmc.org/abstract/MED/27717254
https://europepmc.org/abstract/MED/27717254
http://dx.doi.org/10.1002/wps.20346
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27717254&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0015-0282(23)00300-X
http://dx.doi.org/10.1016/j.fertnstert.2023.04.015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37085096&dopt=Abstract
https://www.jmir.org/2026/1/e76902
http://dx.doi.org/10.2196/76902
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research (ISSN 1438-8871), is properly cited. The complete bibliographic information, a link to the original publication on
https://www.jmir.org/, as well as this copyright and license information must be included.

J Med Internet Res 2026 | vol. 28 | e76902 | p.1197https://www.jmir.org/2026/1/e76902
(page number not for citation purposes)

So et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Leisure Screen Time, Internet Gaming Disorder, and Mental Health
Among Chinese Adolescents: Large-Scale Cross-Sectional Study

Qin Deng1, MPH; Linna Sha1, MPH; Jiaojiao Hou2, MPH; Xunying Zhao2, MD; Rong Xiang1, MD; Jiangbo Zhu1,

MPH; Yang Qu2, MD; Jinyu Zhou1, MD; Ting Yu2, MD; Xin Song1, MD; Sirui Zheng1, MPH; Tao Han1, MPH; Bin

Yang1, MD; Mengyu Fan2*, MD; Xia Jiang1,2,3*, MD, PhD
1Department of Nutrition and Food Hygiene, West China School of Public Health and West China Fourth Hospital, Sichuan University, Chengdu, China
2Department of Epidemiology and Biostatistics, West China School of Public Health and West China Fourth Hospital, Sichuan University, Chengdu,
China
3Department of Clinical Neuroscience, Center for Molecular Medicine, Karolinska Institutet, Stockholm, Sweden
*these authors contributed equally

Corresponding Author:
Xia Jiang, MD, PhD
Department of Clinical Neuroscience, Center for Molecular Medicine
Karolinska Institutet
L8:05, CMM Karolinska Universitetssjukhuset Solna
Stockholm, 17176
Sweden
Phone: 86 15528103968
Email: xia.jiang@ki.se

Abstract

Background: Adolescence is a critical period for mental health vulnerability alongside rising digital media exposure. Current
evidence often fails to distinguish the distinct roles of leisure screen time (LST) quantity and addictive patterns like internet
gaming disorder (IGD) on a comprehensive range of mental health outcomes.

Objective: This study aimed to investigate the independent and joint associations of LST and IGD with multiple mental health
conditions among Chinese adolescents.

Methods: We conducted a school-based, cross-sectional survey in Sichuan Province, China. Participants were recruited by
random cluster sampling from 20 public schools. The sample comprised 13,240 adolescents (6659/13,240, 50.3% girls) with a
mean age of 15.4 (SD 1.6) years. LST was self-reported, and IGD was evaluated using the Internet Gaming Disorder Scale-9
Item Short Form (IGDS9-SF). Mental health outcomes included overall mental health status and 5 specific diseases: psychological
distress, depression, paranoia, insomnia, and suicidal ideation, all assessed using validated scales.

Results: The prevalence of excessive LST, IGD, and any mental health disorder was 48.2% (6378/13,240; 95% CI 47.3%-49.0%),
1.4% (188/13,240; 95% CI 1.2%-1.6%), and 55.8% (7387/13,240; 95% CI 54.9%-56.7%), respectively. After adjustment, excessive
LST (odds ratio [OR] 1.18, 95% CI 1.09-1.27) and IGD (OR 6.58, 95% CI 5.02-8.62) were independently associated with poor
mental health. A dose-response relationship existed for LST quartiles (Q2: OR 1.15, 95% CI 1.04-1.26; Q3: OR 1.24, 95% CI
1.12-1.37; Q4: OR 1.31, 95% CI 1.18-1.46; Ptrend<.001). Excessive LST was associated with depression (OR 1.16, 95% CIs
1.05-1.29), paranoia (OR 1.22, 95% CI 1.11-1.34), and suicidal ideation (OR 1.15, 95% CI 1.04-1.28), while IGD was associated
with all 5 disorders, most notably depression (OR 6.43, 95% CI 4.56-9.06) and paranoia (OR 5.77, 95% CI 4.05-8.21). IGD
consistently demonstrated stronger associations than LST: psychological distress (OR 4.40, 95% CI 3.12-6.19 vs OR 1.14, 95%
CI 0.98-1.33), depression (OR 6.43, 95% CI 4.56-9.06 vs OR 1.16, 95% CI 1.05-1.29), paranoia (OR 5.77, 95% CI 4.05-8.21 vs
OR 1.22, 95% CI 1.11-1.34), insomnia (OR 2.90, 95% CI 2.09-4.05 vs OR 1.12, 95% CI 102-1.22), and suicidal ideation (OR
3.85, 95% CI 2.76-5.37 vs OR 1.15, 95% CI 1.04-1.28). Adolescents with both excessive LST and IGD demonstrated the highest
odds of mental health disorders (OR 7.35, 95% CI 5.29-10.22). No significant interaction was found on additive or multiplicative
scales.

Conclusions: Both excessive LST and IGD are independently associated with mental health disorders in adolescents, with IGD
showing a substantially stronger association. This study is distinct from prior research by simultaneously investigating both screen
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time quantity and addictive usage patterns, and by comprehensively assessing 5 distinct mental health outcomes. Longitudinal
studies are needed to better understand the long-term effects.

(J Med Internet Res 2026;28:e80737)   doi:10.2196/80737

KEYWORDS

adolescent; cross-sectional study; internet gaming disorder; leisure screen time; mental health; screen media activity

Introduction

Adolescence represents a critical period for psychological
development, as up to half of all mental health conditions start
before age 14 years [1,2]. Globally, 1 in 7 adolescents
experience at least one mental health disorder, contributing to
15% of the overall disease burden in this age group [3].
Depression and anxiety are among the leading causes of illness
and disability, with suicide being the fourth leading cause of
death for those aged 15-19 years [3]. Additionally, psychological
distress [4], paranoia [5], and insomnia [6] are also commonly
prevalent. Poor mental health at a relatively early stage poses
significant adverse effects that can span from the short to the
long term [7], including school disengagement, reduced quality
of life, and increased mortality. The widespread
underrecognition and treatment delays—where only 15.4% of
adolescents seek prompt professional help after their initial
request—further exacerbate these issues [8].

Alongside the rise in mental health disorders over the years,
time spent on screen-based activities continues to increase by
as much as 2 hours per day since 2010, particularly among
adolescents [9,10]. Data from the Adolescent Brain Cognitive
Development Study reveal that adolescents now spend an
average of over 5.5 hours daily on noneducational screen media,
underscoring a global trend of pervasive digital engagement
[11]. While moderate screen use may offer cognitive benefits
such as enhanced multitasking [12], excessive use is linked to
sedentary behaviors, impaired parent–child interactions, and
behavioral addictions [13,14]. Each additional hour of daily
screen time in late childhood predicted increased depressive
symptoms in early adolescence, an effect mediated by shorter
sleep duration and changes in white matter organization in brain
regions responsible for emotion regulation [15]. Current research
often conflates educational and leisure screen time (LST),
obscuring the unique risk of LST [16,17]. A dose-response study
of Chinese adolescents revealed that LST exceeding 1 hour/day
linearly increases mental health problems, with video-based
and gaming content showing the strongest negative associations
[18]. Nevertheless, existing studies have mainly investigated
depression and anxiety, the 2 most prevalent mental health
issues, while largely disregarding other important disorders
such as paranoia and insomnia that affect a nontrivial proportion
(20%-30%) of adolescents [5,17].

The amount of leisure time spent using screen-based media does
not necessarily represent the extent of harm. Crucially, recent
research underscores that addictive use patterns—characterized
by compulsive use, loss of control, and continued use despite
negative consequences—may represent a far greater risk than
screen time duration alone [14]. Studies found that a small
number of individuals, despite showing shorter screen time,

exhibited characteristics of addictive behaviors [19]. A primary
concern for adolescents is gaming addiction, particularly the
internet gaming disorder (IGD), defined by DSM-5 (Diagnostic
and Statistical Manual of Mental Disorders [Fifth Edition]) as
the persistent and recurrent use of internet to play games, often
with others. IGD leads to clinically significant impairment or
distress and has been listed as a tentative disorder in need of
further study [20]. IGD has been linked to distinct
neurobiological changes and impairments in executive function,
underscoring its status as a behavioral addiction beyond mere
excessive use [21]. Interestingly, a substantial proportion of
individuals with long screen time do not meet the symptomatic
criteria of IGD, while those who meet criteria do not necessarily
show long screen time [22,23]. This dissociation underscores
the need to examine both behaviors simultaneously.

The interplay between LST and IGD in relation to a broad
spectrum of mental health outcomes remains inadequately
explored. While longitudinal evidence suggests that internalizing
symptoms (eg, depression, anxiety) fully mediate the link
between problematic internet use and subsequent self-harm
behaviors, this model did not account for the joint influence of
general screen time [24]. Furthermore, seminal research has
demonstrated that trajectories of addictive digital media use are
independently associated with heightened risks of suicidality,
regardless of baseline screen time [14]. Moreover, while high
LST and IGD independently poses negative effects on mental
health, it is likely that those who exhibit both behaviors are at
the highest risk. However, few studies have analyzed leisure
and addictive screen-based media use by taking into
consideration their independent and joint effects on mental
health outcomes.

This cross-sectional study aims to comprehensively investigate
the independent and joint associations of LST and IGD with an
array of mental health among Chinese adolescents, including
overall mental health and its 5 major diseases, namely,
depression, psychological distress, paranoia, insomnia, and
suicidal ideation.

Methods

Ethical Considerations
The research was conducted in accordance with the Declaration
of Helsinki and received approval from the Ethics Committee
of West China Fourth Hospital and West China School of Public
Health, Sichuan University (Gw112023133; June 13, 2023).
Written informed consent was obtained from parents or
guardians after they received a detailed information sheet
outlining the study purpose, procedures, and voluntary nature
of participation. Student assent was also secured at the time of
the survey. No compensation was offered to participants for
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their involvement in this study. Beyond a lack of financial
compensation, the study also prioritized participant anonymity
by eliminating all personally identifiable information from the
collected data.

Additionally, this study did not collect any personally
identifiable information, such as facial images, voice recordings,
or other biometric data. All data presented in this manuscript
and supplementary materials are fully anonymized, ensuring
that no individual participant can be identified.

Study Population
This cross-sectional study analyzed data from a survey project
on the mental health of children and adolescents in Pidu District,
Chengdu, conducted from June to December 2023 by the West
China School of Public Health and the West China Fourth
Hospital, Sichuan University. We adhered to the STROBE
(Strengthening the Reporting of Observational Studies in
Epidemiology) guidelines in reporting cross-sectional studies
[25].

The survey aimed to gain a comprehensive understanding of
the mental health status of children and adolescents residing in
Pidu District and to effectively address the mental health issues
affecting this population. To ensure the representativeness of
study samples, we used a random cluster sampling design based
on the number and proportion of primary and secondary students
in Pidu District, considering types of school and their
urban–rural distribution. A total of 20 schools were selected,
comprising 17,973 registered students for the questionnaire
survey.

Data collection was conducted in classroom settings during
regular school hours. Trained research staff administered
structured, paper-based questionnaires to all participants. To
ensure standardized procedures, staff delivered standardized
verbal instructions to students before distributing the
questionnaires, detailing the study’s purpose, its voluntary
nature, confidentiality protocols, and questionnaire completion
guidelines. Participants then completed the surveys
independently. Research staff supervised the process and were
available to provide neutral clarification on questions but
refrained from influencing participant responses. Of the 16,482
participants invited, a total of 16,325 were present on the survey
day and completed the questionnaire, resulting in a response
rate of 98.99%. Participant eligibility was restricted to Han
Chinese adolescents aged 12-18 years. Ethnicity was
self-identified in the questionnaire, and age was calculated from
the self-reported date of birth and ensured to be within the
specified range at the time of data collection. After applying
the eligibility criteria, a total of 13,240 participants were
included in the final analytical sample. The high response rate
minimized concerns about selection bias.

Assessment of LST and IGD
LST was measured using a self-reported questionnaire.
Participants were asked to recall and report the average time
they spent on leisure screen activities (including
entertainment-based use of smartphones, computers, tablets,
and televisions) on a typical day. The average daily LST was
calculated using the formula: ([Weekday LST × 5] + [Weekend

LST × 2])/7. In this study, LST was categorized into 2 groups
according to World Health Organization standards, low (<2
h/day) and high (≥2 h/day) [26], and further into 4 groups based
on quartiles, Q1 (≤0.93 h/day), Q2 (0.93 <LST ≤1.86 h/day),
Q3 (1.86 <LST ≤4.19 h/day), and Q4 (>4.19 h/day).

IGD was assessed using the Internet Gaming Disorder Scale-9
Item Short Form (IGDS9-SF) [27], consisting of 9 items
reflecting the diagnostic criteria for IGD as defined by the
American Psychological Association. Participants responded
to each item through a Likert scale ranging from 1 (“never”) to
5 (“very often”). Total scores, ranging from 9 to 45, were
calculated by summing across the responses. This threshold
was identified as clinically optimal for the Chinese population
in a previous validation study [28], which, although conducted
in a sample with a mean age of 20 years, remains one of the
most established cutoffs for the IGDS9-SF in the absence of a
universally validated threshold for early- to mid-adolescents.
We selected this cutoff to ensure consistency with prior research
and because of its high specificity, which minimizes false
positives. Furthermore, the scale demonstrated adequate internal
consistency in our adolescent sample (Cronbach α=0.88),
supporting its reliability for this age group.

To identify the joint association of the 2 types of screen-based
behaviors, we defined a combined pattern based on the level of
LST (low vs high) and status of IGD (absence vs presence). We
designated the group with LST of less than 2 hours and without
IGD as the reference group, referred to as “Low No.” The other
3 comparison groups were “High No,” “Low Yes,” and “High
Yes.”

Assessment of Mental Health Disorders
We applied well-established validated scales to investigate the
5 common mental health disorders among adolescents.
Specifically, psychological distress was measured using the
Kessler 6-item (K6) scale, which assesses the frequency of
psychopathological symptoms or behaviors. A K6 score of ≥13
indicates psychological distress [29,30]. Depression was
evaluated using the Kutcher Adolescent Depression 6-item
(KADS-6) scale, specifically designed for children and
adolescents to effectively identify major depressive episodes.
A KADS-6 score of ≥6 indicates depression [31]. Paranoia was
assessed using the psychoticism and paranoid ideation subscales
of the Symptom Checklist-90 (SCL-90), with a score of ≥12
indicating paranoid ideation [32]. Insomnia was measured using
the Insomnia Severity Index (ISI) scale, with a score of ≥8
indicating sleep disturbances [33]. Suicidal ideation was
assessed using the Suicide Behaviors Questionnaire-Revised
(SBQ-R) scale, with a score of ≥8 reflecting risk of suicidal
behaviors [34]. Adolescents exhibiting any (or more) of these
5 symptoms were considered to have mental health disorders.
The internal consistency of all scales used in this study appeared
to be robust, with Cronbach α values being 0.88 (K6), 0.85
(KADS-6), 0.81 (SCL-90), 0.88 (ISI), and 0.84 (SBQ-R),
respectively.

Assessment of Covariates
This analysis included a comprehensive set of variables that
may potentially confound the association between screen-based
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behaviors and adolescent mental health (Table S1 in Multimedia
Appendix 1). Demographic variables included age, sex, area of
residence, economic status, single-child status, type of
caretakers, and parental educational level. The area of residence
was classified as “urban” or “rural.” Economic status was
categorized into “high-income” or “low- to middle-income.”
Single-child status was determined based on the presence of
siblings (“yes” or “no”). Caretaker type was classified as “both
parents and others” or “one parent.” Parental educational level
was defined by the highest education attained: “junior school
and below,” “high school or vocational,” and “college and
above.” Anthropometric measures included BMI (kg/m²),
calculated from height and weight. Lifestyle factors included
smoking status, drinking status, academic performance, physical
health status, dietary habits, and physical activity (PA) level.
Smoking and drinking were self-reported as “yes” or “no.”
Academic performance and physical health status were
categorized as “low,” “moderate,” or “high.” Dietary
habits—including breakfast, vegetables and fruits, protein
consumption, sugary beverages, desserts, and fried food—were
divided into “never eat,” “1-2 times per week,” “3-4 times per
week,” “5-6 times per week,” and “eat every day.” PA levels
were categorized based on daily durations into 4 quartiles: Q1
(≤1.80 hours), Q2 (1.81-4.80 hours), Q3 (4.81-9.50 hours), and
Q4 (>9.50 hours).

Statistical Analysis
The missing data pattern was evaluated using the Little’s
Missing Completely at Random test. A nonsignificant result
(χ²8836=4638.4; P>.05) confirmed that the data were missing
completely at random, thereby justifying the application of
multiple imputation. Consequently, the Multiple Imputation by
Chained Equations approach was used to handle the missing
values, given the low overall missing rate (maximum: 5.7%)
[35]. We generated m=5 imputed datasets using predictive mean
matching with a maximum of maxit=50 iterations, considered
sufficient to achieve stability for datasets with low missing rates.
Convergence was assessed by ensuring the algorithm completed
the specified iterations without issues. To validate the
imputation, we conducted analyses using both raw and imputed
datasets, considering results statistically significant only if they
were consistent across both methods. Descriptive summaries
were presented as mean (SD) for continuous variables and as
quantity (proportion) for categorical variables. Differences in
continuous and categorical variables between groups
(individuals with or without mental health disorders) were
assessed using t tests (2-tailed) and chi-square tests, as
appropriate.

To assess multicollinearity between LST and IGD, we used
Pearson correlation coefficients (r) with values greater than 0.5
and variance inflation factor values exceeding 10 as diagnostic
tests. The variance inflation factor value was found to be less
than 1.02, indicating that multicollinearity was of minimal
concern.

Multivariable logistic regression was used to examine the
associations between screen-based behaviors and mental health
among adolescents, controlling for confounders. First, we
assessed the independent association of LST (high vs low) and

IGD (presence vs absence) with overall mental health condition,
making mutual adjustment for each other. Meanwhile, we also
categorized LST into quartiles based on its duration (Q1-Q4)
and used the Cochran-Armitage test to evaluate its dose-response
effect [36]. Second, we investigated the joint effects and
interactions of LST and IGD on overall mental health condition,
adopting the Cochran-Armitage test to evaluate a linear trend.
Finally, subgroup analyses were conducted by sex, area,
economic status, single-child status, and type of caretakers.
Interaction between screen-based behaviors and stratification
factors was performed using the likelihood ratio test comparing
models with and without a cross-product term [37]. Such a
comprehensive analytical framework was further applied in
parallel to each specific mental health disorder. In addition, to
account for the cluster sampling design (participants nested
within 20 schools), we used multilevel mixed-effects models
with random intercepts for schools as sensitivity analyses.

Statistical analysis were performed using R (version 4.3.3; The
R Core Team). Association estimates were presented in the
form of odds ratios (ORs) and their 95% CIs. To minimize type
I error, Bonferroni correction was applied, with a 2-sided P
value <.05/5 considered statistically significant for the 5 mental
health disorders. Trend tests and interaction P values were
defined as statistically significant at P<.05.

Results

Participant Characteristics
The main characteristics of participants according to the status
of mental health disorders are presented in Table S1 in
Multimedia Appendix 1. This study included 13,240 adolescents
(6659/13,240, 50.3% girls) with a mean age of 15.4 (SD 1.6)
years. Among these adolescents, 60% (7947/13,240; 95% CI
59.1%-60.9%) lived in the rural areas, and a majority
(12,264/13,240, 92.5%; 95% CI 92.0%-93.0%) were from low-
to middle-income families. More than half of the participants
(8543/13,240, 64%; 95% CI 63.2%-64.8%) had no siblings,
and a significant proportion of parents (55.3%-58.9%) received
low levels of education.

Regarding the outcomes, a total of 7391 adolescents (55.8%;
95% CI 54.9%-56.7%) were identified as having at least 1 of
the 5 mental health disorders. Insomnia was the most prevalent,
affecting 35.3% (4677/13,240; 95% CI 34.5%-36.1%) of
participants, followed by paranoia (3670/13,240, 28.4%; 95%
CI 27.6%-29.2%), suicidal ideation (3155/13,240, 23.8%; 95%
CI 23.0%-24.6%), depression (2733/13,240, 20.6%; 95% CI
19.9%-21.3%), and psychological distress (1091/13,240, 8.2%;
95% CI 7.7%-8.7%).

Regarding the exposures, a total of 6378 adolescents (48.2%;
95% CI 47.3%-49.0%) had LST exceeding 2 hours per day, and
188 individuals (1.4%; 95% CI 1.2%-1.6%) met the criteria for
IGD. Notably, among those with IGD (n=188), a total of 58
individuals (30.9%; 95% CI 24.3%-38.1%) had LST of 2 hours
or less.

The prevalence of any mental health condition was higher
among females, those with single parents or other caretakers,
those with low academic performance, smokers, drinkers, those
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with poor physical health, those who rarely consumed breakfast,
fruits, and vegetables or protein, as well as those who frequently
consumed unhealthy foods (sugary beverages, sweets, and fried
food) (P<.05 for all).

Independent Association of LST and IGD on Mental
Health Conditions
Results on the associations of each specific screen-based
behavior with mental health disorders are shown in Table 1.

After adjusting for potential confounders, LST >2 hours/day
(OR 1.18, 95% CI 1.09-1.27) and the presence of IGD (OR
6.58, 95% CI 5.02-8.62) were significantly and independently
associated with poorer mental health status. In addition, the
odds of overall mental health issues showed a marked increase
as LST increased (Q2: OR 1.15, 95% CI 1.04-1.26; Q3: OR
1.24, 95% CI 1.12-1.37; Q4: OR 1.31, 95% CI 1.18-1.46;
Ptrend<.001) (Table S2 in Multimedia Appendix 1).

Table 1. Independent associations of leisure screen time and internet gaming disorder with mental health disorders among Chinese adolescents (P<.05/5).

Internet gaming disorderLeisure screen time (h/day)Mental health outcome

YesNo≥2<2

P valueOR (95% CI)ORcP valueOR (95% CI)ORa,b

Overall mental health

<.00111.24 (8.69-14.55)Ref<.0011.56 (1.45-1.67)RefModel 1d

<.0016.68 (5.10-8.75)Ref<.0011.19 (1.11-1.28)RefModel 2e

<.0016.58 (5.02-8.62)Ref<.0011.18 (1.09-1.27)RefModel 3f

Psychological distress

<.0017.86 (5.77-10.71)Ref<.0011.61 (1.40-1.85)RefModel 1

<.0014.47 (3.18-6.29)Ref.041.17 (1.01-1.37)RefModel 2

<.0014.40 (3.12-6.19)Ref.091.14 (0.98-1.33)RefModel 3

Depression

<.0019.98 (7.29-13.66)Ref<.0011.57 (1.43-1.73)RefModel 1

<.0016.52 (4.63-9.18)Ref.0021.19 (1.07-1.32)RefModel 2

<.0016.43 (4.56-9.06)Ref.0051.16 (1.05-1.29)RefModel 3

Paranoia

<.0018.38 (5.99-11.72)Ref<.0011.52 (1.39-1.65)RefModel 1

<.0015.88 (4.13-8.36)Ref<.0011.24 (1.13-1.36)RefModel 2

<.0015.77 (4.05-8.21)Ref<.0011.22 (1.11-1.34)RefModel 3

Insomnia

<.0014.34 (3.18-5.93)Ref<.0011.41 (1.30-1.53)RefModel 1

<.0012.94 (2.11-4.09)Ref.011.13 (1.03-1.23)RefModel 2

<.0012.90 (2.09-4.05)Ref.011.12 (1.02-1.22)RefModel 3

Suicidal ideation

<.0016.33 (4.67-8.58)Ref<.0011.52 (1.39-1.67)RefModel 1

<.0013.90 (2.80-5.45)Ref.0031.17 (1.06-1.29)RefModel 2

<.0013.85 (2.76-5.37)Ref.011.15 (1.04-1.28)RefModel 3

aOR: odds ratio.
bThe reference group for leisure screen time was <2 h/day.
cThe reference group for internet gaming disorder was “No.”
dModel 1 (partially adjusted model) was adjusted for age, sex, area, and economic status.
eModel 2 (fully adjusted model) was adjusted for age, sex, area, economic status, single child, caretaker, father’s educational level, mother’s educational
level, BMI, smoking, drinking, academic performance, health status, dietary factors, and physical activity level.
fModel 3 adjusted for the covariates included in Model 2 and additionally included mutual adjustment for leisure screen time and internet gaming
disorder.

For specific disorders, excessive LST was associated with
significantly higher odds of depression (OR 1.16, 95% CI

1.05-1.29), paranoia (OR 1.22, 95% CI 1.11-1.34), and suicidal
ideation (OR 1.15, 95% CI 1.04-1.28). Similarly, IGD was
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significantly associated with psychological distress (OR 4.40,
95% CI 3.12-6.19), depression (OR 6.43, 95% CI 4.56-9.06),
paranoia (OR 5.77, 95% CI 4.05-8.21), insomnia (OR 2.90,
95% CI 2.09-4.05), and suicidal ideation (OR 3.85, 95% CI
2.76-5.37).

In subgroup analysis, no factor was found to significantly
modify the associations between LST and any mental health
condition, nor between IGD and any mental health condition
(all Pinteraction>.05) (Figure 1 and Tables S7 and S8 in Multimedia
Appendix 1).

Figure 1. Subgroup analysis of the associations of screen-based behaviors with mental health disorders in Chinese adolescents. (A) Association between
leisure screen time (LST; h/day) and mental health; (B) association between internet gaming disorder (IGD) and mental health.

Joint Associations of LST and IGD on Mental Health
Conditions
We further examined the joint associations of LST and IGD
with the outcomes, as presented in Table 2 and Figure 2. The
odds of overall mental health conditions were significantly
higher among adolescents who exhibited at least one type of
screen-based behavior (High No: OR 1.18, 95% CI 1.09-1.27;
Low Yes: OR 7.34, 95% CI 4.59-11.74). Notably, the highest
odds were observed when both excessive LST and symptoms

of IGD were present simultaneously (High Yes: OR 7.35, 95%
CI 5.29-10.22). However, no significant interaction between
LST and IGD, either on the additive scale (relative excess risk
due to interaction=–0.77, 95% CI –22.05 to 17.02; attributable
proportion=–0.01, 95% CI –2.86 to 0.69; synergy index=0.99,
95% CI 0.23-4.26) or on the multiplicative scale (OR 0.88, 95%
CI 0.23-3.37), was observed (Table 3). A similar pattern of
results was observed with each of the 5 individual mental health
outcomes.
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Table 2. Combined effect of leisure screen time (LST) and internet gaming disorder (IGD) on mental health (P<.05/5). Odds ratios (ORs) of the joint
associations were not directly comparable to those of the independent associations as shown in as they were derived from different models with different
reference groups and adjustment strategies.

LST_IGDMental health outcome

High YesLow YesHigh NoLow No

P valueOR (95% CI)P valueOR (95% CI)P valueOR (95% CI)ORa

<.0017.35 (5.29-10.22)<.0017.34 (4.59-11.74)<.0011.18 (1.09-1.27)RefOverall mental health

<.0014.81 (3.19-7.27)<.0014.94 (2.63-9.28).091.14 (0.98-1.34)RefPsychological distress

<.0016.80 (4.46-10.37)<.0017.78 (4.32-14.00).0041.17 (1.05-1.30)RefDepression

<.0015.74 (3.77-8.75)<.0018.96 (4.70-17.11)<.0011.23 (1.12-1.35)RefParanoia

<.0013.36 (2.23-5.07)<.0012.71 (1.53-4.77).011.12 (1.02-1.22)RefInsomnia

<.0014.46 (2.96-6.73)<.0013.81 (2.14-6.79).0061.15 (1.04-1.28)RefSuicidal ideation

aAdjusted for age, sex, area, economic status, single child, caretaker, father’s educational level, mother’s educational level, BMI, smoking, drinking,
academic performance, health status, dietary factor and physical activity level.

J Med Internet Res 2026 | vol. 28 | e80737 | p.1204https://www.jmir.org/2026/1/e80737
(page number not for citation purposes)

Deng et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Combined effect of leisure screen time (LST) and internet gaming disorder (IGD) on mental health disorders among Chinese adolescents.
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Table 3. Interaction analysis between leisure screen time and internet gaming disorder on mental health disorders among Chinese adolescents.

Multiplicative interactionAdditive interactionMental health outcome

ORd,e (95% CI)Sc (95% CI)APb (95% CI)RERIa (95% CI)

0.88 (0.23 to 3.37)0.99 (0.23 to 4.26)–0.01 (–2.86 to 0.69)–0.77 (–22.05 to 17.02)Overall mental health

0.85 (0.40 to 1.79)0.93 (0.38 to 2.30)–0.06 (–1.20 to 0.47)–0.27 (–4.83 to 3.00)Psychological distress

0.75 (0.36 to 1.54)0.84 (0.37 to 1.88)–0.17 (–1.38 to 0.41)–1.14 (–7.73 to 3.75)Depression

0.52 (0.24 to 1.12)0.58 (0.24 to 1.37)–0.60 (–2.43 to 0.22)–3.45 (–11.80 to 1.73)Paranoia

1.11 (0.55 to 2.23)1.30 (0.47 to 3.58)0.16 (–0.69 to 0.54)0.54 (–1.80 to 2.58)Insomnia

1.17 (0.47 to 2.88)1.17 (0.47 to 2.88)0.11 (–0.79 to 0.53)0.50 (–2.81 to 3.28)Suicidal ideation

aRERI: relative excess risk due to interaction.
bAP: attributable proportion due to interaction.
cS: synergy index.
dOR: odds ratio.
eAdjusted for age, sex, area, economic status, single child, caretaker, father’s educational level, mother’s educational level, BMI, smoking, drinking,
academic performance, health status, dietary factor and physical activity level.

Repeating all analyses using raw data, we obtained consistent
findings (Tables S4-S6 and S9-S12 in Multimedia Appendix
1). Sensitivity analyses using multilevel models accounting for
school clustering yielded results consistent with primary
findings, with all significant associations remaining unchanged.
Intraclass correlation coefficients (0.76%-2.08%) confirmed
that most variance (>98%) occurred at the individual level,
supporting the robustness of results (Tables S18 and S19 in
Multimedia Appendix 1).

Discussion

Principal Findings
In this large-scale cross-sectional study of more than 10,000
Chinese adolescents, 48.2% (6378/13,240) of the study
population reported excessive LST, and 1.4% (188/13,240) met
the criteria for IGD. Both excessive LST (>2 h/day) and IGD
were independently associated with increased odds of overall
mental health disorders and its 5 major conditions: psychological
distress, depression, paranoia, insomnia, and suicidal ideation.
The association was markedly stronger for IGD than for LST.
The observed dose-response relationship across LST quartiles,
with progressively higher ORs across LST quartiles, provides
compelling evidence for a graded association in which
increasing screen time exposure corresponds to incrementally
worse mental health outcomes. Furthermore, while a significant
joint association was observed—where adolescents exhibiting
both behaviors demonstrated a 7-fold rise in the probability of
mental health disorders—no statistically significant interaction
was found, indicating an additive rather than synergistic effect.
The precision of the main effect estimates further strengthens
the robustness of our findings.

These findings necessitate an expansion of current public health
guidelines, which predominantly target screen time duration,
to include specific strategies for early identification and
management of IGD. This study makes a critical contribution
by clearly establishing IGD as a severe and distinct factor,
independent of mere usage quantity. Methodologically, the
innovative joint-association analysis revealing their additive

relationship provides a more sophisticated framework for
assessing digital media behaviors on mental health.

Prevalence of LST and IGD Among Adolescents
Approximately 48.2% (6378/13,240) of adolescents in this study
reported LST >2 hours/day, surpassing the rate reported in a
recent study conducted in Guangzhou, China (20.7%) [38]. The
prevalence of IGD in this study was only 1.4% (188/13,240),
much lower than the global rate of 8.8% [39]. Such discrepancy
may be attributed to several factors. First, it likely reflects our
use of a conservative, high-specificity cutoff score (≥32 on
IGDS9-SF) to minimize false positives, whereas many
epidemiological studies use lower, more sensitive thresholds
that yield higher prevalence rates. Second, our sample was
drawn from a general school-based population in a specific
sociocultural context (Pidu District, Chengdu), which may
exhibit different characteristics compared to the more diverse
and potentially higher-risk samples included in the global
meta-analyses.

Despite the lower prevalence, the large overall sample size
(N=13,240) ensured that this study was sufficiently powered to
detect strong and statistically significant associations, as
evidenced by the strength and consistency of the association
between IGD and poorer mental health. It is also important to
note that the large population size of China means that even a
1.4% prevalence translates to a substantial absolute number of
adolescents affected by IGD, underscoring the importance for
policymakers and guardians to closely monitor screen-based
behaviors among adolescents. Of note, we found that a large
proportion of adolescents meeting the symptomatic criteria for
IGD (58/188, 30.9%) reported LST of less than 2 hours/day;
conversely, a substantial proportion of participants who did not
meet the criteria for IGD (6248/13,052, 47.9%) reported
excessive LST. These findings further illustrate that spending
a large amount of time on gaming or using media does not
necessarily equal to addictive use, and vice versa.

Adolescents living with a single parent or without siblings were
more likely to engage in excessive LST. This may stem from
reduced supervision in single-parent households or absence of
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siblings that limit the opportunities for outdoor or other
non–screen-based activities, thereby contributing to excessive
LST. In addition, boys were more likely than girls to exhibit
symptoms of IGD. Boys typically prefer to participate in active
and combative activities, whereas girls tend to engage more in
social and conversational activities. These preferences may
explain why boys are more often drawn to the virtual worlds of
online games [40].

The Association of LST and IGD With Mental Health
Conditions
Our findings indicated that excessive LST and IGD, both
independently and jointly, were associated with mental health
disorders. Prior studies showed that greater time spent on screen
media was correlated with a higher prevalence of multiple
mental health disorders, such as depression and psychological
distress [41-43]. This study extends the existing body of work
by providing new evidence for additional mental health
outcomes, including paranoia and suicidal ideation in
adolescents.

One possible explanation is that screen-based activities displace
time for other beneficial activities, such as PA [44], a
well-established factor protecting against mental health disorders
[45,46]. Indeed, previous studies have demonstrated that PA
can help reduce excessive screen-based behaviors and improve
mental health. Since PA and screen-based behaviors often
co-develop during adolescence [47], fostering healthy lifestyles
is crucial for both the current and the future well-being of this
population. Another key factor is the inherent harm posed by
screen-based behaviors. Beyond educational content, the internet
and media are flooded with violent, graphic, and pornographic
materials, which further exacerbate mental health [48].

Adolescents with both high levels of LST and symptoms of
IGD had significantly higher odds of mental health issues
compared to those with excessive LST or IGD alone. These
behaviors may reinforce each other: high LST could increase
the likelihood of developing IGD, while IGD, in turn, may
encourage further screen time, creating a feedback loop that
exacerbates mental health. Despite such co-occurrence, the
absence of significant interactions, neither additive nor
multiplicative, suggests that the associations of LST and IGD
with mental health are independent rather than synergistic.

This conclusion is supported by the nonsignificant interaction,
indicating a lack of synergy where the joint presence does not
create a disproportionately greater association. In other words,
while the combination of high LST and IGD was associated
with a higher likelihood of mental health problems, their
interaction did not statistically amplify or mitigate the effect of
each behavior. Notably, the group with IGD but low LST (“Low
Yes”) exhibited substantially higher odds of mental health
disorders than the group with high LST but no IGD (“High
No”). This indicates that while both behaviors warrant attention,
IGD constitutes a disproportionately strong associated factor.
Therefore, future research and public health interventions should
address both factors, prioritizing the identification and
management of IGD within a framework that includes
multidimensional assessments of both screen time and gaming
disorder symptoms.

Although no significant modifier was found to influence the
associations between LST and mental health disorders, our
findings suggested that the association was somewhat more
pronounced in girls. Consistent with previous studies, girls tend
to spend more time on screen-based media than boys [49,50]
and report poorer mental health outcomes [51]. Subgroup
analyses revealed distinct patterns of vulnerability: urban
residents, adolescents from higher-income families, nonsingle
children, and those living with parents or caregivers showed
stronger associations between excessive LST and mental health
problems. In contrast, the link between IGD and mental health
issues was more pronounced among girls, nonsingle children,
rural adolescents, individuals from low- to middle-income
families, and those in single-parent households. According to
a report released by the China Internet Network Information
Center, while internet penetration rates among Chinese
adolescents are comparable across urban and rural areas,
differences emerge in the use of specific online applications
[52,53]. Moreover, previous research has shown that parenting
style and family function play a pivotal role in the development
of screen-based media dependency [54].

Evidence also indicates that parental absence can contribute to
depression in children [55], potentially due to disruptions in
child–parent relationships resulting from parental migration
[56] and reduced communication [57]. These factors may
influence the impact of LST and IGD on mental health, as
variations in family dynamics and parenting styles affect how
screen-based behaviors influence emotional and psychological
outcomes. For instance, supportive family environments may
mitigate the negative effects of excessive screen time while
dysfunctional family interactions could exacerbate the associated
negative outcomes.

Limitations
Regarding the limitations, first, due to the cross-sectional design
of this study, it is not possible to establish causal relationships
between exposure and outcomes. Second, although random
cluster sampling was used, our participants were exclusively
Han Chinese adolescents from Pidu District, Chengdu. While
this sample captured urban–rural diversity within the district,
it may not fully represent the broader socioeconomic, cultural,
and regional heterogeneity across China. Therefore, caution is
warranted when extrapolating our findings to inform
national-level policies, and they should be interpreted as
preliminary evidence primarily relevant to similar regional
contexts. Third, a key limitation is that all data, including
parameters for LST, IGD, and mental health symptoms, were
based on self-report. This may introduce reporting bias. To
address these limitations, future research could consider using
longitudinal and interventional studies to validate the detrimental
effects of screen-based behaviors on adolescent mental health.
Expanding the research scope to include adolescents from
multiple regions might enhance the representativeness and
generalizability of findings. Additionally, using objective
measurement tools, such as wearable devices or monitoring
instruments, for screen time, alongside clinical interviews for
diagnosing IGD and mental health disorders, would greatly
improve the objectivity and accuracy of the assessments.
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Conclusions
This large-scale population-based study provides novel evidence
that LST and IGD represent distinct dimensions of digital
engagement with independent and additive associations with
mental health problems in Chinese adolescents.
Methodologically, this study advances the field by
simultaneously examining both screen time quantity and

addictive usage patterns, using a comprehensive assessment of
5 mental health outcomes often overlooked in previous research.
These findings highlight the need to expand public health
strategies beyond screen time limits to include early IGD
screening, emphasizing that both the quantity and quality of
digital engagement require consideration. Future longitudinal
studies should confirm these relationships and inform targeted
interventions.
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Abstract

Background: Daytime sleepiness is prevalent among adolescents and linked to multiple health and functional impairments.
Prior research has identified digital media use and insufficient sleep as key predictors, yet the reciprocal longitudinal associations
among screen time, sleep, and daytime sleepiness remain understudied.

Objective: This study examined the between- and within-person reciprocal longitudinal associations among adolescents’ screen
time, bedtime, and daytime sleepiness. It also tested whether potential adverse effects of screen time were less pronounced over
time among adolescents who limited their screen exposure before sleep at baseline.

Methods: We conducted a prospective 3-wave panel study at 6-month intervals in a quota-based sample of 2500 Czech adolescents
(mean age 13.43, SD 1.70 years; 1250/2500, 50% girls). Data were collected through an online survey. Screen time was assessed
with 3 items covering total use of computers, smartphones, tablets, and television on a typical school day; bedtime with a single
item on usual bedtime before school days; and daytime sleepiness with 4 items from the Pediatric Daytime Sleepiness Scale.
Screen time restriction within 1 hour before sleep at baseline was examined as a moderator. Age and sex were included as
covariates.

Results: Between- and within-person associations were estimated using random intercept cross-lagged panel models. Adolescents
with higher screen time reported later bedtimes (r=0.23, 95% CI 0.15-0.31; P<.001) and greater daytime sleepiness (r=0.25, 95%
CI 0.16-0.34; P<.001). No direct within-person effects emerged between screen time and daytime sleepiness (W1→W2: β=.02,
95% CI –0.11 to 0.16; P=.71; W2→W3: β=.02, 95% CI –0.10 to 0.14; P=.66). However, increases in screen time at Wave 1
predicted later bedtime at Wave 2 (β=.14, 95% CI 0.01-0.27; P<.05), which in turn predicted higher screen time at Wave 3 (β=.24,
95% CI 0.11-0.36; P<.001). Temporary within-person spikes in screen time coincided with delayed bedtimes (W1: r=0.16, 95%
CI 0.04-0.27; P<.01; W2: r=0.23, 95% CI 0.09-0.36; P<.001; W3: r=0.09, 95% CI 0.00-0.20; P=.049). Baseline screen time

restriction did not moderate within-person effects (Δχ2
6=5.3; P=.51).

Conclusions: This study is the first to test reciprocal longitudinal associations among adolescents’ screen time, bedtime, and
daytime sleepiness while separating between- and within-person associations, thereby addressing potential bias common in prior
cross-lagged panel studies. The findings refine theoretical understanding by indicating a complex, bidirectional, and mutually
reinforcing interplay between screen time and bedtime over time—even when individual differences are accounted for—whereas
daytime sleepiness does not appear to be affected by this dynamic. Additionally, negatively correlated, within-person fluctuations
in screen time and bedtime indicate that these behaviors are partly mutually exclusive and likely shaped by shared contextual
influences. Screen time restriction before sleep did not mitigate within-person effects, indicating that interventions should prioritize
consistent sleep schedules rather than focusing solely on reducing screen use.
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Introduction

Background
Daytime sleepiness is an important, yet understudied, dimension
of adolescents’ sleep health [1]. Its prevalence varies widely
across countries, ranging from 7.8% to 55.8% [2], and it is
notably higher in adolescence than in adulthood [3]. Importantly,
daytime sleepiness plays a central role in mediating the adverse
effects of sleep impairment on adolescent health and well-being
[4]. Studies have linked it to lower health-related quality of life
[5], depressive symptoms, anxiety [6], heightened risk of mood
disorders [7], and lower educational achievement [8]. Given its
central role in linking sleep impairment to adverse outcomes,
understanding the factors and processes contributing to daytime
sleepiness in adolescence warrants greater scholarly attention.

Daytime sleepiness arises from an interplay of intrinsic (eg,
brain maturation and sleep disorders) and extrinsic (eg, early
school start times and poor sleep hygiene) factors [4]. Among
these, insufficient sleep and late bedtimes on schooldays have
been identified as the most direct contributors to daytime
sleepiness among adolescents [9]. Digital media use is an
important extrinsic factor known to affect sleep duration and
bedtime timing; yet, most research on this association has been
cross-sectional, limiting causal interpretations and leaving the
direction of effects unclear [10,11].

Although the number of longitudinal studies is increasing [12],
the vast majority do not distinguish between-person from
within-person associations, which can lead to misleading
conclusions about causal effects [13,14]. Studies that do separate
these effects typically focus on short-term dynamics, such as
day-to-day changes [15-18], often in small convenience samples,
which limits their relevance for understanding longer-term
processes.

To address these gaps in prior research, this study is the first to
examine the longitudinal, reciprocal associations among screen
time, bedtime, and daytime sleepiness, accounting for both
stable between-person differences and within-person processes.

The study also tests whether restricting screen time before sleep
moderates these associations. Clarifying whether daytime
sleepiness emerges primarily from stable between-person
differences, dynamic within-person processes, or both can
advance theoretical understanding of how digital media use and
adolescent sleep health influence each other. It may also help
determine whether interventions should target stable behavioral
patterns—such as sleep-related lifestyle habits, household
routines, or family norms around screen use—or instead focus
on longer-term individual trajectories—such as gradual increases
in screen time or seasonal shifts in bedtime habits—or integrate
both approaches.

Prior Work

Associations Among Screentime, Bedtime, and Daytime
Sleepiness
Cross-sectional research consistently demonstrates positive
associations between various screen-based activities—such as
television watching, internet use, video gaming, and phone
use—and both delayed bedtimes and increased daytime
sleepiness [10,11]. Whereas this evidence cannot be a basis for
causal interpretations, it suggests that, for some adolescents,
higher screen time, later bedtimes, and greater daytime
sleepiness tend to co-occur. This pattern likely reflects stable
between-person differences that may be linked to external
factors such as individual traits (eg, social anxiety), lifestyle
demands (eg, extracurricular commitments), and family
environment characteristics (eg, parenting style and household
rules) [19-22].

The recent synthesis of evidence suggests that the causal link
between screen time and sleep health is bidirectional, involving
2 potential pathways [23]. The screen-time-affecting-sleep
pathway posits that media use, in particular before or after
bedtime, contributes to shorter sleep duration and poorer sleep
quality. Four explanatory mechanisms have been proposed:
melatonin suppression due to blue light exposure, psychological
arousal, displacement of sleep time, and sleep interruptions
[24-26]. Of these, only displacement—that is, delayed bedtime
due to screen time—and nighttime interruptions from
notifications appear to have a substantial impact on sleep [23].

Conversely, the impaired-sleep-affecting-screen-time pathway
posits that changes in sleep can contribute to increased media
use. Three mechanisms explain this effect. Circadian phase
shifts in puberty result in extended evening free time for media
use [27,28]. Adolescents may use digital media to cope with
sleep difficulties [23,29]. Daytime sleepiness is associated with
more sedentary behavior, including prolonged screen time [30].

Longitudinal evidence supporting the 2 pathways is mixed.
Some adolescent studies support the screen-time-affecting-sleep
pathway (eg, meta-analysis by Pagano et al [12]), others report
reciprocal associations [31,32], and some find minimal or no
e f f e c t s  [ 3 3 - 3 5 ] .  E v i d e n c e  f o r  t h e
sleep-impairment-affecting-screen-time pathway exists, but in
young adult samples [36]. There are also some longitudinal
studies that found little or no support for either pathway or only
marginal effects [33-35]. Such mixed findings may partly stem
from conflating between-person and within-person associations
in prior longitudinal studies.

To date, only 2 longitudinal studies have investigated the
within-person associations between electronic media use and
sleep-related outcomes—one focusing on daytime sleepiness
[34] and the other on bedtime [33]. The former did not find
significant within-person associations between the frequency
of social media use and daytime sleepiness in Dutch adolescents
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(aged 11-15 years), but did find between-person associations
[34]. The latter, a 5-wave study of Finnish adolescents (aged
13-14 years at baseline), found no lagged effects and limited
evidence  of  concurrent  wi th in-person
associations—higher-than-usual social media use coincided
with later-than-usual bedtime, but only in wave 1 [33]. These
sparse findings suggest that the link between media use and
sleepiness may arise from stable individual differences rather
than changes over time.

A Moderating Role of Screen Time Restriction Before
Sleep
Not all screen use is equally adverse for sleep health. In
particular, evening screen time is considered detrimental to
adolescent sleep [23], and restricting it is a common sleep
hygiene recommendation [37]. Among adolescents, presleep
screen restriction often results from parent-set technology rules,
which cross-sectional studies have linked to less screen use, an
earlier bedtime, and longer sleep duration [23]. While many
adolescents do not follow their parents’ technology rules and
recommendations [38], research synthesis suggests that
interventions aimed at reducing prebedtime screen use lead to
modest improvements in bedtime and sleep duration [39].
Although this evidence suggests a potentially protective effect
of reducing evening screen use, evidence on whether presleep
screen restrictions moderate the longitudinal relationship
between adolescents’ screen time and sleep health is largely
missing.

Covariates
Both screen use and sleep health vary by age and sex and
therefore are important to consider when interpreting
associations among adolescents’ screen time and sleep health.
In particular, older adolescents sleep less, go to bed later, and
spend more time on screens, and younger adolescents are more
likely to limit evening screen use [40-42]. Findings on sex
differences in sleep are mixed. Some studies report no
substantial differences [40], while others show girls sleep more
than boys [43], or the reverse [44]. Daytime sleepiness findings
are also inconsistent [45]. Sex differences in screen time are
clearer. Boys exceed screen time limits more often [46], and
sleep-disrupting screen activities differ—girls’ sleep is more
affected by social media, while boys’ is impacted by video
games [42]. Together, these patterns indicate that age and sex
are important individual factors in understanding variation in
adolescents’ screen use and sleep health.

This Study
Prior longitudinal studies have rarely distinguished between
stable between-person differences and within-person fluctuations
in digital media use and sleep, leaving uncertainty about whether
observed associations reflect enduring individual characteristics
or dynamic changes over time [19]. The few adolescent studies
that applied this distinction produced inconclusive results, with
limited evidence for lagged or concurrent within-person effects
[33,34]. To address this gap, this study extends prior work by
examining the reciprocal longitudinal associations among
adolescents’ screen time, bedtime, and daytime sleepiness while
separating between- and within-person processes. This allows

us to clarify whether screen time and sleep co-vary because they
influence each other over time or because of stable individual
differences among adolescents. Furthermore, testing the
moderating role of screen time restriction before sleep provides
evidence on whether this common sleep hygiene
recommendation mitigates longer-term effects of screen use on
sleep health.

Specifically, we hypothesize that adolescents with higher overall
screen time go to bed later and experience greater daytime
sleepiness (Hypothesis 1); that increases in screen time are
associated with a corresponding delay in bedtime and an increase
in daytime sleepiness at the subsequent wave (Hypothesis 2),
as well as within the same wave (Hypothesis 3); that delayed
bedtime and increased daytime sleepiness are each associated
with a subsequent increase in screen time (Hypothesis 4). The
within-person effects expected in Hypotheses 2-4 reflect changes
relative to a person’s typical patterns. Finally, we hypothesize
that within-person associations are weaker among adolescents
who restrict their screen use before sleep (Hypothesis 5).

Methods

Ethical Considerations
The study was approved by the Research Ethics Committee at
Masaryk University (EKV-2018-068). Before participation,
respondents were informed about the nature and purpose of the
survey, their right to decline involvement, and their ability to
skip any questions by selecting the “I prefer not to say” option
available for all items. Informed consent was obtained from
both adolescents and parents. Parents were instructed not to be
present during the adolescent survey to protect privacy.
Adolescents were asked to indicate if an adult had observed or
intervened. Although most caregivers appeared to comply, this
could not be independently verified. All data were fully
deidentified prior to analysis, and no identifying information
was collected or stored. No identification of individual
participants in any images of the manuscript or supplementary
material is possible.

Participants received reward points equivalent to approximately
US $4, added to the panelist’s account and redeemable as cash
or for charity donations.

Study Design and Setting
A longitudinal observational design was used. This 3-wave
prospective panel study was a part of a larger multifocal study
examining various aspects of adolescents’ use of information
and computer technologies and their impact on well-being. The
first wave of data collection took place in June 2021, the second
in November and December 2021, and the third in May and
June 2022, with approximately 6 months between each wave.
This study adhered to the STROBE (Strengthening the Reporting
of Observational Studies in Epidemiology) reporting guidelines
[47]; the completed STROBE checklist is provided in
Multimedia Appendix 1 [48].

Participants
This study was conducted on a sample of 2500 Czech
adolescents aged 11-16 years (mean age 13.43, SD 1.70 years;
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1250/2500, 50% girls). Data were collected in the Czech
Republic by an external research agency that recruited
participants from existing online panels using face-to-face
interviews, computer-assisted telephone interviewing, and online
methods. Eligible participants were Czech households with at
least 1 adolescent aged 11-16 years and a caregiver, enabling
data collection from adolescent-parent dyads within the same
household. Quota sampling was used to ensure equal
representation of gender, age, and their combination and to
ensure that the sample reflected the distribution of Czech
households with children based on households’ socioeconomic
status (head of the household’s education level) and place of
residence (Nomenclature of Territorial Units for Statistics, level
3, municipality size, European Commission, 2020). Out of 2500
participants initially recruited at Wave 1, a total of 1654
completed Wave 2, corresponding to an attrition rate of 33.8%
(846/2500). At Wave 3, a total of 1102 participants remained
in the study. The overall attrition rate from Wave 1 to Wave 3
was 44.1% (1102/2500), with an incremental attrition rate of
33.4% (552/1654) between Wave 2 and Wave 3.

Measures

Screen Time
Screen time was assessed with 3 items, each starting with the
question: “How much time (hours and minutes) do you spend
doing the following activities during a typical school day?” The
three items were: (1) “using a computer (PC or notebook),” (2)
“using a cell phone or tablet,” and (3) “watching TV, including
various videos on TV (eg, DVD, Netflix).” In response to these
items, respondents picked hours and minutes using a time
spinner. The screen time score was then computed by adding
up the scores of each item.

Bedtime
Bedtime was measured with 1 item: “When do you usually go
to bed before school days?” In response to this item, respondents
picked hours and minutes using a time spinner.

Daytime Sleepiness
Daytime sleepiness was measured using 4 items from the
Pediatric Daytime Sleepiness Scale, which contains 8 items
assessing the frequency of specific daytime sleepiness symptoms
[49]. The 4 items were “You get sleepy or drowsy while doing
your homework,” “You have trouble getting out of bed in the
morning,” “You tell yourself that you need more sleep,” and
“You are tired and grumpy during the day.” The items were
rated on a 5-point scale: (1) “never,”(2) “rarely,” (3)
“sometimes,” (4) “often,” and (5) “very often.” For each
measurement occasion, a composite score was calculated as the
mean of the items measuring the construct. A higher score
indicates higher daytime sleepiness. Cronbach α was computed
to assess the reliability of the scale across 3 waves. Reliability
estimates were: α=0.77 for Wave 1, α=0.81 for Wave 2, and
α=0.82 for Wave 3. These results indicate that the scale has
acceptable internal consistency over time. Mean scores of the
observed items were used for daytime sleepiness in analyses
due to convergence issues when the latent variable was
incorporated into the trivariate random intercept cross-lagged
panel model (RI-CLPM).

Screen Time Restriction Within 1 Hour Before Sleep
Screen time restriction within 1 hour before sleep was measured
at Wave 1. First, respondents were asked: “How long before
going to sleep do you usually stop using all devices with a
screen, ie, phone, tablet, computer, television?” Respondents
picked hours and minutes using a time spinner in response to
this item. Then, these data were transformed into a binary
variable with values of 0 for adolescents who reported less than
60 minutes and 1 for adolescents who reported 60 minutes or
more.

Covariates
Sex and age at baseline were self-reported at Wave 1 and were
both included as time-invariant covariates in the analysis. Sex
was coded as 0 for girls and 1 for boys, and age was grouped
into 11-13 years (0) and 14-16 years (1).

Statistical Analysis
To examine the associations between screen time, bedtime, and
daytime sleepiness over time while accounting for both between-
and within-person sources of variance, we used RI-CLPMs
fitted in lavaan (version 0.6-18) in R (version 4.4.1; R Core
Team), allowing unbiased estimation of within-person effects
net of stable individual differences [14]. The robust maximum
likelihood estimator (MLR) was used, as it adjusts standard
errors and chi-square statistics to accommodate nonnormal data
(Section 3: “Testing normality assumptions” in supplementary
materials provided by Tkaczyk et al [48]), yielding more
accurate parameter estimates [50]. The proportion of missing
data for the key time-varying variables ranged from 0.0% to
7.3% across waves. Little’s Missing Completely at Random
(MCAR) test indicated that the data were not completely missing
at random (χ²377=787.8; P<.001; normed χ²377=2.1), suggesting
a small to moderate deviation from MCAR. Given the low
proportion of missing data (<8% per variable), full information
maximum likelihood (FIML) estimation was used to handle
missing values. For a detailed breakdown of percentages of
missingness for each variable and wave, and results of logistic
regressions testing the relationship between key analytical
variables, demographics, and dropouts are provided in Section
1: “Attrition analysis” in supplementary materials provided by
Tkaczyk et al [48].

To obtain more robust estimates, nonparametric bootstrapping
with 2000 resamples was used to estimate 95% CIs for both
unstandardized and standardized effects. Standardized
coefficients represent the SD change in outcomes per 1 SD
change in exposure. Chi-square difference tests were used to
compare the fit of a nested model with constraints to the fit of
the unconstrained model unless otherwise specified. The
modeling approach was adapted from Mulder and Hamaker
[51]. In the first step, the unconstrained RI-CLPM was compared
to a model where all random intercept variances and covariances
were set to zero (statistically equivalent to cross-lagged panel
model [CLPM]) to test for stable between-unit differences, using
the chi-bar-square test [52]. The comparison showed that the

RI-CLPM fit the data better (Δχ2
6=286.8; P<.001). In addition,

random intercepts of all 3 constructs had significant variance,
indicating that there were some stable between-person
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differences in screen time, bedtime, and daytime sleepiness over
time. Second, to assess population-level changes in observed
variables, we fixed grand means over time and compared this
model to the unconstrained version. The comparison showed

that the model without the constraints fit data better (Δχ2
6=74.1;

P<.001), which implies that, on average, there was some change
over time in all 3 variables. Third, to test whether the
associations between screen time, bedtime, and daytime
sleepiness were time-invariant, we constrained the
autoregressive and cross-lagged paths, as well as the residual

covariances. The model-building procedure indicated the fully
unconstrained model as the best-fitting model Table 1. At this
point, covariates (age and sex) were added to the model. The

final model showed an adequate fit (χ2
15=46.7; P<.001;

Comparative Fit Index [CFI]=0.994; Tucker-Lewis Index
[TLI]=0.977; root-mean-square error of approximation
[RMSEA]=0.029, 90% CI 0.020-0.039; standardized
root-mean-square residual [SRMR]=0.020). Fourth, moderation
by screen time restriction before bed was tested using a
multiple-group extension to RI-CLPM [51].

Table 1. Model fit indices for random intercept cross-lagged panel models (RI-CLPMs) examining longitudinal associations between screen time,
bedtime, and daytime sleepiness across 3 waves in a longitudinal study of adolescents (aged 11-16 years). Data were collected in the Czech Republic
between June 2021 and June 2022.

BICfAICeTLIdRMSEAcSRMRbCFIaχ²(df)Model

45888.70245591.6760.9890.0240.0100.9997.3 (3)M0g

46128.53045866.4480.7500.1130.0440.938294.0 (9)M1h

45915.88645653.8040.9370.0570.0260.98481.4 (9)M2i

45806.79645597.1310.9890.0290.0230.99542.7 (18)M3j

45633.24145301.2700.9770.0290.0200.99446.7 (15)M3 + Covsk

aCFI: Comparative Fit Index.
bSRMR: standardized root-mean-square residual.
cRMSEA: root-mean-square error of approximation.
dTLI: Tucker-Lewis Index.
eAIC: Akaike information criterion.
fBIC: Bayesian information criterion.
gM0: fully unconstrained RI-CLPM.
hM1: cross-lagged panel model [CLPM].
iM2: RI-CLPM with grand means constrained over time.
jM3: RI-CLPM with constraint over time imposed on auto-regressive paths, cross-lagged paths, and residual (co)variances.
kM3 + Covs: M0 with covariates (age and sex).

Results

Descriptive Analysis
Table 2 displays pairwise correlations for time-varying variables
across waves, along with their descriptive statistics, skewness,
and kurtosis. The means of daytime sleepiness are close to

“sometimes” (Wave 1: 2.81, SD 0.80; Wave 2: 2.82, SD 0.82;
Wave 3: 2.84, SD 0.82). At Wave 1, approximately every third
(788/2500, 32%) participant reported having trouble getting out
of bed in the morning often or very often. Getting sleepy or
drowsy while doing homework was the least frequent
symptom—at Wave 1, approximately every sixth (400/2494,
16%) participant reported experiencing it often or very often.
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Table 2. Pearson correlations and descriptive statistics for screen time, bedtime, and daytime sleepiness across 3 waves in a longitudinal study of
adolescents (aged 11-16 years). Data were collected in the Czech Republic between June 2021 and June 2022. All correlation coefficients (r) are
significant at P<.001.

DS (W3)DS (W2)DSf (W1)BT (W3)BT (W2)BTe (W1)ST (W3d)ST (W2c)STa (W1b)Variable

1.00ST (W1), r

1.000.63ST (W2), r

1.000.620.59ST (W3), r

1.000.140.160.23BT (W1), r

1.000.610.210.200.17BT (W2), r

1.000.630.560.180.110.13BT (W3), r

1.000.130.170.220.090.090.13DS (W1), r

1.000.570.180.230.200.130.150.15DS (W2), r

1.000.640.550.200.190.210.160.130.14DS (W3), r

2.84 (0.82)2.82 (0.82)2.81 (0.80)09:57
(00:58)

09:47
(00:56)

09:48

00:56

06:02
(02:37)

06:11

(02:36)

06:23
(02:40)

Mean (SD), hh:mm or
scale

0.100.130.150.260.310.040.590.510.38Skewness

0.090.110.140.580.830.28−0.23−0.29−0.54Kurtosis

aST: screen time (hh:mm).
bW1: Wave 1.
cW2: Wave 2.
dW3: Wave 3.
eBT: bedtime (hh:mm PM).
fDS: daytime sleepiness (1-5).

Average bedtimes at each wave were before 10 PM (Wave 1:
9:48, SD 00:56; Wave 2: 9:47, SD 00:56; Wave 3: 9:57, SD
00:58). At Wave 1, a total of 14% (353/2465) of participants
reported bedtime at 11:00 PM or later (213/1621, 13% at Wave
2 and 190/1093, 17% at Wave 3). Average total daily screen
times were close to 6 hours at each wave and showed a
decreasing tendency across time (Wave 1: 06:23, SD 02:40;
Wave 2: 06:11, SD 02:36; Wave 3: 06:02, SD 02:37).

Intraclass correlation coefficients (ICCs) revealed that
between-person differences accounted for approximately 64%
of the variance in screen time, 60% in bedtime, and 58% in
daytime sleepiness, indicating a smaller but substantial
proportion of variance due to within-person changes over time.
All variables showed statistically significant and positive
correlations both within and across waves.

Between-Person Associations Among Screen Time,
Bedtime, and Daytime Sleepiness
Standardized path coefficients of the final RI-CLPM are
presented in Figure 1.

The analysis revealed significant positive associations between
the random intercepts of screen time and bedtime (r=0.23, 95%
CI 0.15-0.31; P<.001), screen time and daytime sleepiness
(r=0.25, 95% CI 0.16-0.34; P<.001), and bedtime and daytime
sleepiness (r=0.31, 95% CI 0.22-0.41; P<.001). Consistent with
Hypothesis 1, these correlations indicate that adolescents who
typically use screens more also tend to go to bed later and
experience higher daytime sleepiness. Additionally, those with
later bedtimes tend to experience higher daytime sleepiness.
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Figure 1. Standardized path coefficients of the final random intercept cross-lagged panel model testing between- and within-person associations among
screen time, bedtime, and daily sleepiness across 3 measurement waves in a longitudinal study of adolescents (aged 11-16 years) conducted in the Czech
Republic between June 2021 and June 2022. The model controls for the effects of age (at Wave 1 [W1]) and sex on the random intercepts of the
time-varying variables. Solid black lines represent significant paths, and dashed lines represent nonsignificant paths. Solid gray paths were fixed to 1.
*P<.05; **P<.01; ***P<.001.

Within-Person Associations Among Screen Time,
Bedtime, and Daytime Sleepiness
The analysis identified 2 significant cross-lagged effects.
Consistent with Hypothesis 2, elevated screen time at Wave 1
relative to a person’s usual patterns, was associated with
elevated bedtime at Wave 2 (β=.14, 95% CI 0.01-0.27; P=.02).
Similarly, in line with Hypothesis 4, elevated bedtime at Wave
2, relative to a person’s usual patterns, was associated with
increased screen time at Wave 3 (β=.24, 95% CI 0.11-0.36;
P<.001). No evidence was found for the remaining cross-lagged
paths hypothesized in Hypothesis 2 or Hypothesis 4.

Consistent with Hypothesis 3, the analysis revealed consistent
concurrent associations between the within-person components
of screen time and bedtime (Wave 1: β=.16, 95% CI 0.04-0.27;
P=.007; Wave 2: β=.23, 95% CI 0.010-0.36; P<.001; Wave 3:
β=.09, 95% CI 0.01-0.19; P=.049), indicating that an increase
in screen time—relative to a person’s usual patterns—was
associated with a corresponding delay in bedtime with the same
wave. No evidence was found to support Hypothesis 3.
Additionally, a significant concurrent association between
bedtime and daytime sleepiness was observed at Wave 2 (β=.13,
95% CI 0.01-0.26; P=.045) and Wave 3 (β=.08, 95% CI

0.00-0.17; P=.04). This indicates that, within these waves, a
delay in bedtime was associated with elevated daytime
sleepiness relative to a person’s usual level of sleepiness.

The analysis also revealed autoregressive effects. Elevated
bedtime at Wave 2, relative to a person’s usual patterns, was
associated with elevated bedtime at Wave 3 (β=.20, 95% CI
0.05-0.36; P<.001), indicating that a delay in bedtime—relative
to a person’s usual patterns—tends to carry over time. A similar
autoregressive effect was observed for daytime sleepiness, with
elevated sleepiness at Wave 2 associated with elevated
sleepiness at Wave 3 (β=.24, 95% CI 0.12-0.37; P<.001).

The Role of Covariates
Age significantly predicted the intercepts of screen time (β=.21,
95% CI 0.16-0.25; P<.001), bedtime (β=.36, 95% CI 0.32-0.41;
P<.001), and daytime sleepiness (β=.16, 95% CI 0.11-0.21;
P<.001), indicating that older adolescents (aged 14-16 years)
typically spent more time using screen media, have later
bedtimes, and experience higher daytime sleepiness compared
with younger adolescents (aged 11-13 years). Sex (boy=1)
significantly predicted the intercept of daytime sleepiness
(β=.14, 95% CI 0.10-0.19; P<.001), indicating that typical levels
of daytime sleepiness are higher for boys than for girls (Table
3).
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Table 3. Estimated parameters of the random intercept cross-lagged panel model (RI-CLPM) testing between- and within-person associations of screen
time, bedtime, and daytime sleepiness across 3 measurement waves in a longitudinal study of adolescents (aged 11-16 years) conducted in the Czech
Republic between June 2021 and June 2022. The model controls for the effects of age (at Wave 1) and sex on the random intercepts of the time-varying
variables.

βP value95% CISEBParameter

Between-person associations

Correlations

.229<.0010.184 to 0.4360.0620.314STi
a ↔ BTi

b

.250<.0010.177 to 0.4070.0500.296STi ↔ DSi
c

.312<.0010.084 to 0.1590.0190.123BTi ↔ DSi

Covariates

.206<.0010.658 to 1.050.1000.859Age → STi

.012.62−0.138 to 0.2470.0990.050Sex → STi

.362<.0010.457 to 0.5910.0330.523Age → BTi

.038.08−0.012 to 0.1120.0330.054Sex → BTi

.160<.0010.135 to 0.2480.0290.191Age → DSi

.144<.0010.113 to 0.2280.0280.172Sex → DSi

Within-person associations

Autoregressive paths

.100.15−0.049 to 0.2350.0700.100STd (W1e) → ST (W2f)

.045.56−0.145 to 0.2330.0810.047BTg (W1) → BT (W2)

.025.72−0.147 to 0.1830.0740.027DSh (W1) → DS (W2)

.056.41−0.103 to 0.2010.0680.056ST (W2) → ST (W3i)

.200<.0010.04 to 0.3870.0590.224BT (W2) → BT (W3)

.242<.0010.112 to 0.3620.0510.245DS (W2) → DS (W3)

Cross-lagged paths

.139.030.002 to 0.0990.0230.051ST (W1) → BT (W2)

.023.71−0.037 to 0.0510.0200.008ST (W1) → DS (W2)

.046.44−0.238 to 0.4630.1710.131BT (W1) → ST (W2)

.006.92−0.124 to 0.1330.0570.006BT (W1) → DS (W2)

.000>.99−0.411 to 0.3980.1860.001DS (W1) → ST (W2)

−.015.81−0.178 to 0.1250.072-0.018DS (W1) → BT (W2)

−.021.69−0.057 to 0.0370.022-0.009ST (W2) → BT (W3)

.024.66−0.037 to 0.0510.0180.008ST (W2) → DS (W3)

.235<.0010.309 to 0.9760.1620.635BT (W2) → ST (W3)

−.011.83−0.113 to 0.0840.044-0.010BT (W2) → DS (W3)

.038.50−0.25 to 0.4810.1730.116DS (W2) → ST (W3)

.080.09−0.025 to 0.230.0610.102DS (W2) → BT (W3)

Residual covariances

.158.0070.04 to 0.2770.0580.156ST (W1) ↔ BT (W1)

.050.05−0.059 to 0.1560.0470.043ST (W1)↔ DS (W1)

.084.15−0.011 to 0.0630.0180.025BT (W1) ↔ DS (W1)

.225<.0010.087 to 0.3640.0660.229ST (W2) ↔ BT (W2)
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βP value95% CISEBParameter

.108.09−0.021 to 0.2130.0570.098ST (W2) ↔ DS (W2)

.127.045−0.005 to 0.0880.0210.042BT (W2) ↔ DS (W2)

.091.049−0.008 to 0.2090.0500.099ST (W3) ↔ BT (W3)

.090.06−0.006 to 0.1590.0400.077ST (W3) ↔ DS (W3)

.083.04−0.001 to 0.0610.0140.030BT (W3) ↔ DS (W3)

aSTi: screen time latent intercept.
bBTi: bedtime latent intercept.
cDSi: daytime sleepiness latent intercept.
dST: screen time.
eW1: Wave 1.
fW2: Wave 2.
gBT: bedtime.
hDS: daytime sleepiness.
iW3: Wave 3.

The Moderating Role of Screen Time Restriction
Before Bed
Against Hypothesis 5, comparisons of multiple group RI-CLPMs
with and without constraints across groups showed no

differences in correlations between random intercepts (Δχ2
3=6.0;

P=.11), residual covariances (Δχ2
6=3.5; P=.74), or cross-lagged

associations (Δχ2
6=5.3; P=.51) across adolescents who restricted

screen time 1 hour before bed at Wave 1 and those who did not.
However, some significant differences between those groups

were found (Δχ2
2=32.0; P<.001). Adolescents who restricted

their screen time before bed reported, on average, shorter screen
time (by 27 minutes and 28 seconds), earlier bedtime (22
minutes and 12 seconds), and lower daytime sleepiness
(Δ=0.159; Table 3).

Discussion

Principal Results
This 3-wave prospective panel study examined bidirectional
relationships between screen time, bedtime, and daytime
sleepiness in a large representative sample of early to
midadolescents in the Czech Republic. Findings at the
between-person level showed that higher screen time, later
bedtimes, and increased daytime sleepiness tend to co-occur
among adolescents. At the within-person level, results revealed
a bidirectional, transactional association between screen time
and bedtime, suggesting mutual reinforcement over time.
Additionally, temporary, wave-specific deviations in screen
time and bedtime—relative to a person’s usual patterns—were
positively correlated, suggesting that increases in screen time
and delays in bedtime tend to co-occur within individuals at the
same wave. Finally, while restricting screen time before sleep
did not modify these associations, adolescents who restricted
screen time had lower typical screen time, earlier bedtimes, and
less daytime sleepiness on average.

Between-Person Associations Among Screen Time,
Bedtime, and Daytime Sleepiness
Consistent with Hypothesis 1, the analysis revealed small to
medium positive correlations between screen time, bedtime,
and daytime sleepiness at the between-person level, aligning
with findings from cross-sectional studies [4,10,11,53].
However, previous RI-CLPM studies reported mixed correlation
patterns. For instance, Maksniemi et al [33] found no significant
between-person correlations between active social media use
and bedtime, whereas 2 other studies reported medium positive
correlations between social media use and daytime sleepiness
[34] and between media multitasking and sleep problems [35].
Such inconsistencies may reflect differences across studies in
how media use was conceptualized and defined (eg, active vs
general social media use).

The between-person associations observed in this study indicate
that higher screen time and poorer sleep co‐occur as relatively
stable individual tendencies, likely shaped by other stable
factors. For example, late chronotype may predispose some
adolescents to later bedtimes and heavier evening media use
[54]. Prior work has shown that modifiable factors—such as
parenting style [55], parental sleep [21], media habits [56], and
household rules [57,58]—also influence both adolescent media
habits and sleep. To guide better-targeted interventions, future
longitudinal RI-CLPM studies should investigate how various
modifiable family and lifestyle factors influence the media–sleep
association over time.

Within-Person Associations Among Screen Time,
Bedtime, and Daytime Sleepiness Over Time
Consistent with Hypothesis 2, increased screen time was
associated with delayed bedtime 6 months later, but only
between Waves 1 and 2. According to the interpretation
guidelines proposed by Orth et al [59], the effect is considered
large. The association, although not consistent across all waves,
aligns with prior longitudinal research, including a 6-wave study
based on data from the ABCD study among adolescents aged
11-14 years [60] and a 2-wave study among adolescents aged
13-14 years [31], both of which link media use to later bedtimes
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over time. The present findings extend the prior evidence by
demonstrating the association even when controlling for stable
between‐person differences. Other RI-CLPM studies did not
find cross-lagged effects; for instance, Maksniemi et al [33]
found no association between active social media use and
bedtime. Such discrepancies may reflect differences in
conceptualizing media use—overall screen time versus active
social media use—which involve distinct pathways linking
media to sleep. Whereas active social media use mainly disrupts
sleep through presleep arousal [61], total screen time is more
closely related to blue light exposure and sleep displacement,
the latter showing stronger and substantial associations with
reduced sleep duration [23].

Contrary to Hypothesis 2, this study found no evidence of a
direct within-person association between screen time and
daytime sleepiness in the long term. This result is consistent
with 2 previous RI-CLPM studies. Van Der Schuur et al [34]
also found no evidence of a long-term within-person association
between social media use and daytime sleepiness, aside from a
small effect of social media stress among girls. Van der Schuur
et al [35] found no direct path from media multitasking to sleep
problems (including daytime sleepiness), except for a marginally
significant effect of media multitasking among girls. Although
direct effects were absent, indirect pathways remain plausible.
Daytime sleepiness may occur when screen use results in later
bedtimes [24]. Although bedtime was not formally tested as a
mediator in this study, which should be considered a limitation,
future longitudinal studies might examine bedtime delay as a
pathway linking screen time to daytime sleepiness.

Consistent with Hypothesis 3, temporary increases in screen
time coincided with temporary delays in bedtime across all 3
waves, indicating concurrent within-person associations between
the two. Similar results were found by Maksniemi et al [33] in
a single wave, whereas other RI-CLPM studies did not examine
concurrent associations [34,35]. This pattern likely reflects the
mutually exclusive nature of screen use and sleep within daily
time allocation [62]; yet, the association manifests itself in
period-specific, typical patterns of behavior—during periods
when bedtime is delayed, adolescents have more opportunities
for screen use, and conversely, during periods with greater
screen use, they have less time available for sleep. Findings
further indicate that bedtime remains sensitive to short-term,
period-specific changes in screen time (and vice versa) and that
both may share common contextual drivers.

Against Hypothesis 3, this study found no evidence of a
correlated change between screen time and daytime sleepiness,
suggesting that short-term increases in screen time do not
directly coincide with increased sleepiness. Similarly, a diary
study on smartphone use and next-day sleepiness found no such
effects [18]. Delayed bedtimes in Waves 2 and 3 were
concurrently linked to increased daytime sleepiness, likely due
to shorter sleep duration [63]. Overall, the pattern of longitudinal
associations found in this study suggests that while screen time
and daytime sleepiness are not directly linked at the
within-person level, an indirect path is possible, whereby
delayed bedtime may mediate the association between
technology use and daytime sleepiness.

Consistent with Hypothesis 4, this study found a within-person
cross-lagged effect of bedtime on screen time in the subsequent
wave: a later-than-usual bedtime predicted increased screen
time 6 months later, but only between Waves 2 and 3. This
finding aligns with prior longitudinal research showing
reciprocal effects between poorer sleep and greater media use
[31,36]. The RI-CLPM study by Van der Schuur et al [34]
provided partial evidence for the opposite direction, with
increased daytime sleepiness predicting decreased social media
use over time among boys. Unlike earlier RI-CLPM studies,
this study supports the sleep-impairment-affecting-screen-time
pathway, demonstrating a substantial effect even after
accounting for stable between-person differences. Although this
effect was not consistent across all waves, it suggests that
adolescents may extend screen use to fill additional evening
hours, which likely arises from circadian shifts or related factors
[28].

Overall, discrepancies in cross-lagged effects across RI-CLPM
studies may partly reflect differences in the time intervals
between measurements. This study used a 6-month interval,
whereas Van der Schuur et al [34,35] used a 3- to 4-month
interval, and Maksniemi et al [33] used a 1-year interval. The
absence of cross-lagged effects in some cases suggests that these
intervals may not have been optimal for capturing the underlying
dynamics [33]. Future research could benefit from greater use
of different temporal designs, such as shortitudinals, to identify
optimal temporal windows for detecting within-person effects
and the temporal dynamics through which media use influences
sleep across adolescence.

Taken together, the cross-lagged pattern (screen time → bedtime
between Waves 1 and 2; bedtime → screen time between Waves
2 and 3) suggests a reinforcing cycle between increased screen
time and delayed bedtime over time. While previous research
identified bidirectional links between screen time and sleep
[31], this study extends prior work by being the first to
demonstrate this reinforcing pattern longitudinally using an
RI-CLPM that accounts for stable between-person differences.
The autoregressive effects further indicate that delayed bedtimes
tend to carry over across waves—a finding also reported in other
RI-CLPM studies [33], which may reflect adolescent circadian
shifts or habitual delays associated with greater autonomy or
increased school demands [9]. Considering that delayed
bedtimes were concurrently linked to greater daytime sleepiness
and prospectively to higher screen time, interventions that
promote earlier and more consistent sleep schedules, rather than
solely limiting screen use, may be more effective for improving
adolescent sleep health.

Effects of Screen Time Restriction Before Sleep
Contrary to Hypothesis 5, this study found no evidence that
restricting screen time before sleep affected within-person
associations between screen time and sleep, particularly
regarding the development of sleep displacement over time.
Prior findings are mixed—while experimental studies have
shown improvements in sleep outcomes [64,65], observational
studies often report no adverse effects of prebedtime smartphone
use [17,18], with inconsistent adherence to parent-set rules
frequently cited as a limiting factor [61]. These discrepancies
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likely reflect differences in study design, sampling strategies,
and time frames (eg, short- vs long-term). It should also be
noted that the comparison groups were defined based on screen
time restriction assessed at Wave 1 only. However, this behavior
was not stable over time—among those who reported limiting
their screen use at Wave 1, only 40% (284/710) did so across
all 3 waves, and 65% (460/710) did so at least once thereafter.
Future research should account for this temporal variability
when examining the long-term effects of screen time restriction.

Adolescents who reported restricting screen use before sleep
also tended to report lower overall screen exposure, earlier
bedtimes, and less daytime sleepiness than their peers. Although
these between-person differences may indicate a protective role
of screen time restriction, they could also reflect other stable
characteristics such as family environment (eg, parenting style),
chronotype, or self-regulation. Prior research has linked adverse
parenting styles to poorer sleep quality and greater daytime
sleepiness [55], and greater sleepiness to lower self-regulation
and eveningness chronotype [66]. Future longitudinal studies
should account for these factors and examine their potential
moderating roles in the relationship between screen use and
sleep outcomes.

Limitations
Several limitations should be considered when interpreting these
findings. First, the study relied on self-reported measures of
screen time and sleep, which may be prone to inaccuracy
[67,68]. Because overall screen time was calculated by summing
reported use across multiple devices that could have been used
simultaneously, average values may overestimate actual
exposure. Future research should integrate digital trace data
[69] and wrist-worn accelerometers data [70] for more accurate
measurements.

Second, measurement simplifications—using total screen time
and an abbreviated version of the Pediatric Daytime Sleepiness
Scale [49]—may have reduced precision and obscured
associations with sleep [71]. Future studies should use more
detailed measures that account for media functions, content,
and context of use [72,73].

Third, with only three waves spaced 6 months apart, the design
was insufficient for modeling longer-term developmental
trajectories [53,74] or accounting for seasonal variability in
screen time and sleep [75,76]. Longer follow-up and more
frequent measurement occasions would allow finer modeling
of these changes.

Fourth, attrition was higher than in comparable school-based
studies [33-35], likely because data were collected through an
online panel and required the agreement of both adolescent and

parent or caregiver. Online panels typically exhibit higher
attrition rates due to the sustained participant burden and
email-based recontact [77,78], and similar rates have been
reported in other adolescent panel studies [79]. Notably, attrition
remained high despite offering substantially increased incentives
(160% in Waves 1 and 2; 280% in Wave 3). Dropouts reported
slightly higher baseline screen time (Tables S1 and S2 in
supplementary materials provided by Tkaczyk et al [48]), which
may limit generalizability to heavy screen users.

Finally, data collection partially overlapped with COVID-19
social distancing measures, which were associated with
increased screen time and later bedtimes among adolescents
[60,80]. The stringency of restrictions varied across waves:
Wave 1 (June 2021) coincided with the strictest measures, Wave
2 (November-December 2021) with moderate restrictions, and
Wave 3 (May-June 2022) after their removal [81]. This variation
may partly explain the observed decrease in screen time and
the stability of bedtime between Waves 1 and 2.

Conclusion
This study is the first to test reciprocal longitudinal associations
among adolescents’ screen time, bedtime, and daytime
sleepiness while separating between- and within-person
processes, thereby addressing bias common in prior cross-lagged
panel studies. The findings refine theoretical understanding by
showing a complex, bidirectional, and mutually reinforcing
interplay between screen time and bedtime over time, even after
accounting for stable individual differences. Between-person
associations revealed that adolescents with higher screen use
had poorer sleep, likely reflecting the influence of relatively
stable individual and environmental factors. Although specific
cross-lagged effects varied across waves, the overall pattern
supports both the screen-time-affecting-sleep and
sleep-impairment-affecting-screen-time pathways, whereas
daytime sleepiness was not affected by this dynamic. Negatively
correlated within-person fluctuations further indicate that screen
time and bedtime are partly mutually exclusive and may share
contextual drivers.

Screen time restriction before sleep did not moderate
within-person effects. However, at the between-person level,
adolescents who practiced it reported lower screen use, earlier
bedtimes, and less daytime sleepiness. Taken together, these
findings suggest that interventions emphasizing consistent sleep
schedules and supportive family routines—rather than focusing
solely on limiting screen use—may be most effective for
promoting adolescent sleep health. Future research should
incorporate objective measurements on multiple time scales
and relevant moderators.
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Abstract

Background: Patients with hepatocellular carcinoma (HCC) undergoing transarterial chemoembolization (TACE) experience
significant psychological distress, impacting outcomes. While mindfulness-based interventions (MBIs) are beneficial, access is
limited. Internet-delivered MBIs (iMBIs) offer an accessible alternative; yet, qualitative understanding of patient experiences
with tailored iMBIs for this specific population is lacking.

Objective: This study aimed to explore the facilitators and barriers of patients with HCC post TACE and participated in tailored
iMBIs.

Methods: From November 2020 to December 2022, 11 patients with HCC post TACE who had taken part in tailored iMBIs
were purposively recruited from a tertiary hospital in Jilin Province. Data were collected through semistructured interviews lasting
30-60 minutes. The interviews were analyzed using conventional content analysis.

Results: Five main categories emerged from the analysis: (1) mindfulness mindset, including acceptance, calmness, and mood
improvement; (2) improvement of physical discomfort, such as better sleep, pain relief, reduced gastrointestinal symptoms, and
increased activity levels; (3) resistance to mindfulness practice, including perceived lack of effectiveness, unsuitable conditions,
equipment limitations, and difficulty concentrating; (4) support and encouragement, involving social support, supervision, and
professional guidance; and (5) accessibility and convenience characterized by restoration of life balance and user-friendly features
of the practice. Each category encompassed several subcategories reflecting the diverse experiences of participants.

Conclusions: While iMBIs were generally perceived as convenient and accessible, challenges such as equipment limitations
were noted. Future implementation should focus on enhancing supportive factors to improve adherence, minimizing barriers, and
refining the design and delivery of iMBI programs.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1900027976; https://www.chictr.org.cn/showproj.html?proj=46657

(J Med Internet Res 2026;28:e78337)   doi:10.2196/78337
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Introduction

Primary liver cancer is the third leading cause of cancer-related
death worldwide and one of the most prevalent malignancies.
China accounts for 45.27% of global cases and 47.12% of liver
cancer–related deaths [1]. In 2022, there were approximately
368,000 new cases and 317,000 deaths from liver cancer in
China, ranking fourth in cancer incidence and second in
cancer-related mortality [2]. Hepatocellular carcinoma (HCC)
is the most common histological subtype of primary liver cancer,
comprising 75%-85% of all cases [3]. Transarterial
chemoembolization (TACE) is a widely accepted local treatment
for HCC and is the preferred option for patients with
intermediate-stage HCC who are not suitable candidates for
surgery [4,5]. However, patients often require multiple TACE
sessions to manage disease progression. Despite treatment, they
continue to face high risks of recurrence, metastasis, and various
complications [6]. Moreover, the effectiveness of TACE
diminishes with repeated use, and frequent treatments can result
in progressive liver damage [7].

Due to the high mortality rate of HCC, research showed that
the 5-year survival rate of patients with HCC after diagnosis
was only 19.5% [8].Therefore, most patients with HCC face a
serious threat of death, and their psychological distress is
generally higher than that of other patients with cancer. During
TACE treatment, some adverse reactions may occur, such as
nausea, vomiting, fever, and pain. TACE patients have to face
not only the physical pain brought by the disease and treatment
but also the fear of disease recurrence, the high medical costs
of repeated TACE treatments, and the pressure of being unable
to return to society. This causes them to bear tremendous mental
stress, resulting in widespread and severe psychological distress
among patients with HCC post TACE [9,10]. This psychological
burden can weaken patients’ immune response, reduce treatment
compliance, and adversely affect treatment outcomes, ultimately
increasing the likelihood of tumor recurrence, deterioration, and
metastasis [11].

Psychological distress in patients with cancer often arises not
from a single external stressor that can be resolved or avoided
but from the persistent fear of recurrence. Coping effectively,
therefore, requires adapting to this ongoing internal experience.
Mindfulness-based interventions (MBIs), which are designed
to help individuals manage distressing thoughts and emotions,
are particularly well suited for this purpose. The effectiveness
of MBIs in alleviating psychological distress among patients
with cancer has been well documented [12,13]. However,
patients with HCC post TACE face unique physiological and
psychological challenges. The uncertainty surrounding treatment
outcomes, fear of recurrence, financial burden of repeated
treatments, and treatment-related side effects collectively inflict
significant physical and emotional strain. These factors highlight
the urgent need to develop tailored MBIs specifically for this
population—interventions that take into account not only the
psychological profile and coping mechanisms of patients with
HCC but also their physical health status. Despite the proven
benefits of MBIs, several barriers limit access, including a
shortage of trained therapists, high costs, and practical
constraints, such as limited mobility and time availability among

patients with cancer [14]. Addressing these challenges is
essential to ensure that MBIs are accessible and effective for
those who need them most.

Internet-delivered mindfulness-based interventions (iMBIs)
offer a promising solution to many of the barriers associated
with accessing psychosocial care in cancer treatment settings.
Compared with traditional face-to-face interventions, iMBIs
have several advantages. They can be accessed online at any
time, allowing participants to engage with the program at their
own convenience. This flexibility is particularly beneficial for
patients with HCC and helps overcome practical challenges
such as geographical distance, transportation difficulties,
cancer-related fatigue, and mobility issues. This flexibility is
particularly beneficial for patients with HCC post TACE, as
most of them have a heavy burden of physical symptoms. This
method helps overcome practical challenges such as geographic
distance, transportation difficulties, cancer-related fatigue, and
limited mobility. While iMBIs are associated with a higher rate
of participant dropout, studies have nonetheless demonstrated
their effectiveness in reducing psychological distress among
patients with cancer [15-17].

Most studies investigating iMBIs in patients with cancer rely
on standardized questionnaires to assess outcomes [18-20].
However, such quantitative approaches fail to capture the
personal experiences and perceptions of participants. These
subjective experiences are difficult to evaluate through usage
data or survey metrics alone. Therefore, the primary aim of this
qualitative study was to explore participants’ experiences and
perceived effects of tailored iMBIs. This approach allows for
a deeper understanding of their thoughts and feelings, a
comprehensive examination of both the benefits and the
challenges of the intervention, and an analysis of factors that
influence participant adherence and engagement.

Methods

Research Design
To gain a deep understanding of participants’ experiences with
iMBIs, as well as the interventions’ acceptability and
applicability, a qualitative descriptive design using
semistructured personal interviews was used. The study followed
the COREQ (Consolidated Criteria for Reporting Qualitative
Research) [21].

Participants
From November 2020 to December 2022, the study was
conducted at the First Hospital of Jilin University. Potential
participants were identified by evaluating and screening patient
medical records to determine eligibility based on the inclusion
criteria. The inclusion criteria for participants were as follows:
(1) aged 18 years or older; (2) diagnosed with HCC based on
the diagnostic criteria of the European Association for the Study
of the Liver [22]; (3) currently received TACE; (4) able to
operate a smartphone and use WeChat frequently (at least 5
times per week); (5) able to read, write, and speak Chinese; and
(6) provided informed consent and voluntarily agreed to
participate in the study. The exclusion criteria for participants
were as follows: (1) diagnosed with other types of tumors or
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mental stress disorders, (2) taking psychotropic medications
during the study period, (3) received mindfulness intervention,
and (4) experiencing poor health that interferes with normal
communication. Those who met the criteria were invited to
participate in a mindfulness intervention. Interviewees were
then selected from among the participants who completed the
iMBIs intervention.

In accordance with the principle of maximum variation
sampling, participants were chosen to reflect a wide range of
differences in age, gender, education level, and frequency of
TACE treatments. The sample size was determined according
to the concept of data saturation, meaning that collection ceased
once no new codes emerged and the data appeared to have
stabilized. After 11 patients were interviewed and the data were
analyzed, the research team agreed that data saturation had been
reached, and data collection was stopped.

Interventions

Overview
A cross-sectional survey of patients post TACE revealed that
trait mindfulness, perceived stress, and experiential avoidance

are potential psychological mechanisms influencing anxiety
and depression in patients with HCC [10]. Based on this finding,
the research team developed a tailored MBI for patients with
HCC post TACE. The intervention was informed by the core
principles of Mindfulness-Based Stress Reduction (MBSR)
[23], Acceptance and Commitment Therapy [24,25], and
Mindfulness-Based Cancer Recovery, as well as insights from
a systematic review and an assessment of the characteristics
and internet usage habits of this patient population. An initial
draft of the tailored MBI was created and then refined through
expert consultation and revisions.

A self-guided intervention was delivered through WeChat
groups and an official WeChat account, which was used to
distribute weekly mindfulness content. This content was
presented in various formats, including text, audio, video, and
images, via the official WeChat official account. The interface
of the WeChat official account for the intervention content is
shown in Figure 1. The intervention lasted for 6 weeks and
included an initial in-hospital face-to-face session during the
first week, followed by web-based sessions from the second to
the sixth week.

Figure 1. The interface of the WeChat official account for the intervention content.
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In-Hospital Face-to-Face Intervention (Week 1)
The face-to-face sessions were conducted in the interventional
department classroom, with 5-8 participants per group. Each
session lasted 1-1.5 hours. During this session, the research
team introduced the study’s purpose and content using
presentation slides, provided an overview of mindfulness and
its benefits, and helped participants understand the attitudes and
principles underlying mindfulness practice. The session also
familiarized participants with the structure and content of the
upcoming web-based intervention, ensuring that they were
prepared for the self-guided practice in the following weeks.

Out-of-Hospital Web-Based Intervention (Weeks 2-6)
For the remainder of the intervention, content was delivered
weekly through WeChat in the form of audio, video, or
image-based materials. Participants were encouraged to engage
in daily mindfulness practice for 10-20 minutes, 5 days per
week. The research team provided regular reminders and
encouragement via WeChat and phone calls to ensure adherence.
Participants were also encouraged to “check in” daily in the
WeChat group by sharing their experiences and reflections on

mindfulness practice. In addition, the research team shared
educational materials through the WeChat group, covering
topics such as mindfulness, HCC, and TACE treatment. They
also responded to participants’ questions regarding the disease,
mindfulness practices, and other related concerns. The specific
intervention content is detailed in Table 1.

Before interventions, 5 patients were invited to conduct a
pre-experiment. After the first 2 weeks of intervention,
adjustments were made according to the participants’ feedback.
Participants reported that the text on the official account
interface was too small, which was not conducive to reading.
Therefore, the researchers reorganized the layout to make the
interface clearer and more esthetically pleasing. Participants
also mentioned that there was too much text content, which was
not conducive to reading and practice. As a result, the
researchers converted some of the text content into audio to
facilitate participants’ learning and practice. Participants
suggested that more pictures and videos could be added to make
the content more vivid. The researchers added some pictures
and video content to make the content more vivid and practical.
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Table 1. The tailored internet-delivered mindfulness-based interventions for patients with HCCa post TACEb.

Intervention modeHomeworkSummary of contentsTheme of interventionWeek

Face-to-face intervention in
the hospital, 5-8 participants

Mindful breathing1. Knowledge introduction: Introducing content related to
mindfulness, HCC and TACE treatment, and the relationship
between mindfulness and cancer.

2. Mindful breathing: Guide participants to practice mindful
breathing, exhaling and inhaling easily, experiencing every

Mindfulness and HCC
and self-acceptance

Week 1

per group, 1-1.5 hours per
session, introducing the pur-
pose and content of the
study, and guiding the com-
pletion of the first session.

detail of breathing, including the process, changes and pauses
of breathing, accepting their breathing state, and being aware
of the changes in their thoughts and attention.

3. “The Missing Piece”: Watch the video “The Missing Cor-
ner” to prompt participants to think about “unchangeable im-
perfections,” learn to accept negative events or emotions in
life, and encourage participants to share their feelings after
watching.

Out-of-hospital online inter-
vention, 20 minutes per day,

Body scan1. Knowledge introduction: Describe knowledge related to
cancer and stress, and typical stress reactions to cancer stress
events.

2. Body scan: Introduce the connotation and requirements of
body scan. Guide participants to feel and experience the sen-

Cancer and stress and
cognitive dissociation

Week 2

at least 5 days per week,
learn the intervention con-
tent via official account and
WeChat, and 10 minutes of
homework practice.

sation of each part of the body in order from feet to head. Pay
attention to the feelings of each part, whether it is comfortable
or not. Do not judge. Emphasize full commitment to the body-
scanning practice.

3. “I have such an idea now”: Guide participants to practice
“I have such an idea now.” Ask the participants to state a
thought that makes them depressed, such as “Why did I get
liver cancer?” Repeat this several times. After 3 minutes, add
“I have an idea. Why did I get liver cancer?” before this
thought. Repeat this several times. After 3 minutes, add a
sentence before this idea, “I noticed that I have an idea. Why
did I get liver cancer?” The main purpose of this exercise is
to distinguish the real self from the imagined self, achieve
cognitive dissociation, and prevent these thoughts from affect-
ing an individual’s life.

Out-of-hospital online inter-
vention, 20 minutes per day,

Meditation practice1. Meditation practice: Guide participants to practice mindful
meditation. Be aware of the thoughts and emotions that enter

Identifying avoidance
reactions and self-
awareness

Week 3

at least 5 days per week,
learn the intervention con-

your mind. Pay attention to these thoughts and emotions but
do not focus too much on them. Try to let go and shift your

tent via official account andattention to your breathing. Then slowly shift your attention
WeChat, and 10 minutes of
homework practice.

to your body, voice, thoughts, and emotions, and return to
your breathing. In this repetitive process, gradually become
aware of and feel your thoughts and emotions, and gradually
and spontaneously coexist with them.

2. “Chessboard metaphor”: Guide participants to imagine a
“chess game.” No longer caring about winning or losing, just
providing a venue for the game of chess, as an observer, to
observe the competition. Through the “chessboard metaphor,”
participants are guided to stop getting entangled in their inner
struggles, become observers of their own psychology, and
achieve self-awareness.

Out-of-hospital online inter-
vention, 20 minutes per day,

Mindful walking1. Mindfulness walking: Guide patients to practice mindfulness
walking and feel the current movements while practicing.

Practice mindfulness
in life, focusing on the
present

Week 4

at least 5 days per week,
learn the intervention con-

From the lifting of the foot to the forward movement and the
landing process, the sensation of each part of the foot, when

tent via official account andpracticing, feel the current movement and the current feeling,
and focus your attention on the action of mindful walking.

2. Mindfulness eating: Guide patients to practice mindfulness
eating. Slow down your eating speed, focus on the movements

WeChat, and 10 minutes of
homework practice.

and sensations of your tongue and mouth while eating, expe-
rience the changes and flavors of food in your mouth, and pay
attention to observing your inner feelings and emotions during
the practice.
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Intervention modeHomeworkSummary of contentsTheme of interventionWeek

Out-of-hospital online inter-
vention, 20 minutes per day,
at least 5 days per week,
learn the intervention con-
tent via official account and
WeChat, and 10 minutes of
homework practice.

Awareness practice1. Awareness practice: Explain the key points of awareness
practice to patients and be aware of everything around them.
Perceive the things around you and the sensations of your
body with an accepting attitude, including pain, fatigue, and
so on, and embrace everything. In practice, no matter what
you perceive, trust and accept yourself.

2. “Compass” metaphor: Guide participants to think about the
guiding role of the “compass” in the journey. By using this
metaphor for goals and values, it guides participants to think
about the direction and goals they want to move forward in,
and based on their own values, they choose to set a small goal
and take action.

Nonselective aware-
ness, clear value

Week 5

Out-of-hospital online inter-
vention, 20 minutes per day,
at least 5 days per week,
learn the intervention con-
tent via official account and
WeChat, and 10 minutes of
homework practice.

Love meditation1. Love meditation, good wishes: Cultivate the mindfulness
practice of kindness and bestow your blessings upon others
during the practice. You can choose different blessings in se-
quence to send to different people, including yourself, your
family, friends, or even someone you dislike. Fill the partici-
pants’ hearts with tolerance and love.

2. “Passengers on the Bus”: Through the short film “Passenger
Practice on the Bus,” participants are guided to compare their
own lives to buses and think about how to keep moving for-
ward on the path of happiness when encountering different
passengers, such as “stress,” “anxiety,” “happiness,” and so
forth, thereby contemplating the significance of committing
to action.

Grateful life, commit-
ted to action

Week 6

aHCC: hepatocellular carcinoma.
bTACE: transarterial chemoembolization.

Data Collection
Based on the disease characteristics and treatment experiences
of patients with HCC following TACE, a preliminary interview
guide was developed through a literature review and discussions
among the research team. Prior to the formal interviews, 2
participants were selected for pilot interviews. The final
interview guide was revised based on the issues identified during
these pilot sessions and is shown in Table 2. Demographic
information was collected before the interviews.

Two researchers (ZL and YJ), graduate students pursuing a
Doctor of Nursing degree, approached potential participants
during conducting the research. Once the patients had completed
their consultations and treatments, we invited them to participate
in this study. If they agreed to participate, we clearly explained
the study’s purpose and procedures to them. The researchers
coordinated with participants in advance to schedule interviews
and conducted them in a private room at the hospital to ensure
confidentiality. At the beginning of each session, the researchers
introduced themselves and explained the purpose, methods, and
content of the interview. Participants were informed that the

interview would be audio-recorded to ensure the completeness
and accuracy of the data. Informed consent was obtained prior
to starting the interview. During the interviews, the researchers
maintained a neutral and nondirective attitude, using appropriate
and nonleading language to avoid influencing participants’
responses. Data collection and analysis were carried out
concurrently to support iterative refinement of the findings.

During the interview, we used the interview tools proposed by
Robinson [26], which include descriptive, individualized
memory, exploratory, and clarifying inquiries. The
individualized memory inquiry was used to guide the
participants in recalling specific periods to obtain detailed
information, such as the duration of their participation in iMBIs.
The descriptive inquiry was used to explore the participants’
feelings of participation. The interpretive inquiry was used to
reveal the participants’ views on iMBIs. The clarifying inquiry
was used to clarify keywords and the implicit meanings of
expressions. Based on the participants’ responses, we modified
or omitted the interview questions, or introduced new questions
to explore new emerging topics, such as the influence of family
on the participants’ participation in iMBIs.

Table 2. Interview outline.

QuestionNumber

Why did you participate in this network-based mindfulness training?1

What are your experiences while participating in this training?2

What effects does network-based mindfulness training have on your body?3

How does the network-based mindfulness training affect you psychology?4
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Ethical Considerations
The study was executed in accordance with the principles of
the Declaration of Helsinki. The research protocol was approved
by the ethics committee of the School of Nursing at Jilin
University (approval no. 2019112001) and was registered with
the Chinese Clinical Trial Registration Center
(ChiCTR1900027976) on December 7, 2019. Prior to the
interviews, participants were informed about the purpose and
content of the study. They were assured that all data would be
used solely for research and publication purposes, and that their
personal information would remain confidential. Participants
were also informed of their right to withdraw from the study at
any time without any consequences. Written informed consent
was obtained from all participants before the study commenced.

Data Analysis
One researcher (LZ) participating in the interview listened to
the recordings repeatedly within 24 hours after each interview
and transcribed them into text. Another researcher (LM)
participating in the interview checked the transcribed text and
imported it into NVivo 11 software [27] for analysis.
Conventional content analysis [28,29] was used to analyze the
data. Three researchers (LZ, JY, and CL) independently
analyzed and transcribed the data.

Methodological Rigor and Trustworthiness of Data
Members of the research team include liver cancer clinical
experts, nursing specialists, and psychologists. Interviews were
conducted by 2 researchers (LZ and LM) to avoid information
omission. To establish credibility, we used both analyst
triangulation and data triangulation. Analyst triangulation was
used to ensure intersubjective stability of the results and
involved the independent analysis of the data by 3 researchers
(LZ, JY, and CL), followed by a comparison of the analysis.
The data were collated and analyzed by experienced researchers
in qualitative research, the speech information of the
interviewees was comprehensively retained, and complete and
detailed textual data were established. The 2 researchers (LZ
and JY) organized, analyzed, and transcribed the data
independently. If there were differences, they were resolved
through discussion or consultation with the third researcher
(CL) until the results were reached.

Results

Characteristics of Participants
In this study, interviews were conducted with 9 participants,
during which no new information emerged. To confirm data
saturation, interviews with 2 additional participants were carried
out, and again, no new themes were identified. Thus, a total of
11 participants were included in the final analysis. Their
demographic and clinical characteristics are shown in Table 3.

Table 3. Characteristics of semidepth interview participants (N=11).

Number of TACEsaEducation levelSexAge (years)Number

1Senior high schoolMale381

8College schoolMale502

1Senior high schoolFemale533

4College schoolFemale424

5Primary schoolMale615

1Senior high schoolFemale576

7College schoolFemale497

3Senior high schoolMale628

3Senior high schoolFemale639

7College schoolMale4810

4Primary schoolMale4011

aTACE: transarterial chemoembolization.

Categories

Overview
Through repeated analysis and organization of the interview
data, 5 main categories reflecting the participants’ experiences

were identified: mindfulness mindset, improvement of physical
discomfort, resistance to mindfulness practice, support and
encouragement, and accessibility and convenience. Each main
category is further divided into several subcategories, as shown
in Textbox 1.
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Textbox 1. Relevant categories corresponding to experiences of participants.

1. Mindful mindset

• 1.1 Acceptance

• 1.2 Calm

• 1.3 Mood improvement

• 1.3.1 Relaxation

• 1.3.2 Gratitude

2. Improvement of physical discomfort

• 2.1 Improve sleep

• 2.2 Pain relief

• 2.3 Reduce gastrointestinal symptoms

• 2.4 Increase activities

3. Mindfulness practice resistance

• 3.1 Lack of effect

• 3.2 Condition

• 3.2.1 Fatigue

• 3.2.2 Pain

• 3.3 Device usage restrictions

• 3.4 Difficulty focusing

• 3.5 Lack of motivation to practice

4. Support and encourage

• 4.1 Social support

• 4.2 Supervision and guidance

5. Accessibility and convenience

• 5.1 Restore a sense of balance in your life

• 5.2 Practice features

Main Category 1: Mindfulness Mindset
The mindfulness mindset refers to the ability of patients with
HCC following TACE to face their condition with a
nonjudgmental attitude, while maintaining a curious, open, and
accepting approach toward their present thoughts and emotions.

General Category 1.1: Acceptance

Six participants reported that practicing mindfulness helped
them adopt a more accepting attitude toward their illness and
the challenges they faced in life.

My mother and I both have hepatitis, and my mother
died of HCC, so I’ve always been worried about my
health. I get scared every time I go for a check-up.
But after doing the mindfulness exercises, my mindset
changed. I gradually realized that I shouldn’t
overthink things every day. Since I have this disease,
I just need to follow the doctor’s advice and receive

treatment. Many treatments are effective, but
overthinking isn’t good for my health. [Interview ig4]

General Category 1.2: Calm

Seven participants reported that after practicing mindfulness,
they experienced a greater sense of inner calm and became more
attuned to the beauty in their surroundings.

My mindset has improved a lot. I can now perceive
things around me more calmly and appreciate the
little moments in life. I’m more willing to take walks,
enjoy the scenery, and notice the beauty in simple
things, like a tree or a flower by the roadside.
[Interview ig9]

General Category 1.3: Mood Improvement

Subcategory 1.3.1: Relaxation

Five participants shared that mindfulness practice helped them
better regulate their emotions, reduce anxiety, and achieve a
more relaxed state of mind.
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Every time I went for a check-up, I would get really
nervous if there was any change in my test results.
Even small changes would worry me for a long time.
Even when the doctor reassured me that everything
was fine, I would still look up all kinds of information
online. Now, when I notice myself feeling anxious, I
try to adjust my emotions, relax, and avoid
overthinking things that haven't even happened.
[Interview ig4]

Subcategory 1.3.2: Gratitude

Two participants expressed gratitude. After practicing
mindfulness, they were able to approach people and situations
around them with a more thankful attitude.

I’ve always had a bad temper and often got angry.
My family would give in to me because of my poor
health, which made me even angrier. After listening
to the exercises, my mindset gradually improved. Now,
when I encounter unpleasant things, I can stay calm.
I also recognize how much my family has sacrificed
for me, and my attitude has changed a lot. The
atmosphere at home is much better. [Interview ig3]

Main Category 2: Improvement of Physical Discomfort
Improvement of physical discomfort refers to the reduction of
physical symptoms and alleviation of discomfort experienced
by patients with HCC after TACE.

General Category 2.1: Improve Sleep

Ten participants reported significant improvements in sleep
quality after mindfulness practice, with less presleep rumination
and easier time falling asleep.

I’ve always had poor sleep, often lying in bed for a
long time without falling asleep. The worse my sleep,
the more I get lost in my thoughts. But since I started
these exercises, I fall asleep shortly after listening. It
helps stop my random thoughts. [Interview ig3]

General Category 2.2: Pain Relief

Three participants said that mindfulness helped relieve pain and
reduce physical discomfort.

I used to feel discomfort all over my body and pain
everywhere. During the exercises, I take deep breaths,
relax, follow the teacher, and slowly let go of tension.
These uncomfortable feelings fade away, and I feel
much better. [Interview ig6]

General Category 2.3: Alleviation of Gastrointestinal
Symptoms

Two participants reported that mindfulness practice helped ease
gastrointestinal symptoms, improved their appetite, and reduced
bloating.

I often had no appetite, felt uncomfortable after
eating, and experienced bloating. Now I do these
exercises daily, and these discomforts have improved.
Sitting and relaxing each day reduces my irritability
and unease. [Interview ig1]

General Category 2.4: Increase Activities

Two participants noted that mindfulness helped reduce fatigue
and encouraged them to be more active.

My whole body felt weak. I would just sit or lie down,
unwilling to do anything. Sometimes I felt exhausted
for long periods. After starting these exercises and
practicing regularly, I feel much better. I’m more
willing to move and have things to do. [Interview
ig4]

Main Category 3: Resistance to Mindfulness Practice
Resistance refers to factors that hinder patients’ ability to
consistently participate in mindfulness practice during the
intervention.

General Category 3.1: Lack of Effectiveness

Two participants felt that the intervention had little effect on
their psychological or physical state.

With this disease, it feels like a death sentence. I
wanted to give up, but my family insisted I continue
treatment. It feels like all efforts are just a loss of life
and money, and this practice doesn’t help. [Interview
ig1]

General Category 3.2: Conditions

Subcategory 3.2.1: Fatigue

Three participants reported that fatigue and physical discomfort
made it difficult to practice mindfulness regularly.

I have poor appetite and low energy every day. I feel
uncomfortable all over, the treatment isn’t working,
and I just want to lie down all day without doing
anything. It’s hard to practice. [Interview ig4]

Subcategory 3.2.2: Pain

Two participants said that pain interfered with their ability to
engage in mindfulness.

This pain is torturous. I’m not in the mood for
anything, and it hasn’t gotten better. When will I get
better? This disease is unbearable. [Interview ig6]

General Category 3.3: Device Usage Restrictions

Two participants said that distractions from their phones
prevented them from completing mindfulness exercises
consistently.

My phone keeps buzzing with messages, interrupting
my practice. It’s hard to stay quiet and focus for even
a short time. There are just too many distractions. [
Interview ig10]

General Category 3.4: Difficulty in Focusing

Two participants found it hard to concentrate during mindfulness
practice, leading to distraction and difficulty persisting.

When practicing at home, I often got lost in my
thoughts. For example, when asked to focus on my
abdomen, I’d start worrying about my illness and
other messy things. It was hard to fully follow and
stick with it. [Interview ig3]
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General Category 3.5: Lack of Motivation to Practice

Two participants reported difficulty maintaining regular practice
due to low motivation.

I feel irritable and tired every day. I kept up with the
exercises for a few days, but then felt it didn’t work.
Many times I was just too lazy to do the exercises.
[Interview ig1]

Main Category 4: Support and Encourage
Support and encouragement refer to the social and professional
support received by patients during the online mindfulness
intervention.

General Category 4.1: Social Support

Two participants shared that family involvement and
communication through WeChat groups helped them persevere.

My wife started practicing with me in the hospital
and continued after we got home. We share our
experiences and feelings. Sometimes I don’t want to
practice, but she encourages me. Practicing together
helped me stick with it. [Interview ig5]

General Category 4.2: Supervision and Guidance

Three participants found that daily check-ins and reminders in
the WeChat group, along with exchanges with other patients
and medical staff, motivated their persistence.

Everyone checked in daily and shared their feelings
in the WeChat group. Seeing fellow patients from my
ward stick with it and ask questions encouraged me.
After more communication, I kept going. [Interview
ig2]

Main Category 5: Accessibility and Convenience
Accessibility and convenience refer to patients’ perceptions of
how easy and convenient the online mindfulness intervention
was to use.

General Category 5.1: Restore a Sense of Balance in Your
Life

Three participants said that practicing mindfulness at the same
time and place daily helped regulate their lives and restore
balance and encouraged ongoing practice.

Since my diagnosis, my family has taken special care
of me, not letting me do housework. I just lay around
and felt useless. After practicing daily, I feel like I’ve
accomplished something and have more energy.
[Interview ig4]

General Category 5.2: Practice Features

Three participants appreciated the convenience of the online
format, finding it time-saving, flexible, and easy to fit into their
daily routines.

I live in a rural area, and it’s always hard to come
to the hospital, especially without family to
accompany me. Now I can practice anytime online
after finding the audio. The WeChat method is
convenient. When I feel down or have free time, I just

practice—it doesn’t have to be at a fixed time, so it’s
more flexible. [Interview ig11]

Discussion

Principal Findings
This study found that participants experienced both physical
and psychological benefits from the intervention. The physical
improvements were primarily related to the alleviation of
physical symptoms, consistent with findings from Nissen et al
[20], who reported that iMBIs can enhance sleep and increase
activity levels in patients with cancer. From a psychological
perspective, studies by Eyles et al [30] and Weitz et al [31]
demonstrated that an 8-week MBSR program can improve the
mental health of patients with breast cancer, helping them live
more fully in the present. Living in the present is associated
with letting go of anxiety and rediscovering happiness [24].
Mindfulness interventions may also lead to changes in
neurophysiological activity, brain structure, and function, which
contribute to the positive psychological experiences reported
by patients with cancer [32]. The intervention program of this
study was based on the relevant contents of MBSR, Acceptance
and Commitment Therapy, and Mindfulness-Based Cancer
Recovery. Participants can have a better understanding of their
own diseases and reduce the worries caused by the lack of
disease knowledge. The intervention program incorporated
elements of acceptance and gratitude. After the intervention,
participants reduced their evasive attitude toward some negative
emotions and events, faced negative thoughts and feelings with
an accepting attitude, improved psychological flexibility, and
thereby reduced anxiety and depression. Participants can better
maintain a nonjudgmental mindset to continuously perceive
and focus on their current experiences, avoiding their
consciousness from diverging and wandering in the virtual world
of thought, achieving the goal of stopping distractions,
concentrating on real things, and thus attaining mental liberation,
thereby enhancing trait mindfulness. These outcomes align with
the mindfulness-to-meaning theory proposed by Garland et al
[33], which suggests that MBIs enhance trait mindfulness and
reduce psychological distress.

Social support and guidance were significant facilitators of
mindfulness practice. The WeChat group used in this study
provided a platform for participants to share experiences and
feelings about mindfulness practice and their illness. The
involvement of medical staff enabled timely professional
guidance, enhancing participants’ confidence and adherence.
The group check-ins and communication encouraged mutual
supervision, motivating participants to practice consistently.
During the initial in-hospital phase, mindfulness was introduced
to both patients and their families, encouraging joint
participation, which helped mitigate the limitations of a solely
online intervention. Research by Zulman et al [34] supports this
approach, showing that engaging both patients with cancer and
their caregivers can foster better communication and mutual
support.

However, participants also encountered several obstacles,
including perceived ineffectiveness, illness-related fatigue,
equipment limitations, difficulty concentrating, lack of
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motivation, and challenges completing practices on time. These
barriers may stem from the advanced disease stage and poor
health status of patients with HCC [35], which can hinder the
ability to engage in even simple exercises. Future intervention
designs should consider the patient’s physical condition and
create more tailored programs. A lack of professional
mindfulness guidance also contributed to reduced compliance.
Although this study used health care staff as facilitators,
guidance provided through WeChat lacked real-time
responsiveness and personalization, which likely weakened
adherence. Previous research has shown that iMBIs with
interactive guidance have significantly stronger effects on
mindfulness and stress reduction than unguided interventions
[36,37].

Participant inclusion criteria also influenced outcomes. High
or low baseline levels of negative emotions can reduce
intervention effectiveness. For example, Compen et al [15] used
a Hospital Anxiety and Depression Scale cutoff of ≥11 and
reported significantly better results. If patients are already in a
stable psychological state, mindfulness interventions may
unintentionally reinforce their identity as “patients,” potentially
reducing effectiveness. Therefore, selecting participants with
appropriate levels of psychological distress is crucial to avoid
ceiling or floor effects and to enhance the efficacy of the
intervention.

Implications for Practice and Research
The effectiveness of iMBIs is closely tied to the platform used
for delivery. Future iMBI platforms should be designed to meet
users’ individual and shared needs, enhancing usability and
comfort. Comprehensive mobile health apps tailored for patients
post TACE could be further developed. For instance, Subnis et
al [38] created a mindfulness app that offers guided meditations,
audio lectures, timers, logs, and stress assessments using facial
biosignals. Such tools can reduce medical costs and address
patients’ psychological needs, providing a sustainable platform
for continuous support.

Strengths and Limitations
This study tailored the iMBI to the physiological and
psychological characteristics of participants and delivered it via
WeChat, in line with their internet usage habits. Participants
appreciated the convenience and flexibility of being able to
practice at home, which reduced travel-related burdens. The
study also emphasized family involvement, which is particularly
relevant in the Chinese cultural context where family support
plays a central role.

However, limitations remain. Compared with face-to-face
mindfulness interventions, iMBIs lack real-time group
interaction and peer support. Although WeChat enabled
communication, it was still somewhat limited. Using health care
providers instead of trained mindfulness instructors meant that
the guidance lacked expertise and real-time feedback. Moreover,
the WeChat platform itself had functional limitations, lacking
features such as real-time monitoring, personalized feedback,
and automatic recording of practice sessions. Another limitation
is that interviews were conducted postintervention, relying on
participants’ recollections, which may introduce recall bias.
This method also did not allow for tracking participants’
evolving experiences over the course of the intervention.

Conclusions
This study used semistructured interviews to explore
participants’ experiences with iMBIs. Participants reported a
variety of benefits, particularly psychological ones.
Nevertheless, they also conveyed negative experiences, such
as ineffectiveness, emotional resistance, difficulty concentrating,
and low motivation. Factors such as social support, supervision,
and restored life balance promoted adherence, while
device-related distractions and the emotional reminder of illness
hindered it. Although iMBIs offer convenience and accessibility,
there are still important issues to address. Future efforts should
explore participants’ individualized needs more deeply and
develop comprehensive, user-friendly apps to enhance both the
comfort and the effectiveness of mindfulness interventions.
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Abstract

Background: Ozempic (semaglutide) has received widespread attention for its appetite-suppressing effects, leading to extensive
off-label use for weight loss. Although gastrointestinal side effects are well documented, less is known about how users assess
the trade-off between perceived benefits and adverse effects, or how these assessments influence treatment discontinuation.
Importantly, existing insights are often limited to clinical trial populations and may not fully reflect real-world experiences.

Objective: This study applies a novel infoveillance approach to examine patient-reported experiences with off-label Ozempic
use for weight loss and to identify the factors most strongly associated with user satisfaction and treatment discontinuation.

Methods: We analyzed 60 publicly available, self-selected, anonymous user reviews of Ozempic from Drugs.com. Reviews
were initially examined using thematic analysis to identify key themes describing patients’ lived experiences with treatment.
These qualitative themes were then linked to user-provided ratings of perceived drug efficacy (1-10 scale) and statements regarding
intent to continue or discontinue treatment. This mixed methods approach enabled the integration of qualitative depth with
quantitative patterns within naturally occurring, deidentified online data.

Results: Three major themes emerged from the thematic analysis: (1) change in body weight and appetite, (2) nonweight-related
symptoms and side effects, and (3) plans for ongoing use versus discontinuation. Two-thirds of respondents reported reduced
appetite, food cravings, or body weight. Gastrointestinal complaints were common (reported by 37 of 60, 62%, reviewers) but
did not significantly (P=.39) influence satisfaction ratings or decisions to continue treatment. Instead, minimal/no weight loss
and the emergence of nongastrointestinal side effects were more frequently associated with low overall satisfaction and
discontinuation. Effective weight loss, even when accompanied by gastrointestinal side effects, was associated with a greater
willingness to continue Ozempic treatment.

Conclusions: This study presents a novel application of infoveillance methods to characterize real-world patient attitudes toward
off-label Ozempic use. Satisfaction was driven primarily by perceived effectiveness rather than tolerability. Key limitations are
the self-selected nature of the sample, reliance on anonymous, self-reported data, and the lack of demographic, dosing, or
treatment-duration information. Nonetheless, these findings underscore the value of online health forums as a rich and underutilized
source of patient-centered insights to inform obesity treatment strategies, adherence interventions, and public health communication.

(J Med Internet Res 2026;28:e78391)   doi:10.2196/78391
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Introduction

Background
The prevalence of obesity has more than doubled since 1990,
contributing to a rise in chronic diseases associated with higher
body weight, including type 2 diabetes (T2D) and cardiovascular
diseases [1]. Consequently, the need for effective interventions
to address obesity is urgent. Although lifestyle interventions
(diet and exercise) are considered first-line strategies for weight
management, they are often ineffective in the long term [2,3].
The few pharmacotherapies approved for treating overweight
and obesity have historically produced only modest results,
typically achieving 5%-10% weight loss [4]. Moreover, although
bariatric surgery is effective for many patients, it carries
significant morbidity and mortality risks [5,6]. Accordingly,
the advent of glucagon-like peptide-1 receptor (GLP-1R)
agonists, which are highly effective in promoting substantial
weight loss and improving related health outcomes, has
dramatically redefined the treatment landscape for these
conditions.

Semaglutide, an incretin mimetic, is a GLP-1R agonist that
stabilizes blood glucose by stimulating insulin secretion and
inhibiting glucagon production [7]. It delays gastric emptying
and influences appetite-regulating neural pathways, increasing
satiety and reducing food intake in some individuals [8]. The
first FDA-approved formulation of semaglutide was Ozempic,
a once-weekly subcutaneous injection for the management of
T2D [9]. This regimen offered the convenience of less frequent
dosing compared with the previously approved incretin mimetic
liraglutide, which required daily injections [7,10,11]. A
substantial body of clinical trial data now indicates that,
compared with placebo, Ozempic significantly reduces body
weight (7.9%-17.3%) [12-16], lowers HbA1c (glycated
hemoglobin) levels, waist circumference, and systolic blood
pressure, and improves overall physical functioning [13,14,16].
In clinical trials, improvements in these outcomes are generally
observed within 3 months of initiating treatment [14,16-18]. In
light of these findings, there has been intense interest in the
off-label use of Ozempic for cosmetic weight loss, fueled in
part by its popularization in mainstream and social media [19],
despite other semaglutide formulations, such as Wegovy, being
specifically approved for the treatment of obesity [20].

Despite their efficacy in promoting weight loss, semaglutide
treatments are associated with several adverse events that vary
in severity. Gastrointestinal complaints are the most common,
with prevalence ranging from 41.9% to 82.8% (more common
at higher doses), and include symptoms such as nausea,
vomiting, constipation, and diarrhea [12-16]. Less frequent
adverse events include headache, allergic reactions, and
gallbladder-related disorders [15]. Adverse events are a major
contributor to nonadherence to weight loss medications,
including GLP-1R agonists [21-23]. In the SUSTAIN-6 clinical
trial of injectable semaglutide, 22.6% of patients discontinued
treatment prematurely during the 24-month study period.
However, “real-world” discontinuation rates appear to be much
higher. One study reported a 12-month discontinuation rate of
33% following initiation of once-weekly Ozempic therapy [24],

while another study, which did not differentiate between
different forms of injectable GLP-1R agonists, reported that
70.1% of patients discontinued treatment within 24 months [25].

Thus, among individuals using Ozempic for weight loss, there
may be a conflict between experiencing the desired effects of
treatment and managing its associated side effects.
Understanding how patients navigate this trade-off is essential
for optimizing adherence and maximizing therapeutic outcomes.

Aims
Here, we employed a mixed methods infoveillance approach to
examine attitudes toward Ozempic among individuals with lived
experience of off-label use. Specifically, we conducted a
thematic analysis of user-generated reviews posted on
Drugs.com [26], followed by quantitative modeling to assess
how emergent themes were associated with perceived efficacy
and treatment discontinuation. A major advantage of this
approach is that it is not constrained by the a priori hypotheses
typical of traditional quantitative designs, allowing for the
emergence of unsolicited insights that might otherwise be
overlooked [27]. As a form of infodemiological research, this
study illustrates how publicly available, user-generated data
can serve as a powerful resource for capturing patient-centered
perspectives on medication effectiveness, tolerability, and
real-world barriers to adherence. Despite the inherent limitations
of using self-selected, anonymous online data, these findings
provide unique and timely insight into how individuals evaluate
the benefits and drawbacks of off-label Ozempic use for weight
loss.

Methods

Data Collection
Data consisted of reviews of Ozempic submitted to Drugs.com,
a website that provides peer-reviewed and independent
information on more than 24,000 prescription drugs,
over-the-counter medicines, and natural products. A unique
feature of Drugs.com is its platform that allows members of the
public to submit open-ended reviews and quantitative ratings
of specific medications, enabling analysis of how these outcomes
are related. We extracted data exclusively from respondents
who selected “weight loss” as the condition for which they were
using Ozempic, despite this not being an approved indication.
Notably, Drugs.com has since removed “weight loss” as an
option (current options now include T2D, cardiovascular risk
reduction, and chronic kidney disease), making these data
particularly valuable for capturing experiences of individuals
using Ozempic specifically for weight loss. Using a display
name, respondents are prompted to “comment on your
experience with Ozempic” and are encouraged to “describe how
the medication helped (or why it didn’t work); the benefits,
adverse events, dosage, ease of use” in a single textbox. No
demographic data are collected. Respondents can also provide
a quantitative rating of the drug on a scale from 1 (not effective)
to 10 (most effective) and indicate the duration of medication
use.

Data were downloaded in June 2023. No retrospective time
limit on reviews was imposed; the oldest review dated from
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February 2023, and the most recent from June 2023. User
reviews of Ozempic in which weight loss was listed as the
primary indication were extracted, yielding a total of 78 reviews.
As described below, a total of 60 reviews were analyzed before
reaching thematic saturation.

This study employed a sequential mixed methods design,
integrating qualitative and quantitative analyses of
user-generated data. In the first phase, an inductive thematic
analysis was conducted to identify patterns and themes within
users’ open-ended narratives describing their experiences with
Ozempic. In the second phase, these emergent themes were
quantitatively examined in relation to users’ numerical
satisfaction ratings. This design was selected to provide
complementary insights, capturing the contextual richness of
lived experience while enabling empirical assessment of the
factors most strongly associated with user satisfaction and
treatment discontinuation. This approach aligns with our
previously published work [27]. We acknowledge that
qualitative interpretation is inherently influenced by coder
perspectives; measures taken to minimize and reflect on this
potential bias are detailed in the “Thematic Data Analysis”
section.

Ethical Considerations
This study analyzed secondary, publicly available, deidentified
user reviews from Drugs.com. No interaction with users
occurred, and no direct or indirect identifiers were collected or
stored. Data-minimization procedures were applied: only text
necessary for analysis was retained, quotes were screened to
exclude potentially identifying details, and results are reported
in aggregate wherever possible. In accordance with institutional
guidance for research using publicly accessible data, this project
was not subject to human participant review.

We acknowledge that, despite deidentification and public
availability, online health narratives may still pose residual
privacy risks (eg, potential reidentification via unique
combinations of details) and may reflect audience expectations.
Our use of these data was limited to analytic purposes, with
careful curation of verbatim quotations and deliberate avoidance
of stigmatizing language.

Thematic Data Analysis
Qualitative data analysis was conducted using NVivo 14
software (Lumivero, LLC). Data were analyzed using a thematic

analysis approach, as initially outlined by Braun and Clarke
[28], following a procedure we have described previously [27]
and similar to those used in studies employing alternative online
data sources [29,30]. Briefly, themes were generated through
an iterative process of reading through each review, suggesting
themes, re-reading, and comparing categories across multiple
cycles of analysis (Figure 1). To facilitate this process, the
dataset was randomly divided into batches of 15 reviews. Each
batch was independently reviewed by 2 coders (AJA and RMH),
and excerpts relevant to the research question were coded
according to a data-driven, “bottom-up” principle. This approach
minimized the influence of any preconceived ideas the reviewers
might have had about respondent perceptions of Ozempic. After
each set of 15 reviews, both coders met with a third-party
noncoder (MHJ) to compare identified codes against the original
data and with each other, ensuring that the codes were coherent,
consistent, and distinctive. Thematic saturation was reached
when 2 consecutive batches of 15 reviews yielded no new codes
or subthemes. Saturation was confirmed by consensus among
the 2 coders (AJA and RMH) and the independent reviewer
(MHJ), consistent with the reflexive and inductive approach to
thematic analysis described previously [27,28]. The initial
analysis yielded 34 distinct coding categories, which were
subsequently grouped and refined into 3 overarching themes.
There were no predefined criteria for determining what
constituted a separate theme; rather, meaningful clusters of
codes were identified, reviewed, and iteratively refined.

It is important to acknowledge that thematic coding may have
been influenced by the positions and potential biases of the
authors. At the time of coding, AJA (male) was a
post-baccalaureate researcher (BSc with concentrations in Cell
Biology and Neuroscience, Public Health, and Religion), and
RMH (female) was an undergraduate student majoring in
Biological Sciences on the predental medicine track. Both were
conducting laboratory research on the neurobiological basis of
eating disorders. MHJ (male) was a researcher with expertise
in the neurobiology of motivated behaviors, including feeding.
To minimize potential coder bias, the coding team underwent
structured training and employed standardized procedures for
codebook development. Coders met regularly to review
emerging codes, reconcile discrepancies, and discuss
interpretations with the independent reviewer (MHJ) throughout
the analytic process.
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Figure 1. Flowchart outlining the process adopted to carry out the qualitative analysis portion of the study. First, reviews of Ozempic were extracted
from Drugs.com and then randomly batched into groups of 15, with the first batch undergoing thorough familiarization via reading and rereading by
the coders. Next, initial coding was conducted using NVivo 14 software, with subsequent validation by a noncoder. Similar analyses were carried out
on a second batch of reviews; this process was repeated until the coders and non-coder agree that analysis of an additional batch of 15 reviews was
unlikely to result in the identification of additional unique codes (i.e. thematic saturation). Codes were then organized into themes and sub-themes,
which underwent iterative review and refinement. Finally, representative quotes were selected to illustrate each of the subthemes.

Quantitative Analysis of User Reviews
We also sought to examine how the qualitative themes identified
through thematic analysis related to the quantitative rating scores
(1-10 scale) provided by respondents. Of the 60 reviews
analyzed, 54 included an associated quantitative rating. We
calculated the median user rating for participants whose reviews
contributed to each subtheme. Based on a frequency histogram
of rating scores, the data were divided into 2 groups on either
side of the median score (7.5), effectively creating clusters of
“higher ratings” (n=27) and “lower ratings” (n=27; see Figure
2A). A median split was used because user ratings were
bimodally distributed, with most responses clustering at the
extreme values (1 and 10). In this context, the median provided

a more robust and meaningful threshold than the mean, enabling
clearer categorical comparisons between users who expressed
generally positive versus negative appraisals of Ozempic. We
plotted the proportions of reviews mentioning each subtheme
in the higher- and lower-rating groups, reflecting their relative
frequencies within each group. For visualization purposes, each
subtheme was classified according to the predominant sentiment
expressed by respondents: “positive” (eg, treatment-associated
weight loss), “neutral” (eg, injection process), or “negative”
(eg, nausea and gastrointestinal complaints; see Figure 2B).
Separate chi-square tests were conducted to compare the
frequency of each subtheme’s representation between higher-
and lower-rating groups. A 2-sided test with a type I error rate
of 0.05 was used for all analyses.
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Figure 2. A) Histogram depicting the frequency of respondents’ quantitative ratings of Ozempic on a 1-10 scale. Data were bimodal, with the most
frequent scores being 1 and 10. For subsequent analyses, we divided respondents into those who provided ratings above or below the median score of
7.5 (‘higher’ vs. ‘lower’ ratings). B) Respondents who provided higher quantitative ratings of Ozempic (8-10 out of 10) were more likely to have also
contributed to subthemes associated with positive sentiment (as described by the respondents), including ‘weight loss’ and ‘appetite suppression’.
Respondents who provided lower ratings (1-7 out of 10) were more likely to have contributed to several more negatively valanced subthemes, including
‘minimal/no weight loss’ ‘other physiological (nongastrointestinal) symptoms,’ and ‘plans to discontinue treatment’. Comparisons between higher vs.
lower ratings made using  2 analyses. *p<0.05, **p<0.01. Numbers/letters in parentheses reflect the subthemes described in the Results section.

Reporting Standards
This study was designed and reported in accordance with the
Good Reporting of a Mixed Methods Study (GRAMMS;
Multimedia Appendix 1) and Standards for Reporting
Qualitative Research (SRQR; Multimedia Appendix 2)
guidelines to ensure transparency and reproducibility.

Results

Thematic Analysis

Overview
Our thematic analysis reached saturation after analyzing 60
responses. Three major themes emerged from these analyses
(outlined in Tables 1-3). Each overarching theme comprised
several related subthemes that reflected a spectrum of responses
(eg, weight loss vs no weight loss). Some respondents
contributed to multiple related subthemes (eg, individuals who
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initially lost weight with Ozempic but later regained weight
were included in both “Weight loss and related outcomes” and
“No/minimal weight loss or weight rebound”). Below, we
describe each theme and provide representative verbatim
examples. For each subtheme, we also report the median
quantitative rating (1-10 scale) among all participants who
contributed to that subtheme, along with the respective median
absolute deviation (MAD) from the median.

Theme 1: Change in Body Weight/Appetite
Approximately half of respondents (33/60, 55%) indicated that
they experienced weight loss at some point during Ozempic
treatment (Table 1; subtheme 1a). Some users also reported
improvements in weight-related outcomes, including reductions
in cholesterol levels. Quantitative ratings from respondents
contributing to this subtheme (median 8.5, MAD 1.5) were
higher than the overall group median (median 7.5, MAD 2.5).
A substantial proportion of respondents (22/60, 37%) reported
that Ozempic treatment was associated with appetite suppression

(Table 1; subtheme 1b). The median quantitative ratings for this
group were similar to those for subtheme 1a (median 8.0, MAD
1.5), reflecting the considerable overlap in respondents (n=15)
contributing to both subthemes. Additionally, a subtheme
emerged regarding a reduction in food cravings (Table 1;
subtheme 1c), with 8 of 60 (13%) respondents reporting that
Ozempic treatment was associated with decreased cravings,
particularly for sugary and greasy foods (median 10.0, MAD
0.0). A total of 40 unique respondents were coded under
subthemes 1a, 1b, or 1c, indicating that 40 out of 60 (67%)
respondents reported reductions in weight, appetite, or cravings.
By contrast, 11 out of 60 (18%) respondents expressed
no/minimal weight loss or weight rebound (Table 1; subtheme
1d; median 1.0, MAD 0.0). Among these, some noted they had
not lost any weight, while others reported weight loss occurring
slowly. Four respondents in subtheme 1d also appeared in
subthemes 1a, 1b, or both, suggesting that although they initially
experienced reductions in weight or appetite, these effects were
not sustained over time (ie, weight loss plateaued or reversed).

Table 1. Representative quotes for theme 1: “Change in Body Weight/Appetite.”

Examples of review comments (and drug rating associated with comment)Median (median absolute devi-
ation) drug rating (0-10)

nSubtheme

8.5 (1.5)331a. Weight loss and related
outcomes

• I’ve been taking Ozempic for almost 1 year and I have lost 55 lbs.

[Rating N/Aa]
• For the first time in 30 years I don’t go to bed kicking myself for what

I’ve eaten or making promises to myself to make amends for overeating.
[Rating 7]

• I started at 192 lbs Nov 15th and as of May 1st I weigh 152 lbs. [Rating
10]

• I am more than pleased that my cholesterol is now 180 from 270 on
medication. I have never been below 200 total cholesterol in my life!
[Rating 10]

• In the first month, I lost 15 pounds on the lowest dose. [Rating 10]

8.0 (1.5)221b. Appetite suppression • I don’t have much an appetite and I feel fuller faster and longer. [Rating
10]

• My appetite was reduced by 90%. I used to overeat, but now I can only
manage two small meals a day. [Rating 9]

• It curbed my appetite from the moment I took the 1st dose. I didn’t feel
any hunger despite being on a low-calorie diet and exercising five times
a week. [Rating 10]

• Yes, it makes you eat way less, I was never hungry but made myself eat
because I had to. [Rating 2]

10.0 (0.0)81c. Reduction in food cravings • I found my sugar cravings disappeared once I started taking 1 mg. Up
until then I still craved sugary foods. I lost all interest in greasy food
(fries, anything deep fried etc) from .5 mg and up. [Rating 10]

• Ozempic helped me cure my sugar addiction and greediness. [Rating
10]

• I don’t crave junk food and only eat 1/3 of what I used to since I stay
full longer. It’s nice [Rating 8]

1.0 (0.0)111d. No/minimal weight loss or
weight rebound

• I am loosing [sic] weight but it is very slow (.25/week if I am lucky)
[Rating 5]

• It has done absolutely NOTHING for me for weight loss. [Rating 1]
• it seems to have plateaued as I haven’t lost any weight since Christmas

and it’s now March. [Rating N/A]
• To date, I am not losing anything and most weeks I have gained the

weight back. [Rating 1]

aN/A: not applicable.
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Theme 2: Nonweight-Related Symptoms and Side Effects
The majority of respondents (48/60, 80%) indicated that
Ozempic treatment was associated with nonweight-related
symptoms and side effects that varied in nature and severity.
Nausea and gastrointestinal complaints were the most frequently
reported (Table 2; subtheme 2a; 37/60, 62%), including general
nausea, vomiting, burping, and severe constipation. Interestingly,
the quantitative ratings associated with this subtheme (median
8.0, MAD 2.0) were similar to the overall median across all
respondents (median 7.5, MAD 2.5), suggesting that the
presence or absence of these symptoms was not a decisive factor

in participants’ overall appraisal of the medication (discussed
further below). Respondents also described a range of other
physiological (nongastrointestinal) symptoms, including
headaches, gallbladder complications, severe dehydration, blood
loss, and anemia (Table 2; subtheme 2b; 40/60; 67%; median
7.0, MAD 3.0). Two respondents reported negative impacts on
mental health, specifically the onset or worsening of depressive
symptoms (Table 2; subtheme 2c; median 4.5, MAD 3.5).
Finally, a minority of respondents (8/60, 13%) explicitly
indicated that they did not experience any distressing adverse
events (Table 2; subtheme 2d; median 10.0, MAD 0.0).

Table 2. Representative quotes for theme 2: “Nonweight-Related Symptoms and Side Effects.”

Examples of review comments (associated quantitative rating of Ozempic efficacy)Median (median absolute
deviation) drug rating (0-10)

nSubtheme

8.0 (2.0)372a. Nausea and
gastrointestinal
complaints

• It started with huge belches and nausea. That night I vomited and was so lethargic and
nauseous that I didn’t get out of bed for 3 days. [Rating 5]

• The most consistent symptom throughout my 5 months on Ozempic has been severe con-
stipation. The inability to down lots of water like I used to has only added to the constipa-
tion. Nausea has also been prevalent from early on but reached the point of unbearable
after a few weeks on 2 mg. Started throwing up daily around that time as well which was
when the costs started outweighing the benefits. [Rating 7]

• I have had some very bad nausea, vomiting and diarrhea. Also lots of burping and it smells
terrible. When I have vomited - it is sooo much volume. More than anytime in my life.
[Rating 7]

• I have had massively bad headaches, nausea, vomiting, and stomach pain. After the first
injection, I ended up in the ER because of my stomach pain, and then again 5 days later.
I haven’t been able to keep anything down. I can barely keep 2 sips of water down. I can’t
even take any of my prescription medications because I am constantly throwing them back
up. [Rating 3]

7.0 (3.0)402b. Other physi-
ological (non-
gastrointestinal)
symptoms

• I waited for three weeks and then tried again. However, after two injections, I became
severely dehydrated and ended up in the ICU at the Heart Center. I had collapsed at a baby
shower due to dehydration and was experiencing blood loss in my stools, anemia, and
electrolyte imbalances. I could have died, but thankfully, I am still here to share my story.
[Rating 1]

• I’ve gotten a few headaches [Rating 10]
• The sad news is I got gallbladder problems from ozempic and my gallbladder has to be

removed. [Rating 1]
• However, after a couple of months, I started getting abdominal pains in the upper right

quadrant that extended to my back, between my shoulders. The pains would manifest a
day or two after the shots and last several hours. It was worse during standing or walking
and not a problem when sitting. [Rating 8]

• I do get a case of terrible heartburn after each injection. [Rating 1]
• ...swelling of the throat, and difficulty swallowing which has not stopped since the first

and last dose [Rating 1]
• I have constant dizziness [Rating 4]
• I had weird sores on my tongue. [Rating 5]

4.5 (3.5)22c. Detrimental
mental health
outcomes

• The worst side effect for me was depression. I would have mild anxiety and this drug made
it a lot worse and made my mood very low...I just couldn’t stick feeling so low in my
mood. [Rating 8]

• Depression - very strange feeling, almost like out of body experience. For first time found
myself HATING body...Difficulty focusing. [Rating 1]

10.0 (0.0)82d. Minimal or
no experience
with side effects

• Obviously some people have terrible side effects, but I’ve had none (not even a headache!).
[Rating 10]

• I haven’t had any side effects, only positive ones! [Rating 10]
• No side effects whatsoever but saying that I was (and still am) eating healthy (no

greasy/fried food, no sugar, no alcohol, low fat). [Rating 10]
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Theme 3: Plans for Ongoing Use Versus Discontinuation
Some respondents (n=20) discussed their intentions regarding
continuation or discontinuation of Ozempic treatment, as well
as practical considerations related to ongoing use. A small subset
(n=6) explicitly reported plans to continue treatment (Table 3;
subtheme 3a; median 9.0, MAD 1.0), often despite experiencing
side effects. By contrast, a larger number (n=14) explicitly
indicated plans to discontinue Ozempic (Table 3; subtheme 3b),
and their quantitative ratings were correspondingly lower than

the overall group median (median 3.0, MAD 2.0). Across the
entire sample, 10 out of 60 (17%) respondents discussed the
injection process associated with Ozempic administration (Table
3; subtheme 3c; median 8.0, MAD 1.0). Most users described
the process as straightforward and convenient, with only 3
reporting difficulties. A small number (n=5) mentioned the cost
of Ozempic (Table 3; subtheme 3d; median 8.0, MAD 1.0);
while some considered it manageable when covered by
insurance or medical cards, others identified cost as a barrier to
continued use.

Table 3. Representative quotes for theme 3: “Plans for Ongoing Use Versus Discontinuation.”

Examples of review comments (associated quantitative rating of Ozempic efficacy)Median (median absolute
deviation) drug rating (0-10)

nSubtheme

9.0 (1.0)63a. Plans to
continue with
treatment

• I have had all 5 of the main side effects, nausea, stomach pain, vomiting, diarrhea, and
constipation. I am happy with the weight loss, so am learning to manage these. [Rating 8]

• The side effects at the beginning were worth it for me but from the sounds of it, mine
weren’t that bad. I have never once thrown up. [Rating 10]

• What it has done is to force me to give up bad habits because I do not like staying nauseous.
I do believe this negative reinforcement will make me sustain weight loss after I have
finished my rounds. [Rating 10]

3.0 (2.0)143b. Plans to dis-
continue treat-
ment

• I do not plan to continue. No pain, no gain. I’ll get my loss the old-fashioned way with
proper diet and exercise. Never again want to feel this way on Ozempic. [Rating 1]

• ...while watching TV, I heard an Ozempic commercial that included warnings about gall-
bladder problems and pancreatitis. I immediately stopped using it and went to my doctor.
[Rating 1]

• I have had pretty much all the side effects possible. I have missed four days of work because
I can’t leave my bathroom. I can’t keep anything in my stomach with it hurting and the
diarrhea will not stop. I’m getting dehydrated but If I drink it goes right through me. I have
a family to look after and I can’t. All I want to do is sleep. I don’t think I will be taking

my second injection. [Rating N/Aa]
• I've been on Ozempic for 4 months. Recently raised my dose to .75 mg but I am stopping

this medication. Yes, I lost 15 lbs but suffered with the worse sulfur gas, was sick in bed
at times, missing appointments because I felt that crap. [Rating 2]

• This is my third week and I feel absolutely horrid!! I have constant dizziness, extreme fa-
tigue, and generally feel like crap. I don't think I will continue. It's not worth it to lose
maybe 20 lbs but can't get out of bed and function. I am tired of feeling like death warmed
over. [Rating 4]

• Got up to 2mg after 2 years at 1mg. Stopped because I began vomiting and feeling nauseous
[Rating 7]

8.0 (1.0)103c. Injection
process

• I had to go to my doctor’s office to have them me show how to use the pen from priming
it to injecting the pen. It was easy. Even the directions from the website is easier. [Rating
10]

• It is very convenient to use (inject once a week), and the needle is so thin (less than a hair)
you don’t even feel it. [Rating 10]

• Dosing 2mg is difficult as a needle change is required. [Rating 7]
• Incorrect filling of the pen, it never has enough according to dosage. [Rating N/A]

8.0 (1.0)53d. Cost • I’m in Ireland, and it costs €150 a month for four injections, which are covered by my
medical card. [Rating 9]

• Unfortunately, it did take a toll on my wallet, and I eventually had to switch from my
hospital/GP to getting it online by telehealth from semalean. My son has also started taking
it, and I would recommend it to anyone who is curious, but only if they are willing to see
if the side effects apply to them. If they do not, and the treatment is affordable or covered
by insurance, it can be truly amazing. [Rating 8]

• Don’t waste your money on this stuff. [Rating 1]

aN/A: not applicable.
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Identification of Themes Contributing to Higher
Versus Lower Quantitative Ratings of Ozempic
Efficacy
Across the 54 participants who provided a quantitative rating
of Ozempic’s efficacy on the 1-10 scale, the average rating was
5.98 (SD 3.65), and the median was 7.5 (MAD 2.5; Figure 2A).
For comparison, the average rating among all available user
reviews of Ozempic for weight loss on Drugs.com at the time
of data collection (n=78) was 6.04, with a median of 7.0 (MAD
3.0). Statistical analysis indicated no significant difference
between these 2 distributions (Mann-Whitney U test, P=.996),
indicating that our analytic subsample was representative of the
broader dataset. The most frequent scores were 1 and 10 (n=14
each), indicating that more than half of respondents (28/54,
52%) rated Ozempic as either the highest or lowest possible
score (see Figure 2A). Based on the distribution of user ratings,
we divided the data into 2 groups using a median split: those
with higher ratings (scores of 8-10; n=27) and those with lower
ratings (scores of 1-7; n=27; Figure 2A). To examine which
qualitative subthemes were associated with more positive versus
negative evaluations of Ozempic, we conducted 2 × 2 chi-square
tests comparing the frequency of each subtheme across the
higher- and lower-rating groups (Figure 2B).

As expected, several subthemes reflecting positive sentiment
were more frequently observed among respondents who
provided higher ratings of perceived efficacy than among those
who provided lower ratings. These included weight loss

(subtheme 1a; 21/27, 78%, vs 9/27, 33%; χ2
1[n=54]=10.80,

P=.001) and appetite suppression (subtheme 1b; 15/27, 56%,

vs 7/27, 26%; χ2
1[n=54]=4.91, P=.03). Although reduction in

food cravings was mentioned more often among higher-rating
respondents (subtheme 1c; 5/27, 19%, vs 2/27, 7%), this

difference did not reach statistical significance (P=.22). Three
subthemes reflecting negative sentiment were observed at
significantly higher frequencies among respondents providing
lower ratings. These included no/minimal weight loss or weight

rebound (subtheme 1d; 8/27, 30%, vs 1/27, 4%; χ2
1[n=54]=6.53,

P=.01), physiological (non-gastrointestinal) symptoms

(subtheme 2b; 22/27, 81%, vs 15/27, 56%; χ2
1[n=54]=4.21,

P=.04), and plans to discontinue treatment (subtheme 3b; 11/27,

41%, vs 2/27, 7%; χ2
1[n=54]=8.21, P=.004). Interestingly, the

frequency of nausea/gastrointestinal complaints (subtheme 2a;

19/27, 70%, vs 16/27, 59%; χ2
1[n=54]=0.73, P=.39) did not

differ significantly between the higher- and lower-ratings
groups.

Finally, we conducted exploratory analyses to better understand
the profile of the relatively small number of respondents who
explicitly indicated their intention to continue (n=6; Figure 3A)
versus discontinue (n=14; Figure 3B) Ozempic treatment. All
respondents (6/6, 100%) who intended to continue treatment
reported ongoing weight loss, appetite suppression, or reduction
in food cravings (ie, subthemes 1a, 1b, and 1c, but not 1d); this
proportion differed significantly from those who intended to

discontinue treatment (5/14, 36%; χ2
1[n=20]=7.01, P=.008).

By contrast, both groups reported a high frequency of adverse
events (subthemes 2a, 2b, or 2c; 6/6, 100%, vs 13/14, 93%;
P=.50). All 6 continuers reported nausea and gastrointestinal
complaints (subtheme 2a), and 4 experienced other physiological
symptoms (subtheme 2b). Similarly, 9 of the 14 discontinuers
experienced nausea, and 12 reported other physiological
symptoms. Together, these data suggest that the intention to
discontinue Ozempic may be driven primarily by a lack of
perceived efficacy (failure to lose weight), rather than by side
effects or adverse events.
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Figure 3. Weight loss and side effect outcomes among respondents who explicitly indicated an intention to continue (n=6) or discontinue (n=14)
Ozempic treatment in the long term. Among those intending to continue (A), 100% reported ongoing weight loss, appetite suppression, and/or reduction
in cravings (i.e., subthemes 1a, b, c, but not d), as well as experiencing some type of side effect (subtheme 2a, b, and/or c). Users who intended to
discontinue treatment (B) were significantly less likely to report ongoing weight loss and/or appetite suppression (36%) and had a high frequency of
adverse events (93%). **p<0.01, χ2 analyses).

Discussion

Principal Findings and Comparison to Prior Work
This study provides new insight into how individuals perceive
and evaluate the off-label use of Ozempic for weight loss, based
on unsolicited, real-world data from an online medication review
platform. Using a mixed methods approach, we found that user
satisfaction was driven primarily by perceived effectiveness in
promoting weight loss and appetite suppression, whereas
gastrointestinal side effects were common but exerted limited
influence on overall evaluations or decisions to continue
treatment. Rather, discontinuation was most strongly associated
with no/minimal weight loss or the occurrence of other,
nongastrointestinal side effects. These findings highlight that,
for many users, perceived efficacy outweighed tolerability
concerns—a perspective that may be underrepresented in
traditional clinical trials—and demonstrate the potential of
infoveillance methods to capture patient-centered attitudes that
shape treatment adherence.

Of the 60 respondents, 40 (67%) reported reduced weight,
appetite, or cravings as a result of Ozempic treatment. This
finding aligns with clinical trial data demonstrating the broad
efficacy of semaglutide in promoting weight loss, with
reductions of up to 17.3% observed after approximately 1 year
of treatment, depending on dose and patient population
[12,14,15]. Across these studies, approximately 13.5% of
participants failed to achieve ≥5% weight loss with semaglutide
2.4 mg, comparable to the 18% (11/60) of participants in our
sample who reported minimal or no overall weight loss.
Consistent with these findings, subthemes related to weight
outcomes were major contributors to respondents’ overall
quantitative ratings of Ozempic: subthemes 1a and 1b (“weight

loss and related outcomes” and “appetite suppression”) were
associated with higher overall ratings, whereas subtheme 1d
(no/minimal weight loss or weight rebound) occurred more
frequently among lower ratings. Moreover, reductions in weight,
appetite, and cravings (subthemes 1a, 1b, and 1c) were strongly
associated with respondents’ intention to continue versus
discontinue treatment, underscoring these outcomes as being
closely associated with long-term medication adherence.
Notably, a retrospective study of electronic health records in
the United States reported that semaglutide treatment was
associated with higher persistence rates at 1 year (40%)
compared with other weight loss medications, including
liraglutide (17%), phentermine-topiramate (13%), and
naltrexone-bupropion (10%) [31], likely reflecting its superior
efficacy in promoting weight loss.

Several respondents indicated that although Ozempic treatment
initially led to weight loss, this effect had plateaued or even
reversed with continued use. This observation aligns with
evidence from clinical studies showing that weight loss tends
to plateau after approximately 1 year of semaglutide treatment,
with weight regain often emerging during the second year in
trial extension cohorts [32]. Such plateaus are consistent with
those observed following other weight loss interventions and
are thought to reflect metabolic adaptations, including reductions
in resting and nonresting energy expenditure, accompanied by
compensatory changes in appetite-regulating hormones
[2,33-35]. In our dataset, very few respondents reported their
treatment duration; therefore, we were unable to determine
whether this variable mediated positive versus negative
appraisals of Ozempic’s efficacy. This should be a focus of
future research, as it is conceivable that patient attitudes toward
Ozempic become increasingly negative as weight loss plateaus
or reverses over the longer term. Such dynamics likely have
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important implications for long-term medication adherence,
including for semaglutide formulations specifically approved
for obesity and overweight [36].

A high proportion of respondents reported experiencing
gastrointestinal complaints, including nausea, diarrhea, and
vomiting. This aligns with clinical trial data identifying these
as the most common adverse events associated with semaglutide
treatment, with prevalence ranging from 41.9% to 82.8% across
studies [12-16], as well as with preclinical evidence that GLP-1R
agonists act on hindbrain regions involved in emesis control
[37]. In our sample, these adverse events occurred with similar
frequency among respondents who provided higher versus lower
quantitative ratings, suggesting that gastrointestinal symptoms
did not substantially influence overall attitudes toward Ozempic
as a weight loss medication. This aligns with data from a
previous study showing that 99.5% of gastrointestinal adverse
events were nonserious, transient, and occurred most frequently
during or shortly after dose escalation [38]. Moreover, across
several clinical trials, treatment discontinuation due to
gastrointestinal complaints was relatively uncommon, affecting
only 3.4%-4.2% of participants [14,16]. Together, these findings
indicate that gastrointestinal side effects are generally well
tolerated and often regarded as “acceptable,” particularly among
individuals who experience meaningful weight loss (as described
by 1 respondent: “I have had all 5 of the main side effects,
nausea, stomach pain, vomiting, diarrhea, and constipation. I
am happy with the weight loss, so am learning to manage
these”). By contrast, users who reported other physiological
(nongastrointestinal) symptoms tended to give lower quantitative
ratings. This may reflect the greater severity of some of these
adverse events, with several users indicating hospitalization due
to complications such as severe dehydration or gallbladder
removal. Although we cannot confirm that these outcomes were
directly attributable to Ozempic treatment, serious
treatment-associated adverse events have been reported in
approximately 10% of participants in large-scale studies [15,16],
including gallbladder disorders such as cholelithiasis and
cholecystitis, which have led to treatment discontinuation in
some cases [12].

Our data also included 2 instances in which respondents reported
experiencing depression symptoms that they attributed to
Ozempic treatment. Recent discussions have raised concerns
about a possible association between semaglutide use and
adverse mental health outcomes, particularly suicidal ideation
[39]. This aligns with a recent FDA submission noting a
disproportionate number of reports of “depression/suicidal” and
suicidal ideation among individuals treated with semaglutide,
although no causal relationship was established [39]. However,
other studies, including a recent meta-analysis of 25 clinical
trials, have found no association between GLP-1R agonists and
suicidal or self-injurious behaviors [40,41], and some evidence
even suggests a lower risk of these outcomes compared with
other medications for obesity and T2D [42]. These mixed
findings mirror patterns observed among bariatric surgery
patients, where treatment has been associated not only with
improvements in depression and anxiety but also with an
increased risk of suicidality and self-injurious behavior [43].
Collectively, these data highlight the need for further research,

including prospective studies and controlled clinical trials, to
clarify the potential mental health risks associated with
semaglutide use. Complementary preclinical investigations may
also be necessary to identify shared neurobiological pathways
underlying the regulation of appetite and mood.

Limitations and Future Directions
We acknowledge several important limitations of our study.
First, our data were opportunistic and derived exclusively from
a single website (Drugs.com), which does not publish
demographic information about its users. As such, it is unclear
to what extent our findings are representative of the broader
population of Ozempic users. Online reviewers may also differ
systematically from the general treatment population (eg, in
health literacy, socioeconomic status, or engagement with digital
health platforms), potentially biasing the types of experiences
shared. Furthermore, self-selection biases may amplify extreme
positive or negative perspectives, leading to an
overrepresentation of polarized views [44]. Although we
mitigated this by including all eligible reviews and reporting
aggregate rather than individual data, future research should
extend these findings through prospective, consented studies
that collect demographic and clinical information, enabling the
hypotheses generated here to be tested in more representative
and generalizable samples.

Second, cumulative evidence indicates that weight loss in
response to GLP-1R agonists may be more pronounced among
women [45-47]; future research should therefore examine
whether perceptions of Ozempic’s clinical benefits and side
effect profile differ by sex. Relatedly, because the data were
self-reported, we could not independently verify clinical
outcomes, adverse events, or the reasons for Ozempic use.
Although this limitation may introduce some inaccuracy, the
strong consistency of themes across respondents provides
reassurance regarding the reliability of the data. Third, weight
loss outcomes and adverse events are likely influenced by both
the dose of Ozempic and the duration of treatment. These
variables were not available in the present dataset and therefore,
could not be analyzed. Finally, online reviews of consumer
products, including medications, may be shaped by contextual
factors such as prior reviews or platform norms, which could
“prime” respondents to emphasize certain outcomes over others.
This limitation underscores the need to triangulate infoveillance
data with controlled, prospective designs to validate and extend
these findings.

Clinical Implications
These findings offer practical insights for both clinicians and
their patients. For clinicians, acknowledging that side effects
are common, and occasionally serious, can help guide
expectation-setting, safety monitoring, and decisions about
when to consider alternative treatments. For patients,
understanding that side effects vary in severity and that weight
loss may plateau over time can support more realistic
expectations and informed discussions with health care providers
about whether to continue or adjust therapy. Together, these
insights can foster clearer communication and more
patient-centered decision-making.
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Ethical Implications of Using Deidentified Online Data
Although we analyzed public, deidentified posts, we
acknowledge that ethical considerations remain, including (1)
the potential for reidentification through rare combinations of
clinical details; (2) users’ possible expectation that posts were
intended for peer support rather than research; and (3) the risk
of unintended harm, such as reinforcing stigma around the use
of medications for weight loss. We mitigated these risks by
limiting data collection to information necessary for analysis,
screening quotations to remove potentially identifying details,
reporting results in aggregate, and using neutral, nonsensational
language. Future research should build on the insights from this
study through prospective designs with informed consent,
enabling hypotheses generated here to be tested in more

representative and ethically robust samples that include limited
demographic and clinical data.

Conclusion
Attitudes toward Ozempic were shaped primarily by its
perceived effectiveness in promoting weight loss, with
gastrointestinal side effects exerting minimal influence on
overall satisfaction. For many users, the benefits of appetite
suppression and weight reduction outweighed treatment-related
discomfort. By leveraging an infoveillance approach, this study
identified key patient-reported factors driving satisfaction and
discontinuation that may be underrepresented in traditional
research. These findings provide a foundation for future
structured studies aimed at improving adherence and optimizing
treatment strategies for individuals with overweight and obesity.
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Abstract

Background: During 2024-2025, global emergencies triggered intense online discourse, presenting a unique opportunity to
examine how cultural factors shape emotional expression and knowledge dissemination. Understanding these dynamic mechanisms
is crucial for enhancing the effectiveness of digital health communication and optimizing crisis response strategies.

Objective: We analyzed how cultural and linguistic contexts influence emotional expression and thematic framing in social
media comments during major emergencies in 2024-2025. We uncovered cross-cultural differences in collective emotions and
narrative focuses, explaining how affective stance and discourse framing jointly shape the public construction of crisis meaning.

Methods: We used a cross-sectional, convergent mixed methods design. Data were collected retrospectively from X (formerly
Twitter; X Corp) and Weibo (Sina Weibo) between January 1 and December 31, 2024. Using purposive sampling, we selected
5-6 representative emergency events per month based on online visibility (capped at 600 comments/event). The dataset included
19,813 comments from X and 6536 comments from Weibo. Emotions were identified using a Cross-lingual Language
Model-Robustly optimized Bidirectional Encoder Representations from Transformers approach, and thematic patterns were
extracted with Bidirectional Encoder Representations from Transformers Topic. Integrated Gradients was used to interpret model
outputs, while clustering and network analysis were applied to visualize cross-cultural patterns. Hofstede’s cultural dimensions
theory helped interpret cultural influences on discourse. This mixed computational approach enabled a detailed comparison of
emotional structures and thematic discourse across linguistic communities.

Results: Significant cross-platform differences were observed in emotional distribution (χ²8=8025.60; P<.001). Compared to
X users, Weibo users, representing a collectivist culture, expressed concentrated negative emotions (20.37%; odds ratio [OR]
15.76, 95% CI 13.90-17.85), surprise (19.70%; OR 2.53, 95% CI 2.32-2.73), and fear (16.68%; OR 1.72, 95% CI 1.58-1.86),
reflecting group-oriented anxiety and emotional contagion. In contrast, X (formerly Twitter) users in individualist contexts
displayed dispersed sarcasm (43.49%; OR 55.19, 95% CI 43.95-69.21) and worry (15.30%; OR 55.27, 95% CI 34.74-87.88),
indicating personalized and critical emotional styles. Topic modeling revealed dense clusters around “safety,” “pray,” and
“resettlement” on Weibo, whereas X (formerly Twitter) comments emphasized decentralized themes of critique and responsibility.
Semantic network analysis revealed a cohesive fear-prayer-rescue chain on Weibo and fragmented, debate-oriented interactions
on X (formerly Twitter).

Conclusions: Emergency discourse is not neutral but is systematically structured by cultural values that shape emotions and
themes. Integrating multilingual computational and qualitative methods, we offer a replicable framework using large-scale data,
moving crisis and infodemiological research beyond single-platform or survey-based approaches. Our findings advance
theory-informed understanding of how cultural meaning systems translate into observable digital discourse under conditions of
risk and uncertainty. They also offer practical implications for governments, public health agencies, international organizations,
and digital platforms by informing culturally adaptive, platform-specific risk communication, community moderation, and crisis
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engagement strategies that can strengthen public trust, improve compliance with protective behaviors, and mitigate infodemic-related
harms.

(J Med Internet Res 2026;28:e84648)   doi:10.2196/84648

KEYWORDS

emergencies; cross-culture; XLM-RoBERTa; BERTopic; emotion; topic; cross-lingual language model–robustly optimized BERT
approach; Bidirectional Encoder Representations from Transformers Topic

Introduction

Background
This study investigates the emotional and thematic patterns
exhibited in social media comments during key global
emergencies spanning 2024-2025, focusing on how cultural
factors mold emotional expression and information
dissemination. Understanding these dynamic mechanisms is
essential for improving digital health communication and crisis
response strategies. Global natural disasters, public health crises,
and human-made accidents have intensified in recent years,
placing unprecedented demands on emergency communication
and mental health support. Social media platforms now serve
as real-time spaces for emotional expression and public
discourse during such events [1]. For example, on May 1, 2024,
a highway in Meizhou, Guangdong, collapsed after prolonged
heavy rain and unstable geological conditions. The disaster
caused 52 deaths and injured 30 people. Another tragedy
occurred on December 29, 2024, when a plane crashed in South
Korea. Only 2 passengers survived, while 179 passengers lost
their lives. Both incidents generated millions of online reactions
within hours.

Social media has increasingly been acknowledged as a vital
tool in emergency management. It allows authorities to monitor
public sentiment in real time, evaluate opinion-related risks,
and enhance the quality of risk communication [2-4]. Surveys
show that 75% of people use or plan to use social media during
emergencies, and 77% believe it delivers information faster
than traditional channels [5]. Weibo (Sina Weibo) and X
(formerly Twitter; X Corp) spread emergency updates more
quickly than conventional media and provide spaces for
emotional exchange and debate [5].

Limited understanding exists of how different cultural groups
emotionally respond to the same emergency through online
comments [6]. Although many studies have explored the role
of tweets or posts during emergencies [7,8], such as information
dissemination, public emotion analysis of posts, and crisis
communication strategies. User comments are often overlooked
because they are more spontaneous and interaction-driven [9].
While a substantial portion of research has focused on
single-language or single-region datasets, some cross-lingual
studies exist [10,11]. However, these studies often do not fully
explore cross-cultural differences in public responses,
particularly in the context of emergencies across multiple social
media platforms. Therefore, there remains a need for research
that systematically examines cross-cultural emotional and
thematic patterns in multilingual online discourse. To bridge
this gap, the study draws on comments posted during major
emergencies in 2024-2025 on Weibo and X (formerly Twitter),

comparing how cultures differ in emotional expression and
discourse patterns. Multilingual emotion recognition is
performed with the Cross-lingual Language Model-Robustly
optimized Bidirectional Encoder Representations from
Transformers (BERT) approach (XLM-RoBERTa), while
BERTopic modeling is used to cluster topics and trace emotions
such as fear, anger, and sarcasm across cultures. By revealing
how emotions are shaped in online discourse, the research
explains the psychological factors behind users’ emergency
responses and offers practical guidance for emergency
communication that respects cultural differences.

The paper is structured as follows. Section 1 details data
collection and the methods for preprocessing, emotion labeling,
and topic modeling. Section 2 reports results on emotion
patterns, topic clusters, and cross-cultural comparisons. Section
3 interprets these findings through cultural theories and discusses
practical implications, concluding with limitations and directions
for future work.

Literature Review

Social Media as a Digital Health Communication Tool
in Emergencies
Digital health, or the use of digital technologies for health, has
become an important field that applies routine and new forms
of information and communications technology to meet health
needs [12]. Social media platforms such as Weibo and X
(formerly Twitter) enable fast and interactive communication.
People can share personal experiences, questions, and feelings
in real time, adding to official announcements. This immediate
feedback builds a shared understanding of a situation. It also
helps officials respond to misinformation and ease public
anxiety, making social media a key setting for digital health
efforts [13-15].

Existing research has confirmed that during crises such as the
COVID-19 pandemic, digital health communication can lower
uncertainty and encourage protective behaviors [16]. Other
studies show that effective online risk communication can
reduce fear, prevent rumors, and improve a community’s ability
to handle crises [17]. However, most of this research focuses
on original posts or organizational messages. Less attention has
been paid to the active and multilingual comment sections. In
reality, comment sections often contain spontaneous, emotional
conversations and reveal how people from different cultural
backgrounds interpret health information. This content is crucial
for understanding how people process risk information and
decide how to respond. Despite the global reach of social media,
there is still little cross-lingual and cross-cultural analysis of
digital health communication.
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The Unique Value of Comment Discourse in Emergency
Communication
With the growth of social media, Weibo and X (formerly
Twitter) have become major spaces for public emotion and
opinion during crises. Unlike original posts that mainly
broadcast information, comment threads allow real-time
dialogue and shared narratives [18,19]. This bottom-up
interaction captures immediate, authentic public sentiment [20]
and reveals insights often missing from the posts themselves
[19].

Comments play 2 key roles in society. They show natural
emotional reactions and shape public agendas, influencing social
norms and even public policy. Since discourse reflects cultural
norms, emotional tones, and interaction styles vary across
contexts [21]. For example, collectivist cultures stress emotional
connection and group harmony, while individualist cultures
focus more on self-expression [22]. Thus, comment styles on
Weibo and X (formerly Twitter) during emergencies can differ,
highlighting the need for cross-cultural comparison [23].

In social media research, comment sections have been less
studied. One key reason is that these texts are often unstructured,
fragmented, and full of everyday wording [24]. Nonstandard
grammar, mixed languages, local slang, and subtle emotions
further challenge traditional text analysis models in processing
them [25,26]. These features make traditional models less
effective, so studies on emergency communication have often
left comments aside [27].

Emotional Characteristics and Multiemotion Analysis
in Comments
Emotional expression is shaped by language and culture, as
Dewaele and Pavlenko [28] emphasized in their cross-linguistic
perspective on emotions, showing that different languages
provide distinct repertoires for conveying feelings. In traditional
sentiment analysis, Gul et al [2] note that it typically categorizes
emotions into 3 broad types: positive, neutral, and negative.
However, Kant et al [29] argue that this approach fails to capture
the complexity of specific feelings such as fear, anger, worry,
shock, and sarcasm, leading to an oversimplified understanding.
Recent studies have shown that classifying emotions into 2 or
3 types is insufficient for crisis communication [4,30].
Regarding this issue, multiemotion labeling systems with
categories such as fear, anger, and sarcasm offer a more accurate
picture of public reactions and their potential policy implications
[11,31].

Cross-lingual and cross-cultural sentiment analysis is still
relatively understudied. Although social media is global, most
research still relies on monolingual datasets and ignores
culturally mixed communication [32]. Key linguistic
characteristics, including the use of metaphors, styles of
emotional expression, and cultural norms, differ greatly across
languages [26]. These differences present challenges to current
analytical models. Multilingual deep learning models such as
XLM-RoBERTa can capture cross-linguistic semantic meanings
[33,34]. Transformer-based topic modeling tools, such as
BERTopic, demonstrate stronger performance in extracting

coherent discussion themes from unstructured comment data
infused with emotional content [35,36].

Existing Approaches in Social Media Emergency
Research
Emergency communication research on social media mainly
uses 3 methods: network analysis, content analysis, and
sentiment analysis.

Network analysis studies how information spreads structurally
during emergencies. For example, Zhang et al [37] showed that
network structures affect how information spreads over time.
Han et al [38] proposed a convolutional neural network with
an extreme learning machine model-based algorithm to analyze
the emotional influence of Weibo users. It measures how
emotions spread among users. Singh and Singh [39] used text
and graph multiview learning for tweet sentiment analysis,
revealing structural and semantic connections. However, these
kinds of studies place less emphasis on the content and emotions
in messages.

Content analysis focuses on message features and
communication strategies. Kada et al [40] analyzed government
social media posts during COVID-19, and Chen and Ping [41]
used the Wuli-Shili-Renli method for natural disasters.
Nevertheless, content analysis has limitations in automating
and scaling up when dealing with large amounts of user
comments.

Sentiment analysis is widely used to gauge public emotions.
Ou et al [30] explored the evolution of public sentiments, filling
the gap in multiemotion classification studies. Studies [2,29]
have found that negative feelings often dominate, while Halse
et al [4] underscored their role in detecting trust. However, most
sentiment studies only assess basic polarity (positive, negative,
and neutral). Multiemotion classification remains scarce,
especially in cross-lingual settings [32,42].

Recently, researchers have combined topic modeling methods
with sentiment analysis to better capture themes and emotional
tones. Babalola et al [43] reported that BERTopic is more
effective than traditional models. Its usefulness in health-related
social media studies was also confirmed by Khodeir and
Elghannam [36] and Ma et al [44].

Hofstede’s Cultural Dimensions Framework
To analyze the discourse of cross-cultural comments, Hofstede’s
[45] cultural dimensions theory is used in this study. It is
a framework that not only compares the patterns of national
cultures but also explains how culture influences comment style.
Hofstede identifies 6 dimensions: power distance, individualism
and collectivism, masculinity and femininity, uncertainty
avoidance, long- and short-term orientation, and indulgence
and restraint. These dimensions link cultural values to emotional
and discursive behaviors. By applying Hofstede’s framework
to the comparative analysis, this study aims to interpret
emotional and thematic differences within broader cultural
contexts.

Hofstede’s framework is applied in many areas beyond theory.
It appears in studies on technology adoption [46], educational
behavior [47], and online communication. Research [48] shows
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cultural dimensions such as individualism and power distance
strongly affect behavioral intention and emotional expression
across nations.

Research Gap and Study Contribution
Although research on emergency communication through social
media has grown, 3 key gaps remain. First, comment sections
have not been fully used. Their unstructured format and the
complexity of analysis limit their practical application [24,25].
Second, most studies rely on monolingual datasets and seldom
examine cross-cultural comment data [32,49]. Third, research
on multiemotion sentiment analysis in cross-cultural
emergencies is still scarce [11,30].

To fill these gaps, this study proposes an integrated framework.
The framework combines BERTopic and XLM-RoBERTa to
perform cross-cultural, multiemotion analysis of comments
from Weibo and X (formerly Twitter) during emergencies. Its
purpose is to expand research methods in emergency
communication and to broaden the scope of discourse analysis
in digital public spaces. It emphasizes both multilingual
coverage and emotional sensitivity.

Research Questions
This study examines user comments on Weibo and X (formerly
Twitter) from multiple countries during 2024-2025 emergency
events, focusing on emotional structures and thematic discourse.
The analysis seeks to identify key topics and emotional patterns
within social media comments and to explore how cultural
factors shape styles of expression. To address these aims,
XLM-RoBERTa is applied for sentiment analysis and BERTopic
for topic modeling, providing data that enable detailed
cross-cultural comparison.

This study seeks to explore the following research questions:

• RQ1: How do social media comments on emergency events
express collective emotions and construct shared meanings?

• RQ2: In what ways do emotional expressions and narrative
focuses differ across cultural and linguistic communities?

• RQ3: How are emotional valence and narrative focus
interrelated in shaping the cross-cultural representation of
emergencies?

Guided by these questions, the study proposes that the
distribution and valence of emotional expressions differ
significantly across cultural groups, reflecting distinct affective
orientations and underlying value systems. Linguistic
communities are also expected to demonstrate culturally specific
narrative focuses when interpreting emergency events, revealing
divergent framing patterns in emotional discourse. Moreover,
emotional valence and narrative focus are assumed to be
interrelated across cultures, suggesting that affective stance and
discourse framing jointly contribute to the construction of crisis
meaning.

Methods

Mixed Methods Design Overview
This study used a convergent mixed methods design, integrating
quantitative computational analyses with qualitative content

and discourse analysis to examine cross-cultural emotional and
thematic patterns in social media responses to emergencies. The
quantitative phase included multilingual emotion classification,
frequency statistics, topic modelling, semantic co-occurrence
analysis, and statistical testing. The qualitative phase involved
manual coding by trained human coders, interpretive
examination of representative comments, and theory-driven
discourse analysis based on Hofstede’s cultural dimensions.
Both strands were conducted in parallel, and findings were
integrated during interpretation to triangulate results and enhance
validity. In adherence with best practices for observational
studies, this paper was drafted using the JARS (Journal Article
Reporting Standards) guideline [50] and was edited according
to the JARS reporting checklist [51], which is included in
Multimedia Appendix 1 Checklist 1.

Quantitative Component

Study Design and Data Collection
To explore public responses to emergencies, this study used a
cross-sectional observational design and systematically collected
social media comments from Weibo and X (formerly Twitter)
between January 1 and December 31, 2024. At the end of each
month, events from the previous month were systematically
reviewed within a 1-week window. Continuous or nonbreaking
events were excluded to ensure that only discrete emergency
events were included in the dataset. Furthermore, the total
number of comments across all major relevant hashtags for that
event on Weibo and X (formerly Twitter) did not exceed 600
during the selected evaluation period. Given the potentially
large data volume and uneven discussion intensity across events,
a purposive sampling method was used. Each month, 5-6
representative events were selected based on topic relevance,
comment volume, and overall online visibility, measured by
comment counts, repost numbers, and trending hashtag rankings.
Data were collected retrospectively after each event. Within the
archived datasets, iterative sampling was conducted in
successive batches until no new emotional categories or thematic
patterns emerged, indicating the achievement of analytical
saturation. This approach ensured that the dataset captured
events that generated substantial public interaction and
emotional expression on both platforms. For example, regarding
the January 2024 Japan earthquake, specific trending hashtags
were identified, including “# 日本地震 (Earthquake in Japan)”
on Weibo and “#JapanEarthquake2024” on X (formerly
Twitter). Posts related to these events were then systematically
collected, with data acquisition carried out via custom Python
scripts (Python Software Foundation), strictly adhering to the
platforms’ developer agreement and used solely for
noncommercial, academic research purposes.

In total, 26,349 valid comments were gathered through this
process, with 19,813 comments from X (formerly Twitter) and
6536 from Weibo. The combination of random sampling,
multistage cleaning, and independent coding ensured that the
final dataset remained representative, reproducible, and reliable
for analysis.
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Measures, Predictors, and Confounders
This study focuses on emotional patterns and thematic content
reflected in cross-cultural public comments. The
XLM-RoBERTa model was used, achieving an accuracy of
78.37%, outperforming traditional models, including the support
vector machine (64.2% accuracy) and XGBoost (62% accuracy)
[52]. To better capture emotions, the quantitative results went
beyond basic labels (“negative,” “positive,” and “neutral”) and
included additional categories such as “worried,” “fear,”
“angry,” “sarcasm,” “shock,” and “sad.” They also captured
thematic structures and semantic network forms identified by
computational models. In comparative analysis, platform type
(Weibo and X, formerly Twitter) and event category (natural
disasters and public crises) were regarded as key influencing
factors. The study aimed to examine their differentiated effects
on online emotional expression and discourse construction
through analyzing these factors. In addition, several background
variables were considered, covering event scale, total number
of comments, posting time, and geographic origin. Quantitative
processing of these variables was designed to ensure the
statistical robustness of the main findings.

Data Processing and Sampling Procedures
As shown in Figure 1, the analysis proceeded in 5 major stages:
pretraining, information collection, data processing, model

preparation, and visual analysis. A multistage cleaning process
was adopted, combining automated filtering and manual checks
to eliminate spam, blank comments, advertisements, and
duplicates. The collected data mainly included user IDs, posting
times, usernames, comment content, repost counts, comment
counts, such as counts and geographic locations. Due to the
exclusion of invalid and incomplete entries during preprocessing
(such as blank text content or missing timestamps), the final
analytical dataset (N=26,349) consisted of complete cases,
making multiple imputation unnecessary. The data were cleaned
and stop words removed using different natural language
processing libraries depending on language (Jieba for Chinese,
Natural Language Toolkit for European languages, and
stopwords-ISO [International Organization for Standardization]
for others). The multistage cleaning process also involved
eliminating irrelevant information, HTML tags, meaningless
symbols, and duplicate comments. All personally identifiable
information was destroyed immediately after collection, and
only valid data was retained. For events exceeding 600
comments, Python random sampling was used to cap the dataset
per event to maintain representativeness and reduce class
imbalance.
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Figure 1. Data analysis procedure. The data analysis included 5 steps: pretraining data, collecting comments via Python, processing comments, model
preparation, and building models for visual analysis. BERTopic: Bidirectional Encoder Representations from Transformers Topic; HTML: HyperText
Markup Language; ISO: International Organization for Standardization; NLTK: Natural Language Toolkit; XLM-ROBERTa: Cross-lingual Language
Model–Robustly Optimized BERT Approach.

Computational Modeling for Sentiment Classification
and Topic Clustering
Following the multilingual fine-tuning approach outlined by
Rasool et al [53], the study used the XLM-RoBERTa-base

model using a learning rate of 2×10–5, batch size of 16, and 15
training epochs. The optimizer was AdamW with fused precision
optimization adamw_torch_fused and a linear learning rate
scheduler. The maximum sequence length was set to 128 tokens.
Mixed-precision training (FP16) was enabled to optimize
memory usage and training efficiency. To address class
imbalance across emotion labels, a weighted binary
cross-entropy loss function was used, with class weights
inversely proportional to their frequency in the training corpus.
Continuous emotion probability scores were binned into discrete

emotional labels using predefined thresholds (neutral=0.12,
surprise=0.10, positive=0.25, negative=0.30, sarcasm=0.25,
fear=0.20, sad=0.25, worried=0.25, and anger=0.28). A total
of 11,933 sentences were used for pretraining [54] to help the
model better handle specific emotions, where meanings differ
from literal words [55].

To mitigate potential semantic misalignment for low-resource
languages (eg, Hindi and Indonesian), the research adopted a
back-translation data augmentation strategy using the
Many-to-Many 100 multilingual translation model. It has been
shown to improve model quality in low-resource languages
[56]. Each comment was translated from its source language to
English and then back to the original language, enriching
contextual diversity and improving cross-lingual embedding
alignment before fine-tuning.
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XLM-RoBERTa was applied to real data only after it showed
adequate performance. As shown in Figure 2, the correlation
checks between labels (ranging from –0.39 to 0.15) confirmed
low overlap, indicating that the model has sufficient ability to
process text. In addition, a manual verification step was
conducted to ensure classification accuracy and validate the
model’s reliability. Two trained coders independently analyzed
a random sample of 300 comments (150 from Weibo and 150
from X) to check the alignment between automated labels and
human interpretation. After 2 coding rounds, the inter-rater
reliability (Cohen κ) reached 0.88, confirming the model’s high
precision in capturing emotional nuances across both platforms.
Nevertheless, because the model relies primarily on linguistic
and semantic patterns without incorporating broader contextual

cues, it may not fully capture context-dependent expressions of
sarcasm or other nuanced emotional tones. These
methodological constraints were taken into account when
interpreting the results.

For topic clustering, the study adopted the BERTopic
framework, which outperforms traditional models such as latent
Dirichlet allocation and nonnegative matrix factorization when
handling short texts [57]. Grootendorst [58] upgraded
BERTopic, and this study adopted his improved version. As
shown in Figure 3, BERTopic combines BERT embeddings,
UMAP for dimensionality reduction, and HDBSCAN clustering
to extract key topics from comments, followed by class-based
term frequency-inverse document frequency (c-TF-IDF) to
generate keywords for each topic.

Figure 2. Correlation matrix of the 9 identified emotion labels. The heatmap displays the Pearson correlation coefficients (r) between all emotion pairs,
demonstrating generally low linear correlation across the labels.
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Figure 3. Bidirectional Encoder Representations from Transformers Topic (BERTopic) modeling workflow for extracting topics from social media
comments. The process consists of three main steps: (1) document embedding using Bidirectional Encoder Representations from Transformers (BERT)
and Transformers, (2) document clustering using Uniform Manifold Approximation and Projection (UMAP) for dimensionality reduction and Hierarchical
Density-Based Spatial Clustering of Applications with Noise (HDBSCAN), and (3) topic creation via class-based term frequency-inverse document
frequency (c-TF-IDF) and Maximal Marginal Relevance to generate topic representations and keywords.

Statistical Analysis
Descriptive statistics were used to summarize distributions of
comments and emotion categories. Proportions were reported
with their 95% CIs, which served to quantify the precision of
the parameter estimates for the analyzed dataset. Chi-square
tests were conducted to assess cross-platform differences.
Correlation matrices were generated to evaluate overlap among
emotion labels. Statistical charts were created to visualize data
distributions.

Model Interpretability Analysis
To address the inherent black-box nature of the fine-tuned
XLM-RoBERTa model, the study used the Integrated Gradients
(IG) attribution method [59]. IG attributes the model’s prediction
to input features by calculating the path integral of the gradient
from a baseline (zero embedding) to the actual input. It satisfies
the axioms of sensitivity (changes to an essential input feature
must lead to a change in attribution) and implementation
invariance (attributions must be independent of the specific
model implementation) [60].

The IG attribution score for an input feature is computed as
follows [61]:

Where F(x) is the model’s prediction function (the target logit),
is the input embedding, and χ′ is the baseline embedding.

For the XLM-RoBERTa implementation, the attribution target
was set to the logit output corresponding to the predicted
emotion category. The baseline input “χ′” was defined as the
zero embedding vector. This vector represents the absence of
textual information and is a standard practice in natural language
processing interpretation. The path integral required by IG was
numerically approximated using the Riemann sum with 50 steps.
A balance between computational efficiency and convergence
accuracy was achieved with this setting. Since XLM-RoBERTa
uses high-dimensional token embeddings, the raw IG output is
a vector for each subword token. The final scalar token-level
attribution score was derived by averaging the contribution
across all dimensions of the embedding vector. This process
yields a single value, which clearly indicates whether a token
supports (positive score) or suppresses (negative score) the
classification decision.

Qualitative Component

Data Sources and Sampling
The qualitative component was based on the same corpus of
publicly available social media comments analyzed in the
quantitative phase. Rather than generating new qualitative data
or recruiting participants, this study examined naturally
occurring textual data posted on Weibo and X (formerly Twitter)
in response to emergency events during 2024-2025. These
comments represent unsolicited public expressions produced
in real-world digital environments and were therefore treated
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as textual data sources rather than participant-generated
responses.

Qualitative analysis focused on interpreting how emotions and
meanings were discursively constructed within the broader
patterns identified by computational analysis. Representative
excerpts were examined to contextualize emotion categories,
topic structures, and semantic relationships observed at the
aggregate level. This approach allowed qualitative interpretation
to be embedded within the full dataset, supporting explanation
and triangulation without introducing a separate qualitative
sample.

Manual Coding Procedures
To ensure the methodological integrity of the qualitative
discourse analysis, the study conducted a separate theoretical
verification. The verification was meant to systematically link
emotional themes to Hofstede’s cultural dimensions through
the emotion-culture mapping framework. Two coders
independently analyzed representative comments for
theory-driven mapping. The intercoder reliability for this
thematic categorization reached a Cohen κ of 0.82. Coding
focused on the dominant semantic meaning and pragmatic
context, such as sarcasm. This approach helped capture cultural
nuance. Any discrepancies were resolved through discussion,
and full consensus was reached to provide an empirically
supported foundation for cross-cultural interpretations.

Discourse and Pragmatic Analysis
Linguistic differences help reveal cultural disparities. To explain
how emotions and comment styles differ across cultures,
Hofstede’s cultural dimensions theory [45] is applied in this
study. For instance, expressions such as “congratulations” in
an emergency context were interpreted not as positive but as
having a “sarcastic” connotation. Representative comments
were analyzed at the semantic level to explain how emotions
and comment styles differ between the collectivist context
(Weibo) and the individualist context (X, formerly Twitter).

Integration of Quantitative and Qualitative Strands
The study combined findings by linking emotional tone
(quantitative) with narrative focus (topic modeling). This mixed
methods approach showed how affective orientation and
discourse framing together shaped cross-cultural meaning
construction. Semantic co-occurrence network analysis was
combined with statistical distributions. The research emphasized
the interaction between emotion and narrative structure and
demonstrated that distinct emotional tendencies matched
particular thematic patterns in multilingual emergency
communication.

Reflexivity and Research Stance
The study acknowledges that, while the model relies on
linguistic patterns, it may not fully capture all context-dependent
expressions. Therefore, methodological constraints were taken
into account when interpreting the results. The interpretation
of “cultural disparities” is framed through the specific lens of

Hofstede’s theory, acknowledging the distinction between the
Chinese cultural context and the Western-dominated context of
X (formerly Twitter).

Ethical Considerations
This study drew on publicly accessible comments about
2024-2025 emergency events from X (formerly Twitter) and
Weibo. All data were collected with Python scripts, following
the platforms’ terms of service. The study was deemed exempt
from formal human research ethics approval by institutional
guidelines, as it involved no direct interaction with individuals
and used only publicly available data. Informed consent was
not required since the data were public, and platform policies
already notify users of potential academic use. To ensure
privacy, user identifiers (such as usernames and IP addresses)
were collected but immediately discarded, and all textual content
was thoroughly anonymized by removing indirect identifiers
before analysis. In addition, no images, figures, examples, or
supplementary materials included in this paper contain
information that could lead to the identification of individual
users. All illustrative excerpts and visualizations are fully
anonymized and presented in aggregate form. Therefore, no
identifiable personal data are disclosed, and additional individual
consent was not required. The research strictly followed the
ethical principles of the Declaration of Helsinki and complied
with major data protection regulations, including the General
Data Protection Regulation and the Chinese Cybersecurity Law.

Results

Interpretability Analysis
A comprehensive interpretability analysis was conducted for
the 9 emotion labels. The analysis consistently demonstrated
that the XLM-RoBERTa model’s predictions were highly
dependent on tokens with explicit emotional valence, matching
established principles of affective linguistics. As examples,
local attribution results for the “worried” and “anger” emotion
classifications are shown in Figures 4 and 5. For predicting
“worried,” the model relies heavily on specific entities or
situations that may pose harm. Tokens with the highest positive
contributions, such as “dest” (destination), “_har” (hardship or
harm), and “locat,” point to entities or difficulties that clearly
strengthen the model’s judgment of worry.

For predicting “anger,” decisions by the model depend strongly
on tokens representing highly critical or aggressive language.
The tokens with the highest attribution scores, including _h,
isha, and _han, correspond to strongly negative words and serve
as key evidence for XLM-RoBERTa to identify anger.

In conclusion, the IG interpretability analysis provides direct
evidence validating that XLM-RoBERTa’s decision-making
mechanism is trustworthy and intuitive. This subword-level
analysis reveals that the model effectively distinguishes between
relying on specific, contextual tokens and relying on strong,
affective tokens, significantly enhancing transparency and trust
in the model’s operations.
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Figure 4. Integrated Gradients (IG) token contribution scores for the “Anger” emotion, validating the Cross-lingual Language Model–Robustly optimized
BERT approach (XLM-RoBERTa) model. The bar chart displays tokens that positively (green) or negatively (red) contribute to the model’s prediction
of “anger”.

Figure 5. Integrated Gradients (IG) token contribution scores for the “Worried” emotion, validating the Cross-lingual Language Model–Robustly
optimized BERT approach (XLM-RoBERTa) model. The bar chart shows the positive (green) and negative (red) contribution scores of key tokens.

Emotional Distribution and Cultural Difference
Understanding how people feel about emergencies helps us
understand how the public perceives risks and their attitudes
toward them. This helps policymakers make timely decisions
that consider culture. These decisions improve social stability.
To test whether there is a significant difference, P<.001, in the

distribution of emotional labels between 2 platforms, a
chi-square test of independence was conducted. As shown in
Table 1, the results show that there is a highly significant
association between the platforms and the distribution of
emotional labels. This indicates that there are obvious statistical
differences in the proportions of different emotions expressed
by users on Weibo and X (formerly Twitter).
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Table 1. Statistical differences in the proportion of emotional labels between Weibo and X (formerly Twitter). The results (χ²8=8025.60; P<.001)
indicate a highly significant association between the platform used and the type of emotional labels expressed by users. All expected cell counts exceeded
the minimum requirement for chi-square analysis (181.76).

Asymptotic significance (2-sided)Value (df)Test statistic

<.0018025.598 (8)Pearson chi-square

<.0018551.340 (8)Likelihood ratio

<.0013008.296 (1)Linear-by-linear association

—29040N (valid cases)

To visually illustrate the emotional distribution patterns of user
comments, Figures 6 and 7 illustrate the monthly emotional
distribution patterns for both platforms from 2024 to 2025.
Platform X (formerly Twitter) exhibited a significantly higher
comment volume; from an initial collection of 19,813 entries,
the final analyzed sample for Platform X consisted of 21,600
emotion labels (mean 1800, SD 601.78). Similarly, the Weibo
dataset was refined from an original 6536 entries to a final
sample of 5527 emotion labels (mean 460, SD 223.13). The
distribution of emotional labels on each platform showed certain
differences (as shown in Table 2). “Fear” (16.68%) and
“Negative” (20.37%) emotions were most prominent on Weibo,
while “Sarcasm” (43.49%) dominated on X (formerly Twitter).
As the emotion classification was derived from linguistic
patterns without full contextual interpretation, the results should
be viewed as indicative rather than absolute, particularly for
context-dependent emotions such as sarcasm. Overall, the
distribution reveals clear cross-platform differences, suggesting
culturally distinct emotional response patterns during crises.

On Weibo (Figure 6), negative emotions such as “Fear” and
“Worried” rise sharply in crisis months such as July and
November. This pattern matches China’s high uncertainty
avoidance tendency. Data from X (formerly Twitter; Figure 7)
show a more stable distribution of these emotions (coefficient
of variation [CV]=0.39), reflecting higher uncertainty tolerance
in individualistic cultures with low avoidance traits. Emotional
responses on Weibo often evolve into collective worry; X
(formerly Twitter) users, however, express emotions more
individually.

“Positive” emotions (such as prayers and gratitude) on Weibo
increase sharply during disasters. For example, there were 192
labels in May and 105 in December. This pattern matches
collectivist cultures’ focus on unity. On platform X (formerly
Twitter), “Positive” emotions show a more even distribution
(CV=0.51), suggesting higher emotional self-regulation and
less need for group comfort.

“Sarcasm” shows the greatest difference. On platform X
(formerly Twitter), sarcasm occurs often (n=9393, 43.49%;
95% CI 42.8%-44.2%). It spreads evenly across the year
(CV=0.39) and reaches the highest level during emergencies,
usually targeting institutional issues. This fits cultures with low
power distance and strong free expression norms. On Weibo,
sarcasm is rare (n=76), mainly appearing when disaster response
is clearly poor. This reflects the caution typical of high power
distance and collectivist environments.

“Surprise” appears on both platforms (Weibo: n=1089 and X
[formerly Twitter]: n=1913), but the tone differs. On X (formerly
Twitter), people explicitly show surprise at event scale or shock,
matching direct cultural styles. On Weibo, surprise is brief,
quickly turning into emotions such as sympathy or worry. This
fits  the pattern of emotional control in
high-uncertainty-avoidance cultures. These emotional patterns
across platforms highlight how culture influences not only the
frequency but also the style and timing of public emotional
expression in response to emergencies.
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Figure 6. Monthly distribution of 9 emotional labels on the Weibo Platform (2024-2025). This stacked bar chart presents the absolute monthly frequency
and proportional distribution of the 9 classified emotional tags.

Figure 7. Monthly distribution of 9 emotional labels on the X (formerly Twitter) platform (2024-2025). This stacked bar chart displays the absolute
monthly frequency and proportional distribution of the 9 classified emotional tags.
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Table 2. The overall emotional distribution comparison between Weibo and X (formerly Twitter).

ORa (95% CI)Value, % (95%
CI)

Total countValue, % (95% CI)X (formerly
Twitter) count

Value, % (95%
CI)

Weibo countTags

5.76 (5.04-6.57)3.52 (3.3-3.7)9551.88 (1.7-2.1)4069.93 (9.1-10.7)549Anger

1.72 (1.58-1.87)11.7 (11.3-12.1)317410.43 (10.0-10.8)225216.68 (15.7-17.7)922Fear

15.76 (13.91-17.85)5.42 (5.2-5.7)14711.60 (1.4-1.8)34520.37 (19.3-21.4)1126Negative

0.62 (0.54-0.70)8.22 (7.9-8.6)22318.88 (8.5-9.3)19185.66 (5.1-6.3)313Neutral

2.07 (1.90-2.25)10.97 (10.6-11.3)29759.30 (8.9-9.7)200817.5 (16.5-18.5)967Positive

0.92 (0.83–1.02)9.00 (8.7-9.3)24419.14 (8.8-9.5)19748.45 (7.7-9.2)467Sad

0.02 (0.01-0.02)34.91 (34.3-35.3)946943.49 (42.8-44.2)93931.37 (1.1-1.7)76Sarcasm

2.53 (2.33-2.74)11.07 (10.7-11.4)30028.86 (8.5-9.2)191319.7 (18.7-20.8)1089Surprise

0.02 (0.01-0.03)12.25 (11.9-12.6)332215.3 (14.8-15.8)33040.33 (0.2-0.5)18Worried

——27127—21600—5527Total

aR: odds ratio; calculated with X (formerly Twitter) as the reference group. All OR values include leading zeros for values <1 per journal requirements.

Discovery of Online Public Opinion Topics
In the digital age, understanding the main topics in online public
discourse during emergencies is crucial for understanding public
attention, concerns, and information dissemination patterns.
This section explores the dominant themes that appear on the
2 social media platforms in relation to emergency events. It uses
c-TF-IDF to identify and rank key topics.

Figures 8 and 9 display the top 8 themes on Weibo and X
(formerly Twitter), respectively. A total of 1071 topics were
calculated for X (formerly Twitter), and 345 for Weibo. It can
be observed that on both platforms, keywords directly related
to emergency events (such as “rainstorm,” “hurricane,” “fire,”
“airplane,” “death,” and so on) occupy significant positions.
Regardless of cultural background, the public generally shows
instinctive concern for disaster impacts when faced with
real-world problems such as threats to life and property loss.
Both platforms focus heavily on discussions about natural

disasters (earthquakes, floods, typhoons, and so on).
Characteristic words such as “earthquake,” “rainstorm” (on
Weibo),” “hurricane,” “storm,” and “natural disasters” (on X
[formerly Twitter]) are all high-frequency themes. This reflects
that emergency events attract widespread attention across
cultures, consistent with humans’ instinctive responses to
survival and safety.

For comparative analysis, this study focused on the 7 most
frequent topics within a subset of clusters from Weibo and X
(formerly Twitter). For each of these topics, the 10 most frequent
topic words were extracted (refer to Tables 3 and 4). The
analysis identified representative themes, including “Rainfall
impact” and “Fire crisis.”

These were further examined using intertopic distance maps
(Figures 10 and 11), which visualize topic prevalence and
semantic similarity, revealing that discussions on Weibo were
more concentrated, while those on X were more dispersed.

Figure 8. Dominant themes and ranked keywords on the Weibo platform, identified by class-based term frequency-inverse document frequency
(c-TF-IDF) (Topics A-H). This figure displays the top 8 (of 345 total) extracted themes, highlighting the most representative Chinese tokens and their
c-TF-IDF scores.
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Figure 9. Dominant themes and ranked keywords on the X (formerly Twitter) platform, identified by class-based term frequency-inverse document
frequency (c-TF-IDF) (Topics A-H). This figure presents the top 8 (of 1071 total) extracted themes, showing the highest-ranking tokens and their
c-TF-IDF scores.

J Med Internet Res 2026 | vol. 28 | e84648 | p.1270https://www.jmir.org/2026/1/e84648
(page number not for citation purposes)

Guo et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. The 7 most frequent topics and top keywords within selected clusters on the Weibo platform. This table presents the top 7 themes and their
10 highest-weighted keywords (based on class-based term frequency-inverse document frequency [c-TF-IDF] scores) that dominate public discourse
on Weibo regarding emergency events.

WeightsKeywords

Topic 0

0.03城市(City)

0.07危险(Danger)

0.02气象(Meteorological)

0.01我们(We)

0.11越南(Vietnam)

0.02猴子(Monkey)

0.05他们(They)

0.03打开(Open)

0.04三浦(Sanpu)

0.03这样(This way)

Topic 1

0.06下雨(Raining)

0.05三点(Three o’clock)

0.04暴雨(Heavy rain)

0.07出门(Go out)

0.03这边(Here)

0.06大雨(Heavy rain)

0.4凌晨(Early morning)

0.3下雨天(Rainy day)

0.22平安(Safety)

0.12今晚(Tonight)

Topic 2

0.04人工降雨(Artificial rain)

0.06大雨(Heavy rain)

0.04大暴雨(Torrential rain)

0.02降雨(Rainfall)

0.02太多了(Too much)

0.46强暴雨(Severe rainstorm)

0.85吓人(Frightening)

0.22平安(Safety)

0.11顺利(Smoothly)

0.12雨势(Rain intensity)

Topic 3

0.03洪灾(Floods)

0.03遭遇(Encounter)

0.02中东地区(Middle East)

0.03东非(East Africa)

0.01上古(Ancient times)

0.31旱灾(Drought)

0.03防灾(Disaster prevention)
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WeightsKeywords

0.08失踪(Missing)

0.02甘蔗(Sugarcane)

0.09极端(Extreme)

Topic 4

0.07火之歌(A Song of Ice and Fire)

0.04火烧(Burning)

0.04起火(Catch fire)

0.04大火(Big fire)

0.04火灾(Fire disaster)

0.03纵火(Arson)

0.02烟头(Cigarette butt)

0.02烟火(Fireworks)

0.02绝好(Excellent)

0.01素材(Material)

Table 5

0.08山火(Forest fire)

0.05扑灭(Extinguish)

0.04肆虐(Raging)

0.04尽快(As soon as possible)

0.04火灾(Fire disaster)

0.03救火(Firefighting)

0.02见证(Witness)

0.01菲政府(Philippine government)

0.03关爱(Care)

0.02减轻(Alleviate)

Topic 6

0.32祈祷(Pray)

0.05人们(People)

0.04保守(Conservative)

0.8无人(No one)

0.75恳求(Plead)

0.17祈祷平安(Pray for safety)

0.8阿弥陀佛祈祷(Amitabha prayer)

0.04生活(Life)

0.04活着(Alive)

0.11大过年(During Chinese New Year)

J Med Internet Res 2026 | vol. 28 | e84648 | p.1272https://www.jmir.org/2026/1/e84648
(page number not for citation purposes)

Guo et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. The 7 most frequent topics and top keywords within selected clusters on the X (formerly Twitter) platform. This table outlines the top 7 themes
and their 10 highest-weighted keywords (based on class-based term frequency-inverse document frequency [c-TF-IDF] scores) identified in the X
discourse on emergency events.

WeightsKeywords

Topic 0

0.08Fires

0.07Fire

0.04Arson

0.3Smoke

0.03Firefighters

0.04Arsonists

0.02Burning

0.01Burned

0.04
(Fire)

0.19Flames

Topic 1

0.11Gas

0.3Fuel

0.14Residential

0.28Tanker

0.04Cylinder

0.03Station

0.05Lorry

0.07Embakasi

0.03Plant

0.05Cylinders

Topic 2

0.14Portugal

0.05Wildfire

0.05Fires

0.04Wildfires

0.04Spanish

0.04Portugals

0.04Portuguese

0.02Declaran

0.03Alguém

0.04Arson

Topic 3

0.07Lava

0.08Lewotobi

0.05Lakilaki

0.09Mount

0.07Ash

0.15Indonesia

J Med Internet Res 2026 | vol. 28 | e84648 | p.1273https://www.jmir.org/2026/1/e84648
(page number not for citation purposes)

Guo et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


WeightsKeywords

0.07Evacuations

0.07Erupted

0.06Eruptions

0.0416000

Topic 4

0.17Bus

0.11Thailand

0.7744

0.13Children

0.08Returning

0.05Siswa

0.03Guru

0.07Bangkok

0.11Teachers

0.02Thani

Topic 5

0.25Gobierno

0.07Government

0.12Gobierna

0.08Governo

0.09Pemerintah

0.03Federal

0.06Pusat

0.05Roubaram

0.05Años

0.08Provincias

Topic 6

0.16Rescue

0.03Underway

0.13Rescued

0.05Certain

0.03Humourrescue

0.02Baseball

0.02Operationswhat

0.03Isvbeing

0.05Resgate

0.1Missions
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Figure 10. Bidirectional Encoder Representations from Transformers Topic (BERTopic) intertopic distance map visualizing the semantic distribution
and prevalence of topics on Weibo. This map uses UMAP-based dimensionality reduction to plot topics, where the size of each circle corresponds to
the topic frequency. The proximity of the circles illustrates semantic similarity. The overall visualization confirms that public discourse on Weibo is
thematically concentrated.

The intertopic distance map for X (formerly Twitter; Figure 11)
reveals a relatively dispersed topic structure, suggesting that
emergency event discussions cover a wide range of issues. A
key trait of its discourse is the coexistence of several distinct
clusters alongside some relatively isolated topics. For example,
one prominent cluster centered on the immediate impact and
characteristics of specific disasters, particularly those related
to weather events. As shown in Table 4, this cluster covers
Topic 0 (“fire, arson, smoke...”), with a count of 198; Topic 1
(“gas, fuel, residential, tanker”), with a count of 99; and Topic
2 (“portugal, wildfire, fires, wildfires, alguém”), with a count
of 30, as evidenced by their proximity in the map and shared
keywords. These topics highlight discussions about sudden
natural disaster events and the dangers they pose to affected
urban areas. Another cluster appears to revolve around the
broader disaster context, including Topic 3 (“lava, lewotobi,
lakilaki, mount, ash...”), with a count of 23, and Topic 4 (“bus,
Thailand, children, returning, siswa...”), with a count of 17.
While these topics are distinct, they all focus on sudden
fire-related events. Simultaneously, a corresponding yet
somewhat independent cluster emerges. It includes Topic 5
(“gobierno, government, gobierna, governo, pemerintah, federal,
pusat, roubaram, años, provincias”), with a count of 167. Topic
6 (“rescue, underway, rescued, baseball, operations, isvbeing,
resgate, missions”), with a count of 11, stands out as a major
theme, indicating a strong emphasis on rescue efforts and
on-the-scene situations during emergencies. The topic including
“earthquake, sismo, earthquakes, terremoto...” is also relatively
large, with a count of 63, suggesting substantial discussion
surrounding seismic events. Notably, distinct topics focusing
on long-term recovery or preventive measures are relatively
scarce, though these elements appear to some extent in
earthquake and flood themes.

In contrast, as shown in Figure 10, the topic structure on Weibo
is more concentrated, suggesting a stronger connection among
themes. Similar to X (formerly Twitter), a significant cluster
on Weibo pertains to natural disasters, but with a greater
emphasis on direct impacts and local contexts. It is evident
within Cluster 1 that Topic 0 from Table 3 (count=51), including
“城市 (city),” “危险 (danger),” “气象 (meteorological),” “我
们 (we),” “越南 (Vietnam),” “猴子 (monkey),” “他们 (they),”
“打开 (open),” “三浦 (Sanpu),” and “这样 (this)”; Topic 1
(count=30), with terms such as “下雨 (raining),” “三点 (3
o’clock),” “暴雨 (heavy rain),” “出门 (go out),” “这边 (here),”
“大雨 (heavy rain),” “凌晨 (early morning),” and “下雨天
(rainy day)”; Topic 2 (count=20), including “人工降雨 (artificial
rain),” “大雨 (heavy rain),” “大暴雨 (torrential rain),” “降雨
(rainfall),” “太多了 (too much),” “强暴雨 (severe rainstorm),”
“吓人 (frightening),” “平安 (peace),” and “顺利 (smoothly)”;
and Topic 3 (count=7), with “洪灾 (floods),” “遭遇
(encounter),” “中东地区 (Middle East),” “东非 (East Africa),”
“上古 (ancient times),” “旱灾 (drought),” and “边境县 (border
county),” are closely located on the map and share keywords
related to weather events and urban impacts. Another cluster
encompasses similar natural disaster themes, such as Topic 4,
including “火之歌 (A Song of Ice and Fire),” “火烧 (burning),”
“起火 (catch fire),” “大火 (big fire),” “火灾 (fire disaster),”
“纵火 (arson),” “烟头 (cigarette butt),” and “烟火 (fireworks)”;
and Topic 5, including “山火 (forest fire),” “扑灭 (extinguish),”
“肆虐 (raging),” “尽快 (as soon as possible),” “火灾 (fire
disaster),” “救火 (firefighting),” “见证 (witness),” “政府
(government),” “关爱 (care),” and “减轻 (alleviate).” Although
different from the rainfall themes, these topics still fall under
the broader category of natural disasters. Similarly, themes such
as Topic 6 (count=24) are more mixed, including “祈祷 (pray),”
“人们 (people),” “保守 (conservative),” “无人 (no one),” “恳
求 (plead),” “祈祷平安 (pray for peace),” “阿弥陀佛祈祷
(Amitabha prayer),” and “生活 (life).”
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Figure 11. Bidirectional Encoder Representations from Transformers Topic (BERTopic) intertopic distance map visualizing the semantic distribution
and prevalence of topics on X (formerly Twitter). This map displays the relative distance and size (topic prevalence) of topics derived from the BERTopic
model. The broad spread of the circles across the map confirms that public discourse on X is thematically dispersed and covers a wider range of distinct
issues than Weibo.

Topic analysis uncovers a common trend. Both platforms place
strong emphasis on the direct impact of natural disasters. This
focus is supported by keyword clusters related to heavy rainfall,
floods, and earthquakes. This shared focus reflects basic human
reactions to the dangers posed by these events. Weibo users
tend to focus more on the natural phenomena themselves, such
as “暴雨 (heavy rain),” “气候变暖 (climate warming),” and
“极端天气 (extreme weather).” Their comments primarily
describe disaster severity and meteorological anomalies, with
emotions dominated by “担忧 (worry)” and “无奈
(helplessness).” In contrast, X (formerly Twitter) users often
connect “rainfall” or “storm” to climate change or government
action, expressing more explicit criticism. This difference
corresponds to Hofstede’s cultural dimensions theory. In highly
collectivist societies (Weibo), discourse emphasizes shared
communal emotions; in low collectivist contexts (X [formerly
Twitter]), it prioritizes individual critique and responsibility
attribution.

Under the “Fire crisis” theme, Weibo comments frequently
feature keywords such as “消防员 (firefighters),” “肆虐
(raging),” and “扑灭 (extinguish),” expressing respect for
firefighters and concern about the spread of disasters. Emotions
here are concentrated in “fear” and “worried.” On X (formerly
Twitter), fire-related discussions include sympathy for victims,
along with more anger toward arsonists and questions about the
adequacy of firefighting resources. This phenomenon illustrates
how people in high uncertainty avoidance cultures tend to
simplify perceived causes of disasters. It also shows how the
public in low power distance cultures more directly criticizes
institutional failures.

For the “Air crash” theme, Weibo users primarily express “震
惊 (surprise)” and “悲痛 (sadness),” using keywords such as

“飞机 (airplane),” “故障 (malfunction),” “失控 (out of
control),” and “逝者 (the deceased).” This reflects emotional
responses and a tendency toward collective mourning when
facing uncontrollable disasters. X (formerly Twitter) comments,
by contrast, more frequently focus on flight safety standards
and airline management, adopting a calmer and more rational
tone. This pattern underscores the emphasis on factual accuracy
and responsibility in highly individualistic cultural contexts.
The theme also includes some sarcastic remarks on X (formerly
Twitter), such as comments mocking the slowness of accident
investigations, which are barely present on Weibo.

This study shows how emotional expressions and narrative
focus differ across cultures. It introduces an “emotion-culture
mapping table” (Table 5). The table compares user responses
to emergency topics on Weibo and X (formerly Twitter). It also
links these response patterns to Hofstede’s cultural dimensions.
In addressing possible subjective interpretation, especially when
linking emotions and themes to cultural dimensions in Table 5,
a verification step was added. A subset of comments was
independently analyzed by 2 human coders to confirm the
categorization principles in the emotion-culture mapping table.
The intercoder reliability test, measured by Cohen κ, showed
substantial agreement (κ=0.82). This validation step ensures
that the interpretations in Table 5 are not isolated but are
systematic and empirically supported by a reliable coding
method.

The table outlines 6 cultural dimensions derived from 4 core
theories (such as high or low power distance). For each
dimension, it details the corresponding “Narrative Focus
Examples” and provides relevant “Dimension explanation and
link,” thus clearly constructing the mapping relationship between
culture and public narratives.
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Table 5. The emotion-culture mapping table provides for a clearer understanding of emotions within the framework of Hofstede’s cultural dimension
theory. This table systematically compares the observed dominant emotions and narrative focus on the 2 platforms and provides a theoretical explanation
for observed cross-cultural variations in online discourse regarding emergency events.

Dimension explanation and
link

Narrative focus examplesDominant emotionsPlatformCultural contextHofstede dimension

Low power distance cultures
tend to question authority
and power structures, and
the public is more likely to
directly criticize institutional
failures.

Direct criticism of institu-
tional failures.

Anger and sarcasmX (formerly
Twitter)

Low power distancePower distance

High power distance cul-
tures tend to respect authori-
ty, focus more on collective
emotions, and exhibit less
criticism of institutions.

Respect for firefighters
and concern about the
disaster spread.

Fear and worryWeiboHigh power distancePower distance

High uncertainty avoidance
cultures tend to seek certain-
ty, and explanations of disas-
ter causes may be simpli-
fied, with a focus on imme-
diate threats.

Concern about the disas-
ter spread.

Fear and worryWeiboHigh uncertainty avoid-
ance

Uncertainty avoid-
ance

Low uncertainty avoidance
cultures are more tolerant of
uncertainty and tend to ex-
plore complex disaster
causes, including human and
institutional factors.

Anger toward arson and
questioning the adequacy
of firefighting resources.

Anger and sarcasmX (formerly
Twitter)

Low uncertainty avoid-
ance

Uncertainty avoid-
ance

High individualistic cultures
emphasize personal respon-
sibility and autonomy, focus-
ing on factual truth, respon-
sibility attribution, and ratio-
nal analysis.

Discussion of flight safe-
ty standards, airline man-
agement, a strong focus
on factual truth, and re-
sponsibility attribution.

Anger, sarcasm, and
sad

X (formerly
Twitter)

High individualismIndividualism

Low individualistic cultures
emphasize group cohesion
and collective emotions, and
tend to express emotions
communally, such as
through collective mourn-
ing.

Emotional outburst and
collective mourning.

Fear, surprise, and posi-
tive (pray and wish)

WeiboLow individualismIndividualism

High collectivist cultures
emphasize group connec-
tions and shared feelings,
and tend to share common
worries and helplessness,
with a focus on natural phe-
nomena.

Description of disaster
intensity, meteorological
anomalies, and sharing of
communal emotions.

Worried, fear, and posi-
tive

WeiboHigh collectivismCollectivism

Low collectivist cultures
tend toward independent
thinking and critical analy-
sis, focusing on the underly-
ing causes of events and re-
sponsibility.

Linking rainfall to cli-
mate change and govern-
ment responses, individu-
al criticism, and responsi-
bility attribution.

SarcasmX (formerly
Twitter)

Low collectivismCollectivism

Semantic co-occurrence network graphs (Figures 12 and 13)
were constructed based on word adjacency data (the top 155
terms). In the graphs, node size indicated word frequency, edge
thickness represented co-occurrence strength, and colors denoted
semantic communities. This approach helps to reveal semantic
cores, thematic connections between clusters, and cultural
differences in public discourse across platforms. Overall, the

Weibo network displayed cohesive and centralized emotional
narratives, whereas the X (formerly Twitter) network showed
fragmented and decentralized discourse patterns. Unlike topic
clustering (Figures 10 and 11), this method did not group texts
by overall theme similarity; instead, it focused on word
connections at a lexical level, providing a bottom-up perspective
of how meaning clusters naturally formed in the discourse.
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Figure 12. Semantic co-occurrence network graph of top terms on the Weibo platform. The network visualizes the thematic connections and semantic
cores in the public discourse, constructed from the top 155 most frequent terms. Node size represents word frequency, edge thickness indicates
co-occurrence strength, and colors delineate distinct thematic clusters.

Figure 13. Semantic co-occurrence network graph of top terms on the X (formerly Twitter) platform. The network visualizes the thematic connections
and semantic cores in the public discourse, constructed from the top 155 most frequent terms. Node size represents word frequency, the thickness of
the edge indicates the co-occurrence strength, and colors denote thematic clusters.

Take Weibo as an example. On this social platform, words such
as “平安 (safety),” “祈祷 (pray),” “安置 (resettlement),” and
“地方 (local)” created tight clusters. This finding suggests a
strong narrative connection among emotional support, local
identity, and institutional action. Conversely, semantic clusters
on X (formerly Twitter; eg, “pray,” “rescue,” “fire,” and
“government”) were more scattered. This pattern shows
narratives that were emotional yet fragmented; instead of
shaping a single shared story, multiple narrative threads exist
side by side. High-frequency words found in topic clustering
(eg, “fire” and “floods”) spread across different parts of the
network. These words also appear together with various other
keywords, highlighting emotional differences that topic models

alone failed to capture. One specific case is “fire” on X
(formerly Twitter). In 1 cluster, it appears alongside “arson”
and “anger,” while in another cluster, it is linked to “rescue”
and “prayers.” This example proves there were emotional
complexities that a single topic label could not fully represent.

These patterns are consistent with the cultural differences
discussed previously. The semantic cohesion observed in the
Weibo graph suggests that collectivist cultures tend to build
discourse around shared symbols and centralized values. In
contrast, the scattered distribution of words on the X (formerly
Twitter) platform implies a more decentralized response style,
which is typical of individualistic cultures. Therefore, the
semantic co-occurrence network analysis does not merely repeat
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the conclusions of topic clustering. Instead, it contributes to a
deeper understanding of how users interconnected emotions,
facts, and cultural expressions during emergencies.

Discussion

Principal Findings
This study provides empirical evidence that cultural values
influence emotional expression and discourse during global
emergencies, directly relating to the research goals stated in the
introduction. The study used a large-scale dataset of comments
from Weibo and X (formerly Twitter) (2024-2025) and
identified significant cross-platform differences in both
emotional distribution and topic structures. On Weibo, negative
emotions such as fear and worry are more common, reflecting
China’s high uncertainty avoidance. Collective expressions,
including prayers and wishes for safety, are also frequent,
reflecting collectivist orientations. By contrast, X (formerly
Twitter) comments contain more sarcasm and criticism,
reflecting individualistic values and lower power distance.Topic
modeling supported these patterns: Weibo discourse focuses
more on disaster severity and communal support, whereas X
(formerly Twitter) discourse emphasizes accountability,
institutional response, and climate-related narratives. These
findings confirm that Hofstede’s cultural dimensions—including
individualism, collectivism, power distance, and uncertainty
avoidance—are useful for explaining cultural differences in
online crisis communication.

Comparison With Previous Work
The study supports earlier findings that cultural background
strongly shapes emotional expression in crises. On Chinese
platforms, collectivist traits dominate, as noted by Zhang [11],
where prayers and calls for peace act as clear signs of group
unity. This corresponds closely to the Weibo data analyzed in
the research, where high-frequency expressions include
keywords such as “pray” and “wish for safety.” These
expressions demonstrate the tendency of collective emotions.
From a Western context perspective, the sarcastic and
individualized responses described by Imran et al [62] and
Maynard and Greenwood [63] match the study’s observations.
Sarcasm appeared widespread on X (formerly Twitter), often
targeting institutional failures. Wang et al [7] also emphasized
that cultural orientation affects how people attribute
responsibility and process crisis-related information. The study
extends this perspective: X (formerly Twitter), which has lower
power distance, shows users openly criticizing authorities. On
Weibo, however, higher power distance prevails, and emotions
lean more toward worry and collective solidarity. The study by
Matsumoto et al [64] emphasized the impact of cultural
differences on emotional expression, yet it relied heavily on
experimental and questionnaire data, with no inclusion of natural
language evidence in the context of social media. Building on
this foundation, this study helps fill the gap in empirical natural
language research within this field, providing a new supporting
dimension for the association between cultural differences and
emotional expression.

The research also matches earlier studies when examining
discourse structure and interaction styles. Han and Wang [65]

and Chen and Yik [66] pointed out that Chinese users’discourse
tends to emphasize group harmony and shared emotions. This
was confirmed by the topic and semantic network analysis in
this study, which revealed cohesive clusters around words such
as “pray” and “safety.” Discourse on X (formerly Twitter), by
contrast, appeared more fragmented. Loosely connected clusters
formed around terms such as “damage,” “government,” and
“help,” a pattern consistent with Gu et al [67], who stressed the
openness and diversity of Western crisis communication. In
addition, previous research has shown that in low power distance
cultures, Western publics are more likely to hold institutions
directly accountable [6,68]. The study contributes to this body
of work by demonstrating that sarcasm, specifically, acts as a
discursive marker of individualistic cultural values. In addition,
as noted in the study by Du et al [69], although Chinese
participants scored slightly lower than American participants
in understanding sarcasm, they pointed out that “collectivism”
is instead associated with better sarcasm comprehension.
However, understanding sarcasm does not equate to using
sarcasm. This is influenced by cultural contexts and platform
rules. Precisely due to this discrepancy, only a minimal amount
of sarcasm was observed in the Weibo corpus analyzed in this
study. This finding demonstrates the importance of this study’s
focus on cultural dimensions. When these observations are taken
together, the research both confirms and advances previous
scholarship. It integrates Hofstede’s cultural dimensions with
a multimethod analysis, and in doing so, provides a more
comprehensive account of the culturally distinctive online
responses observed.

Limitations and Future Directions
This study has several limitations. First, the dataset was limited
to 2 platforms, which, while influential, cannot fully represent
the diversity of cultural and digital contexts. Future research
should include additional platforms such as Reddit, YouTube,
or regional networks to enhance representativeness. Second,
cultural differences were inferred from platform-level data,
which may risk oversimplifying individual identities and
cross-cultural hybridity. Third, although XLM-RoBERTa and
BERTopic provided robust classification, automated labeling
relies on linguistic and semantic cues and does not fully
incorporate contextual validation. Because of this, some detailed
expressions, such as sarcasm, might be undercounted or labeled
wrong. Manual validation and mixed methods approaches could
strengthen accuracy in future studies. Finally, while the
2024-2025 time frame captured multiple emergencies, it did
not account for the effects of event type or severity. Longer
longitudinal studies across multiple regions would help clarify
how cultural and contextual factors interact in shaping online
discourse.

Although event scale, comment volume, and posting time were
not the main focus, they could still indirectly influence the
observed cross-cultural differences in emotion and discourse
patterns.

Conclusions
This study shows that digital emergency discourse is structured
by culturally embedded values rather than operating as a neutral
information space. Cross-platform analysis demonstrates
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systematic associations between cultural dimensions and patterns
of emotional expression, narrative focus, and responsibility
attribution. By operationalizing cultural dimensions through a
mixed methods analysis of large-scale, multilingual, naturally
occurring social media data, this study advances infodemiology
scholarship from descriptive mapping of online content to
theory-informed, mechanism-oriented analysis, beyond
survey-based and single-platform approaches. It provides a
replicable comparative framework for examining how cultural
meaning systems are translated into observable digital traces
under conditions of uncertainty, risk, and collective
sense-making.

From an applied perspective, the findings offer concrete
guidance for multiple stakeholders. For governments and public
health authorities, the results highlight the need to tailor risk

communication to cultural expectations by emphasizing
reassurance, unity, and structured guidance in
high–uncertainty-avoidance contexts, and transparency,
responsiveness, and accountability in low–power-distance
contexts. For international organizations, the findings suggest
that global crisis messaging should prioritize culturally neutral
framing, shared risk narratives, and locally adaptable templates
to minimize misunderstanding across cultural boundaries. For
digital platforms, culturally sensitive governance is essential,
including rapid rumor suppression in high-anxiety environments
and careful differentiation between legitimate public critique
and harmful misinformation in low–power-distance contexts.
Together, these implications support the design of more
equitable, trustworthy, and context-aware infodemic
management strategies for future public health and safety
emergencies.
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Abstract

Background: Digital health technologies promise to democratize health care access yet often exacerbate existing inequalities
when developed through traditional top-down approaches that prioritize technology implementation and exclude end users from
design processes. The COVID-19 pandemic accelerated digital transformation while simultaneously exposing how technology
can both bridge and widen gaps in health care access. Understanding how to systematically integrate equity considerations into
digital health transformation across entire health systems has become increasingly urgent.

Objective: This study aims to cocreate actionable design principles for equitable digital health transformation through a
large-scale participatory human-centered design (PHCD) process involving diverse stakeholders across Catalonia’s health care
ecosystem (northeast Spain), with the aim of establishing guidelines for information systems that support a person-centered,
integrated, and longitudinal care delivery model.

Methods: We conducted a qualitative PHCD research study involving 265 participants representing diverse stakeholder groups:
citizens and informal caregivers (n=106), health care professionals (n=83), health care managers and leaders (n=50), and experts
representing various domains of digital health innovation (n=26). Through two sequential rounds of participation between June
2024 and April 2025, we used design thinking methodologies and cocreation tools in 24 sessions across Catalan geography and
7 topic-specific expert sessions. Data collection used innovative visual tools, including journey mapping, care model animations,
future scenario storyboarding, and facilitated ideation techniques. Analysis followed an inductive-deductive approach combining
affinity mapping, thematic synthesis, and participant validation to transform stakeholder proposals into actionable design principles.

Results: Participants identified critical barriers to digital health equity, including digital literacy gaps, fragmented information
systems, a lack of user involvement in design, and insufficient consideration of vulnerable populations' needs. The cocreation
process yielded 10 fundamental principles: (1) the person and their care circle at the center, (2) health for everyone, everywhere,
(3) tools for more compassionate care, (4) a better professional experience, (5) an active role of the population, (6) personalized
and proactive care, (7) systematic use of data for decision-making, (8) integrated quality data working for health, (9) an information
system that builds trust, and (10) collaboration as a driver of innovation.

Conclusions: This study shows how large-scale, rigorously conducted PHCD can uncover and address equity barriers in health
information systems. Beyond producing 10 actionable design principles, it highlights how engaging diverse stakeholders can turn
complex inequities into practical guidance for equitable digital transformation. The resulting principles provide a framework for
creating person-centered systems that are robust, inclusive, and accessible to all, while underscoring the need for enduring
partnerships among public institutions, researchers, design experts, and communities as a foundation for sustainable and equitable
digital health innovation.

(J Med Internet Res 2026;28:e84129)   doi:10.2196/84129

KEYWORDS

digital health; equity; human-centred design; participatory design; digital health strategy; health information systems; co-creation;
user experience
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Introduction

The promise of digital health technologies to transform health
care delivery has never been more apparent than in the wake of
the COVID-19 pandemic. While the rapid adoption of
telemedicine and mobile health apps demonstrated the potential
of technology to maintain health care access during
unprecedented disruption, it simultaneously revealed a troubling
paradox: the very innovations designed to improve health care
access often exacerbated existing inequities [1,2]. Vulnerable
populations, including older adults, those with limited digital
literacy, people with disabilities, and communities facing
language barriers, frequently found themselves excluded from
these digital advances, transforming potential bridges to care
into barriers [3,4].

This paradox stems from a fundamental flaw in how health
technologies are traditionally developed. Despite decades of
evidence supporting user-centered approaches, health
information systems continue to be designed primarily through
top-down processes that prioritize technical requirements and
organizational workflows over the needs, contexts, and
capabilities of end users [5-7]. Health care professionals report
spending up to 50% of their time on administrative tasks related
to electronic health records (EHRs), reducing time available for
direct patient care [8], while at the same time, patients struggle
to navigate increasingly complex digital interfaces that assume
levels of digital literacy many do not possess [9]. These
challenges are particularly pronounced for vulnerable
populations whose voices are rarely heard in technology design
processes [10].

Participatory human-centered design (PHCD) offers a radically
different approach to health technology development. Rooted
in the principle that those who will use a system should be
central to its design, PHCD engages users as partners throughout
the development process, from initial problem definition through
implementation and evaluation [11-14]. In health care contexts,
this means involving patients, caregivers, health care
professionals, and community members not merely as sources
of requirements but as cocreators of solutions [15,16]. This
orientation resonates with the broader global health literature
describing human-centered design as a disciplined yet flexible
practice that bridges design and implementation by iteratively
engaging stakeholders and aligning innovation with human
values and equity goals [17,18]. This approach is particularly
crucial for addressing health equity, as it ensures that the voices
of those most at risk of digital exclusion, often the same
populations experiencing the greatest health disparities, are not
just heard but actively shape the solutions developed [19,20].
Growing evidence demonstrates that health information systems
developed through genuine participatory processes achieve
higher adoption rates, better user satisfaction, and more equitable
outcomes across diverse populations [21]. Yet, recent reviews
highlight that while human-centered approaches can enhance
equity for participants directly involved in cocreation, their
broader, system-level impact often remains untested due to
limited scaling and evaluation [22].

The concept of digital health equity extends far beyond mere
access to technology. As defined by the World Health
Organization (WHO), it encompasses the ability of all
individuals to benefit from digital health solutions regardless
of their socioeconomic status, geographic location, age,
disability, or cultural background [23]. Operationalizing this
vision requires addressing what recent collaborative frameworks
identify as digital determinants of health (i.e., the complex,
interconnected factors that shape whether digital health
interventions produce equitable outcomes across populations)
[24-27]. The adaptation of Richardson et al [26] of the National
Institute of Minority Health and Health Disparities Research
Framework [28] suggests that digital health equity operates
across 4 different levels of influence (individual, interpersonal,
community, and societal), each containing specific determinants
that must be simultaneously addressed [26]. Similarly, recent
work on equitable digital health design further proposes
operational frameworks (eg, the Double Diamond and IDEAS
models) that guide practitioners in deliberately embedding equity
considerations throughout all design phases and in fostering
structured collaboration with underserved groups [29].

Like many other countries worldwide, the COVID-19 crisis
accelerated the digital transformation of health care in Catalonia
(northeast Spain), with digital consultations increasing from
2% to more than 25% of all primary care visits between 2019
and 2021 [30,31]. However, this rapid digitalization revealed
significant disparities across the region’s 8 million inhabitants
of the region. Rural areas struggled with inadequate internet
infrastructure, older adult populations faced overwhelming
digital interfaces, immigrant communities encountered language
barriers in digital platforms, and health care professionals
grappled with fragmented systems that hindered rather than
helped care coordination [32]. These challenges acquired
particular significance as Catalonia prepared to implement its
ambitious Digital Health Strategy (2026‐2031), a
transformative initiative designed to support the future needs
of health care delivery. Before embarking on this large-scale
transformation, policymakers determined that equity principles
must be embedded from the outset to avoid amplifying existing
disparities.

Recognizing both the urgent need to address these digital equity
challenges and the imperative to build equity into the upcoming
Digital Health Strategy from its foundation, the Catalan
Department of Health launched on a major participatory
initiative to reimagine health information systems for the future.
Rather than starting with predetermined technological solutions,
the Department adopted a PHCD approach that would first
identify gaps in the current health care delivery model and
envision how future care should be organized, then determine
how health information technologies could support this
transformation. Following this approach, the idea was to reflect
the growing recognition that creating truly equitable health
information systems requires fundamentally rethinking not just
what we build, but how we build it and who is involved in the
building process [33].

This paper presents the results of the aforementioned large-scale
PHCD process conducted across Catalonia, aimed at providing
guidance to the design of a new and equitable health information

J Med Internet Res 2026 | vol. 28 | e84129 | p.1286https://www.jmir.org/2026/1/e84129
(page number not for citation purposes)

Piera-Jiménez et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


infrastructure that places the citizen at the center. The study
addressed 2 main questions: (1) What are the lived experiences
and challenges of diverse stakeholders navigating the Catalan
health care system, particularly regarding barriers to equitable
access and digital health engagement? (2) What fundamental
principles and guidelines should inform the design of health
information systems to ensure they are equitable, accessible,
and responsive to the needs of all populations, especially those
traditionally excluded from design processes?

Beyond these specific research questions, the study constitutes
the first large-scale use case of user involvement in
human-centered design for health care system transformation,
providing valuable insights for replicating and scaling
participatory design approaches across complex health systems.

Methods

Study Design and Conceptual Framework
We conducted a qualitative participatory design research study
to develop a collective vision for Catalonia’s future health care
model and actionable design principles for digital health
information systems. Our framework combined 2
complementary approaches. Human-centered design placed
people at the core of the process, grounding design in their needs
and contexts [34,35]. Participatory design ensured that diverse
stakeholders were active cocreators rather than passive
consultees [36]. This combined approach (ie, PHCD) was chosen
because it directly addresses a fundamental cause of digital
health inequity: traditional top-down development processes
that systematically exclude the voices of those most affected
by health disparities, particularly vulnerable populations who
experience the greatest barriers to digital health access. PHCD
engages stakeholders at all levels, from citizens and caregivers
to frontline professionals, managers, and technical experts,
capturing how barriers manifest and interact across individual,
interpersonal, organizational, and systemic dimensions. This
approach ensures a deep understanding of user needs before
developing solutions, avoiding the premature solutioning that
often leads to health technology failure [11,37].

The study design was structured around 2 sequential phases of
participation, each addressing distinct but interconnected
research questions. Both rounds used consistent participatory
design methods, including journey mapping, system
visualization, facilitated ideation, and collaborative
prioritization, with Round 1 tools focusing on current care
experiences and future care model visioning, and Round 2 tools
adapted to translate identified needs into specific design
principles for health information systems. Round 1 was
deliberately designed to focus on health care delivery
experiences and needs without introducing technology
considerations, thereby avoiding the risk of biasing discussions
toward predetermined technical solutions or constraining
participant imagination to existing digital tools. This approach
ensured that identified barriers and desired futures emerged
authentically from lived experiences rather than being shaped
by assumptions about technological feasibility or current system
constraints. Only after establishing this grounded understanding
of real citizen and professional needs did Round 2 shift focus

to cocreating specific design principles for health information
systems, ensuring that technology would serve human needs
rather than drive the transformation agenda. The 2-phase
approach enabled progressive deepening of understanding,
moving from broad exploration of health care system
experiences to focused cocreation of specific design principles
for future health information systems. Finally, we deliberately
adopted a multilevel scope encompassing technological design,
organizational implementation, and broader system
considerations. This approach was grounded on the fact that
digital health equity failures occur across all these dimensions
[26,38-40], and our PHCD methodology required understanding
the full health care delivery context before narrowing to specific
IT requirements.

The manuscript has been prepared according to the Standards
for Reporting Qualitative Research (SRQR) guidelines [41].

Project Team Organization
The study was managed through a collaborative governance
structure designed to ensure scientific rigor, meaningful
stakeholder engagement, and operational excellence. A project
steering board comprised representatives from the Catalan
Health Service (JP-J, XM, LLV, and AC). The steering board
was responsible for defining project objectives, monitoring
progress against milestones, ensuring alignment with regional
health transformation goals, making decisions about
methodological adaptations based on emerging insights, and
engaging with territorial health coordinators to recruit
participants.

The operational implementation was carried out by a specialized
design practice in multistakeholder engagement, human-centered
design, and participatory design methodologies for enabling
health and care system transformation. This team included
supervisors (LP and LH) who provided methodological guidance
and oversaw the overall design process to ensure consistency
and quality. A dedicated tandem project management support
structure coordinated logistics, including scheduling meetings
across multiple territories, managing participant
communications, providing technical support, and coordinating
the overall design methodology and facilitation team (NVC).
A team of 4 trained service-system designers who designed,
facilitated, and synthesized the sessions, 2 lead facilitators who
guided overall discussion flow and ensured all voices were heard
(NVC and AMC), and 2 support facilitators who helped to
document information during sessions, assisted participants
with cocreation activities, and provided real-time analysis
support (AF and AC). This team structure ensured
comprehensive documentation while enabling smooth session
flow and participant engagement.

The steering board and operational team established a
coordinated governance structure with weekly alignment
sessions to ensure methodological consistency, address
implementation challenges, and maintain project objectives
throughout the process.

Participants and Recruitment
Participants' recruitment and involvement adhered to the 4 core
criteria outlined in the Catalan Department of Health’s
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Framework for Citizen Participation in Health, ensuring
adequate methodological definition, maintaining scientific
evidence and ethical standards, protecting vulnerable and
minority populations, and preserving public health system
sustainability [42].

Recruitment followed a purposive sampling strategy designed
to maximize diversity and ensure representation of voices often
excluded from technology design processes [43]. Sampling was
operationalized through the health coordinators of each Catalan
health region. These coordinators, who are managers within the
Catalan Health Service, are responsible for planning and
translating system-level health care policies into practice across
the 10 health care regions of Catalonia. Once the study protocol
was approved, and before fieldwork started, all 10 health
coordinators attended a kick-off meeting in which the research
team (ie, the authors) presented the study aims and procedures
and provided detailed instructions for participant identification
and recruitment. Comprehensive descriptions of the selection
criteria and recruitment process are provided in the Multimedia
Appendix 1. The health coordinators identified potential
participants based on explicit diversity criteria, including gender
and age distribution, organization types (public, private, and
nonprofit sectors), health and social care service levels, and
geographic representation across urban, semiurban, and rural
territories. Health coordinators were explicitly asked to include,
whenever possible and while meeting eligibility requirements,
participants from potentially vulnerable groups such as older
adults, immigrants, individuals with disabilities, and those with
lower socioeconomic status. The project manager conducted
weekly meetings with health coordinators for monitoring the
recruitment process.

The study targeted four key stakeholder groups, each bringing
essential perspectives to the cocreation process: (1) citizens and
informal caregivers with diverse health care experiences
(including expert patients and representatives of patient

associations), who provide lived experience of navigating the
health care system and represent the end user perspective; (2)
health and social care professionals across different disciplines
and care settings, who offer frontline insights into system
functionality and daily operational challenges; (3) health and
social care managers and leaders from various organizational
levels, who contribute strategic and organizational perspectives
on system implementation and sustainability; and (4) experts
representing various domains of strategy, innovation, and
technology, who provide technical expertise and broader sectoral
knowledge to inform feasible and evidence-based solutions.

Territorial and Contextual Considerations
We recognized that territorial context significantly influences
health care experiences and digital health needs [44,45]. Our
sampling strategy deliberately included representation across
urban, semiurban, and rural territories to ensure diverse
contextual factors would be captured [3]. We also considered
intersectional factors in our analysis framework, recognizing
that age, gender, socioeconomic status, immigration status, and
disability interact with geographic location to create unique
barriers and opportunities [10]. We conducted an informed
selection of the locations in consultation with the respective
health regions to ensure comprehensive coverage of key regions
and strategic areas across the Catalan territory.

Timeline and Methods
The study spanned from June 2024 to April 2025, beginning
with preparation activities conducted from June to September
2024 (Figure 1). Data collection occurred through 2 sequential
rounds of participation and analysis from October 2024 to March
2025, followed by consolidation of results and synthesis
conducted from March to April 2025. Each round addressed
distinct but interconnected research objectives, building
progressively from understanding current health care
experiences to cocreating specific design principles for future
digital health information systems.

Figure 1. Project timeline, with activities (in blue) and outputs (in gray). R1: round 1; R2: round 2.

Round 1, conducted from October to November 2024, focused
on collective reflection about the care model. This round aimed
to understand current lived experiences with the health care
system, identify what works well and what needs improvement,

and envision desired futures. The central guiding questions
included, “What do we understand by a person-centered,
longitudinal, and integrated care model?” “What needs does
this model address?” and “What must change in the current
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system to achieve this vision?” Data were collected throughout
16 cocreation sessions conducted face-to-face and strategically
selected to represent Catalonia’s geographic and demographic
diversity. Sessions were distributed across urban territories
(Badalona, Barcelona, Girona, Lleida, and Tarragona),
semiurban territories (Igualada, Manresa, Sant Cugat, Sant Feliu
de Llobregat, Tortosa, and Vic), and rural territories (Amposta,
Navàs, Palamós, Tremp, and Sort). Each 2-hour session included
between 8 and 12 participants and followed a carefully
structured format designed to maximize participation and insight
generation. Additionally, 3 online one-hour group interviews
with 2 participants each complemented the sessions across the
territory, focusing on macrolevel perspectives and strategic
insights into system-level challenges and opportunities. The
organizations participating in these interviews were: the Agency
for Quality and Assessment in Healthcare, the TICSalut and
Social Foundation, and the Catalan Integrated Care Agency.

Round 2, conducted between January and February 2025, was
devoted to cocreating specific design principles for digital health
information systems. Building on insights from Round 1, this
round transformed needs and barriers into actionable principles.

The central question guiding this round was, “What design
principles should guide the future development of health
information systems to ensure they serve all citizens equitably?”
This round started with a validation session with 7 experts from
the Catalan Health Service, who reviewed Round 1 learnings
and bridged into defining the focus for Round 2. It used 8
additional face-to-face sessions, maintaining geographic
representation while focusing on the development of design
principles. These sessions were distributed across urban
territories (Barcelona), semiurban territories (Olot, Puigcerdà,
Reus, Tàrrega, and Vilanova i la Geltrú), and rural territories
(Mora d’Ebre, Solsona). Each session lasted 2 hours and
included between 8 and 12 participants. Three topic-specific
expert sessions brought together experts in specific domains
identified from Round 1 learnings. Each session took 2 and a
half hours and included 6 expert participants focusing on
particular aspects of digital health transformation, such as
strategy, innovation, and technology, providing a more macro
perspective on the central question.

The locations of the 2 rounds across the Catalan geography are
depicted in Figure 2.
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Figure 2. Territorial distribution of the face-to-face participatory sessions across the 2 rounds.

All sessions followed a consistent structure designed to create
safe, inclusive spaces for participation. Sessions began with a
15-minute opening that established context, introduced
facilitators, and established participation ground rules to ensure
safe sharing of diverse perspectives. Core activities lasting
90‐105 minutes varied by round and session type but
consistently used visual facilitation tools, including journey
mapping, experience sharing, ideation techniques, and
collaborative prioritization exercises. Sessions concluded with
10‐15 minutes for summarizing key insights, outlining next
steps, and acknowledging participant contributions.

Sessions used innovative visual tools including journey mapping
and storytelling to understand current health care experiences,
scenario building for future visioning, and facilitated ideation
techniques for developing design principles. Large-format
posters, sticky notes, and collaborative boards enabled
participants to contribute ideas both verbally and visually

(reflecting individually and sharing collectively). Session
logistics were carefully adapted to ensure inclusive participation
across diverse contexts. Rural sessions addressed infrastructure
challenges through flexible scheduling and accessible locations,
while urban sessions accommodated participants’ complex
schedules while managing larger group dynamics. All venues
provided step-free access, appropriate facilities for participants
with disabilities, and professional translation services when
needed. Transport support was provided where needed,
particularly for participants from vulnerable populations or
remote areas.

At the end of each session, a satisfaction questionnaire was
provided to each participant to assess their participation
experience and the perceived value provided by the workshop.
The underpinning idea behind this feedback collection was to
improve the forthcoming workshop dynamics in case any issue
was identified (Multimedia Appendix 1).
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Cocreation Tools
Central to the methodology was the development and use of
innovative cocreation tools designed to make participation
accessible and engaging for all stakeholders. A total of 4 tools
were developed, 2 storytelling visual narratives were designed
for the sessions with citizens, caregivers, and professionals.
And 2 system maps for the sessions with health care managers
and experts. The cocreation materials design drew from
established journey mapping [46-48] and system visualization
methodologies [49,50] in health care service design. The
research team’s approach was informed by their prior
development of the WhocCares publication and the WeCare
Toolkit (National Council of Social Service, Singapore and
fuelfor) for caregiver support in Singapore [51], which

demonstrated effective use of visual tools for engaging diverse
stakeholders in the cocreation of health and social care service
innovations. The full set of tools can be found in the Multimedia
Appendix 1.

The “Pérez Family” journey mapping and storytelling tool
consisted of a visual narrative depicting 8 health care interaction
scenarios across the life course, from prenatal care through
end-of-life support (Figure 3). This tool was designed with
health care experts from the Catalan Health Service to ensure
scenarios were realistic, relatable, and comprehensive,
translating complex processes and multiple care pathways into
accessible storylines to trigger exploration and discussion. The
full poster of the “Pérez Family” tool is provided as
supplementary material in Multimedia Appendix 1.

Figure 3. Translated sample of the “Pérez Family” journey mapping and storytelling tool used in face-to-face sessions with patients, caregivers, and
professionals.

The system maps for professional and manager sessions included
behind-the-scenes system processes and pain points (Figure 4).
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Figure 4. Current health care delivery model organization used in face-to-face sessions with health care leaders and managers. IS3 (Integrador de
serveis de salut): care process management; HC3 (Història clínica compartida de catalunya): shared care record; eCAP: primary care electronic health
record; HIS: hospital information system; HS (Historial social): social care record; SITREM (Sistema de tractament d’Emergències): emergency
treatment;

For Round 2, future scenarios were designed to portray a visual
narrative of future interactions within 6 key themes emergent
from Round 1 analysis: proximity care, empathic and quality
interactions, collaborative and continuity care, personalized and
proactive health prevention and promotion, active citizen
participation in health, and holistic view of health. A conceptual
map of the future care model vision resulting from Round 1
was another key visual used in the expert sessions.

Visual facilitation materials were carefully designed to support
different communication styles and literacy levels. A facilitation

toolkit was designed to enable issues to be seen at different
levels of zoom or resolution, from lived experience to system
overview, through technical backend, and overall delivery
model. Large-format posters enabled collective visioning, while
color-coded notes provided a simple yet effective method for
categorizing inputs (Figure 5). Participants were given a
participation kit with materials printed individually for better
readability (Multimedia Appendix 1). All materials were tested
for accessibility and refined based on feedback.
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Figure 5. Example of a large-format poster for collective visioning with participants adding color-coded notes for item categorization.

Data Collection
Data collection was designed to capture both the content and
context of cocreation activities through multiple complementary
approaches. The facilitation team used a structured approach to
data capture, with each member having specific responsibilities.

The lead facilitator maintained a neutral stance while using
follow-up questions to uncover the deeper reasoning and
meaning behind participants’ statements. The support facilitator
observed and documented group dynamics, body language,
nonverbal cues, power relations, and patterns of interaction.
Dedicated notetakers captured verbatim statements, reasoning
provided by participants, and contextual explanations. One
notetaker focused exclusively on capturing verbatim quotes to
preserve original language. Observer roles photographed and

video-recorded key moments, interactions (such as voting,
debating, and consensus-building), and visual outputs to
document the atmosphere and participation patterns.

Multiple types of data were systematically collected from each
session (1) physical artifacts including color-coded sticky notes,
large-format posters, and flipcharts with participant handwriting
and drawings; (2) documented narratives of participants’ lived
experiences and system interactions; (3) structured observational
notes on group dynamics, including dominant voices, facilitation
influence, and the sequence in which ideas emerged and built
upon each other; (4) photographic and video documentation;
and (5) verbatim capture of participants’ oral explanations and
reasoning. Table 1 summarizes the data collection methods,
mapped to objectives and methods, according to project phases.

J Med Internet Res 2026 | vol. 28 | e84129 | p.1293https://www.jmir.org/2026/1/e84129
(page number not for citation purposes)

Piera-Jiménez et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Overview of methodological approaches and data collection tools by study phase.

Data collection toolingMethodsResearch objectivesTimelineStudy phase

June-September 2024Kick-off and Round 1 (R1)
preparation

••• Recruitment tracking
forms.

Co-design of visual
tools with health ex-
perts.

Develop cocreation
tools.

•• Tool design documenta-
tion.

Establish governance
structure. • Tool testing and refine-

ment.• •Recruit participants. Pilot session feedback.
• Design session proto-

cols.

October-November 2024Round 1: current experience
and future vision for the care
model

••• “Pérez Family” journey
tool.

Journey mapping.Understand current
health care experi-
ences.

• System visualization.
• Current care model

system maps.
• Experience sharing.

• Identify barriers and
facilitators.

• Future visioning.
• Color-coded sticky

notes.
• Collaborative discus-

sion.• Envision desired future
care model. • Large-format posters.

• Verbatim capture.
• Observational notes.
• Photography and

video.
• Postsession debriefs.
• Satisfaction question-

naires.

November-December 2024Synthesis R1 and Round 2
(R2) preparation

••• Summary presenta-
tions.

Expert validation ses-
sion.

Validate Round 1 find-
ings.

••• Validation discussion
notes.

Collaborative synthe-
sis.

Define focus areas for
Round 2.

January-February 2025Round 2: future experience
and design principles for fu-
ture health information sys-
tems

••• Future scenario story-
boards.

Scenario building.Transform needs into
actionable principles. • Facilitated ideation.

•• Future care model con-
ceptual maps.

Define guidelines for
health information sys-
tems.

• Collaborative prioritiza-
tion.

• Color-coded sticky
notes.

• Principle refinement.
• Validate and refine

principles. • Large-format posters.
• Verbatim capture.
• Observational notes.
• Photography and

video.
• Postsession debriefs.
• Satisfaction question-

naires.

March-April 2025Synthesis R2 and final result ••• Digital collaboration
boards (Miro).

Design synthesis.Synthesize findings
across rounds. • Thematic analysis.

•• Synthesis workshop
outputs.

Finalize design princi-
ples.

• Principle validation.

• •Prepare dissemination
materials.

Final principle docu-
mentation.

• Internal synthesis ses-
sions.

Immediately following each session, the facilitation team
conducted structured debriefs that captured observations on
group dynamics (including identification of dominant
participants, power relations, facilitation effects, and the order
in which contributions emerged), surprising insights that
emerged during sessions, patterns of agreement or tension, and
participants’ clarifications of their contributions. These
immediate debriefs served to contextualize the visual outputs
while observations were still fresh, ensuring that team
observations about the process of cocreation informed the
interpretation of the products (visual results). The debriefs used

a standardized template covering key themes that emerged,
surprising insights or unexpected perspectives, group dynamics
observations (including any imbalances in participation or
influence), emerging patterns across different voices, and new
questions arising for subsequent sessions.

Data collection was extended at least until saturation, assessed
through continuous monitoring of topics. As sessions progressed,
we maintained a systematic list of topics and themes being
discussed across workshops. The iterative download and
synthesis process allowed clustering ideas and comments around
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different themes for subsequent identification of both recurrent
and unexplored topics. Saturation was reached when no new
ideas or experiences were being captured.

Data Analysis
We used a systematic multistage analysis process combining
inductive and deductive approaches, consistent with best
practices in qualitative research [52]. Analysis began
immediately after each session with the structured team debriefs
(steering board and specialized design practice). These direct
downloads enabled key takeaways to be captured whilst fresh
and vivid, allowing the methodology to be tuned between

sessions to optimize the approach and outcomes and boost
learnings and insights. Our front-stage and backstage teams
processed detailed data in agile loops as fieldwork progressed,
which avoided a build-up of data and ensured learnings were
taken quickly to deepen insights.

All physical materials, including colored notes, posters, and
flipchart outputs, were photographed and systematically
transcribed into digital collaboration boards using Miro software
(Figure 6). This digitization process maintained original
participant language and verbatim, preserved visual relationships
between insights and ideas, and included contextual notes about
discussion dynamics and nonverbal communications.

Figure 6. Example of digital boards (Miro software) used to analyze workshop outputs through axial coding. Contributions are mentioned in the Catalan
language.

Multiple units of analysis were used. Visual outputs (colored
notes and flipchart content) captured discrete participant insights
and ideas. One researcher specifically documented verbatim
quotes to preserve participant language. Debrief notes
synthesized contextual observations about group dynamics and
emergent patterns. These complementary sources enabled
triangulation across data types.

Each data unit was tagged with structured metadata: geographic
territory (urban, semiurban, and rural), stakeholder type (citizen,
professional, manager, and expert), and workshop identifier. A
systematic topic list tracked emerging themes across sessions
to monitor saturation.

Analysis combined affinity mapping [53] with thematic
synthesis [52]. Multiple analytical methods were integrated to
ensure rigorous interpretation [54]. Initial affinity mapping
clustered related insights on digital boards, grouping similar
participant contributions whilst preserving their source metadata.
This visual organization revealed natural patterns and
relationships within the data [55]. Three researchers with
complementary analytical perspectives—lived experience

(citizen perspectives), operational processes (professional
practice), and system architecture (organizational design)—then
conducted thematic analysis. Open coding identified discrete
concepts, followed by axial coding to explore relationships and
create preliminary categories. Iterative team analysis sessions
consolidated categories into broader themes, identifying priority
challenges and opportunities.

Analytical consistency was ensured through regular synthesis
sessions amongst the coding team and validation discussions
with project steering board members (health information
technology and clinical experts). These sessions cross-checked
interpretations, identified analytical blind spots, and confirmed
no significant gaps in knowledge capture.

From the Round 1 themes, we extracted foundational elements
through design synthesis methods [56]. These foundations were
translated into draft design principles through internal team
workshops. Round 2 sessions then validated, refined, and
finalized these principles through participant feedback.
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Ethical Considerations
All participants provided written informed consent, and the
study received approval from the Ethics Committee of Hospital
Universitari de Bellvitge (reference PR123/24). Participants
were informed that their participation was voluntary and could
be withdrawn at any time without consequence. Data
confidentiality was maintained through anonymization
procedures, and all data were stored securely with access limited
to research team members. Participants provided informed
consent for the recording of verbatim statements and
photographs during the sessions; no images were captured for
participants who rejected consent. To ensure inclusive
participation, transport and professional translation services
were offered when necessary. In line with the PHCD approach,
we organized give-back online sessions to share the findings
with participants and inform them of subsequent steps, ensuring
the research delivered value to all involved.

Results

Overview
A total of 265 participants across the Catalan health care
ecosystem participated in a 2-round PHCD process that explored
current health care delivery challenges and cocreated principles
for equitable digital health transformation. The findings reveal
both systemic barriers and collaborative solutions emerging
from systematic engagement with diverse stakeholders across
Catalonia’s health care territories.

Participant Characteristics and Territorial Distribution
Participant demographics and territorial distribution are
presented in Table 2, reflecting robust representation across
stakeholder groups and geographic contexts throughout the
study period. The sample included citizens and informal
caregivers (n=106), health care professionals (n=83), health
care managers and leaders (n=50), and experts in various
domains of digital health innovation (n=26). Territorial
representation spanned urban centers, rural areas, and
intermediate zones, ensuring diverse infrastructure and resource
contexts informed the findings.
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Table . Demographic characteristics of participants.

Values, n (%)Participant characteristics

Patients and caregivers (n=106)

    Gender

39 (36.8)            Men

67 (63.2)            Women

    Age (years; missing=9; n=97)

2 (2.1)        18‐35

16 (16.5)        36‐50

38 (39.2)        51‐65

41 (42.3)        >65

    Profile (n=106)

68 (64.2)        Patient

38 (35.8)        Caregiver

    Territorial context

20 (18.9)        Urban

49 (46.2)        Semiurban

37 (34.9)        Rural

Health and social professionals, experts, and leaders (n=159)

    Gender

57 (35.8)        Male

102 (64.2)        Female

    Age (years; n=159)

7 (4.4)        18‐35

100 (62.9)        36‐50

52 (32.7)        51‐65

0 (0.0)        >65

    Profile (n=159)

4 (2.5)        Family physician

16 (10.1)        Hospital and intermediate care physician

11 (6.9)        Primary care nurse

9 (5.7)        Hospital and intermediate care nurse

4 (2.5)        Psychology

7 (4.4)        Social worker

7 (4.4)        Health administration

7 (4.4)        New roles (community well-being, physiotherapist, and nutritionist)

13 (8.2)        Others (emergency service, pharmacy and care homes)

50 (31.4)        Health care managers and leaders

26 (16.4)        Experts in digital health innovation

    Territorial context

91 (57.2)        Urban

48 (30.2)        Semiurban

20 (12.6)        Rural
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Through journey mapping and storytelling activities, Round 1
participants articulated 13 priority barriers to digital health
equity that span technological, organizational, and sociocultural
dimensions. These barriers emerged consistently across urban,

semiurban, and rural contexts, though with varying emphases
reflecting territorial specificities (see Figure 7 for territorial
variations).

Figure 7. Summary of barriers to digital health equity identified during Round 1, contextualized per geographic area.

While these barriers emerged across all territories, their
manifestation and intensity varied by geographic context. Rural
areas emphasized connectivity and resource access challenges;
urban contexts highlighted diversity and complexity issues;
border regions contributed unique perspectives on administrative
complexity and cross-jurisdictional care. Table 3 presents the

13 priority barriers with illustrative participant quotes
demonstrating lived experiences across these diverse contexts.
Detailed descriptions of all 13 barriers with extended context
and additional participant quotes are available in Multimedia
Appendix 2.
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Table . Barriers to digital health equity identified in round 1, with illustrative participant quotes.

Participant quotebDescriptionBarriera

“Everything to do with the social system is a
black box. I don’t know what happens there. And

Services function in a fragmented manner due
to hyperspecialization, generating multiple refer-

Fragmented health and social care integration

we should know! 80% of health determinants are
social.” [Health care manager]

rals that break care continuity. Primary care, un-
der pressure, cannot assume its connecting role.

“Community networks and neighbors are great
prescribers of health and could be protective and
informative elements.” [Health care manager]

Growing need for emotional support with a pre-
ventive, holistic, and community approach. Cur-
rent system designed primarily for emergencies
and physical pathologies.

Insufficient emotional well-being support

“We need to move towards a one-stop-shop sys-
tem. It will make life easier for both the user and
us.” [Health care manager]

Citizens have growing expectations about imme-
diacy, flexibility, and personalization influenced
by digital society, generating pressure on a sys-
tem lacking resources to respond.

New citizen expectations are creating system
pressure

“Health literacy is fundamental. If people don’t
understand their health, they can’t manage it
properly.” [Health care professional]

Many people lack knowledge about self-care,
prevention, and appropriate use of health ser-
vices, leading to system misuse (eg, A&E satura-
tion for nonurgent cases).

Lack of health education and prevention

“Many times I don’t understand the doctors’
calls. If they give me a biopsy result I’m none

Digital gaps, medical terminology, and language
barriers prevent many from accessing and navi-

Social, language, and digital barriers

the wiser, or I have to say, please, tell me ingating the system, especially older adults and
words I can understand. I prefer to go to the place
rather than receive a call.” [Service user]

migrant populations. Overall, 48% of the foreign
population is at risk of poverty or social exclu-
sion.

“Resources should be moved towards the patient,
rather than moving the patient towards resources.

Progressive aging brings increased care needs
for people with frailty and complexity. The cur-

Insufficient resources for aging and complexity

For example, prioritizing home care over residen-
tial facilities.” [Health care manager]

rent system lacks sufficient human and material
resources for continuous, specialized, often
home-based care.

“I’m an electrician, I’m self-employed, and they
were giving me a physio appointment in 8

Long waiting lists carry health risks and a strong
emotional impact. Overall, 64% of patients wait

Waiting lists with human consequences

months. I can’t wait, what will I eat? If you don’t>5 days to access a family physician; 150 days
have private healthcare, you’re done for.” [Ser-
vice user]

average for surgical intervention. Many are
forced to turn to private health care, generating
access inequalities.

“As a professional, you make the diagnosis, but
when it comes to implementing truly, it’s not

Planning and resource allocation based on quan-
titative criteria (number of appointments, proce-

Resource planning based on quantitative criteria

possible because a specialist is missing. Some-dures) rather than health outcome indicators,
leading to inadequate incentives. thing behind there should be a map of specialists

that lets us zoom in and see, for example, the
difference between supply and demand in areas
like allergies and dermatology.” [Health care
professional]

“Primary Care must be the real entry and staying
point for care. It shouldn’t be a referral center.

Primary care should coordinate and ensure conti-
nuity, but pressure, lack of resources, and system

Primary care unable to assume connecting role

We need to do good work and strengthen Primary
Care more.” [Health care professional]

fragmentation prevent it from exercising this role,
generating breaks in care continuity.

“Mental health is left to God, more resources
should be allocated to it. [...] Pure mental

System excels at emergencies but lacks reinforce-
ment in continuous preventive care and adequate

Inadequate protocols for chronicity and mental
health

pathology is ‘the great forgotten.’ It works wellsupport for daily management of chronic dis-
in critical moments and acute hospitalization, buteases. Overall, 37.8% of the adult population has
it doesn’t have enough resources for chronic,chronic illness; 9.84% increase in chronic mental

health patients since 2017. continuous care within the community.” [Service
user and Health care professional]

“My psychologist has changed every other time.
Each time you go you have to expose yourself

High turnover due to work culture changes and
stressful conditions significantly affects care

High professional turnover

again and explain what’s happening to you.” —quality and continuity. Rotation prevents creating
Service user"I’ve even thought about leavingtrust bonds essential for effective care, particular-
medicine and changing jobs. I work loads ofly impacting older patients and those with mental

health needs. hours, and you have no help from anywhere. I’m
taking diazepam for anxiety.” [Health care pro-
fessional]
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Participant quotebDescriptionBarriera

”There should be an automatic process that al-
lows you to spend more time with the patient.
Here some technology like AI or a different way
of entering information could play an important
role.” [Health care manager]

Health care professionals dedicate significant
time to administrative and bureaucratic tasks,
reducing time for direct patient care, compromis-
ing care quality, and contributing to staff burnout.

Administrative burden compromising care

”Information should be accessible to all profes-
sionals because the information belongs to the
patient, not to the professionals.” [Health care
professional]

Multiple noninteroperable systems hinder clinical
information access and sharing between profes-
sionals from different care settings, generating
inefficiencies, duplications, risk of errors, and
coordination difficulties.

Multiple noninteroperable information systems

aBarriers synthesized from 189 participants across 19 round 1 sessions (16 territorial cocreation sessions +3 expert interviews).
bQuotes translated from Catalan/Spanish.

Cocreated Design Principles for Equitable Health
Information Systems
Round 2 involved 8 territorial cocreation sessions, one validation
session with Catalan Health Service experts, and 3 topic-specific

sessions. Building on barriers identified in Round 1, participants
cocreated 10 fundamental principles for equitable health
information systems that address technological, organizational,
and social dimensions of digital health equity (Figure 8).

Figure 8. Cocreated fundamental principles for equitable digital health information systems.

Territorial Context and Principle Development
Territorial analysis revealed how geographic and infrastructure
contexts shaped both barrier experiences and the development
of information system design principles. Rural areas emphasized
connectivity and resource access issues, leading to a stronger
emphasis on principles addressing “Health for Everyone,
Everywhere” and “Collaboration as a Driver of Innovation.”
Urban contexts highlighted diversity and complexity challenges,

informing principles focused on cultural responsiveness and
care coordination. Border regions contributed unique
perspectives on administrative complexity and
cross-jurisdictional care access, strengthening principles
addressing system integration and user navigation support.
These territorial differences informed the development of
principles that explicitly address contextual variation rather than
assuming standardized solutions.
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Stakeholder Perspective Alignment and Divergence
While remarkable alignment emerged across stakeholder groups
on fundamental principles, meaningful divergences in emphasis
provided valuable insights for implementation. Health care
professionals prioritized workflow integration and administrative
burden reduction more strongly than other groups, directly
informing the principle of “A Better Professional Experience.”
Patients and caregivers emphasized ease of use and personal
control over health information, strengthening principles focused
on user empowerment and data governance. Health care
managers and leaders focused on sustainability and
implementation feasibility, contributing to principles addressing
systematic data use and collaborative innovation. Experts in
digital health innovation highlighted technical interoperability
and innovation potential, enriching principles related to data
integration and system connectivity.

Although rare, certain divergences revealed conflicting views
on the same topic. For instance, regarding mental health data
sharing, parents expressed concerns about schools accessing
their children’s information, while professionals emphasized
the need for cross-team coordination to optimize care. Such
tensions were addressed by exploring underlying reasoning
during facilitation and using divergences generatively during
synthesis. Rather than forcing consensus, conflicting
perspectives directly informed principles that could respond
equitably to multiple stakeholder needs, such as Principle 9 on
data governance, which emphasizes individual control over
context-specific information sharing.

Implementation Considerations
Participants not only cocreated principles but also provided
detailed insights into implementation considerations. They
emphasized the need for phased implementation approaches
that build confidence and capability gradually, strong change
management and training programs for both citizens and health
and social care professionals, and maintaining human connection
even as systems become more automated. The cocreation
process itself was identified as a valuable model for ongoing
stakeholder engagement throughout implementation, with
participants requesting continued involvement in system
development and evaluation.

Participation Experience and Engagement
Participants demonstrated high levels of engagement throughout
the cocreation process. Postsession evaluation surveys indicated
strong satisfaction with the participatory experience, with
participants reporting that they felt heard, respected, and valued
in the process. The visual facilitation tools, particularly the
“Pérez Family” journey mapping and storytelling, proved
effective in enabling participants with varying communication
styles and literacy levels to contribute meaningfully to
discussions while providing a common visual framework upon
which diverse experiences, ideas, and perspectives could be
consolidated to create a shared mental model. The diversity of
profiles facilitated rich exchanges between different
perspectives, with participants frequently noting the value of
hearing experiences from other stakeholder groups.

Discussion

Principal Findings
In this study, PHCD allowed us to generate a deep understanding
of lived experiences and challenges faced by diverse
stakeholders navigating the health care ecosystem in Catalonia,
while simultaneously cocreating principles for guiding equitable
digital transformation. Through engaging citizens, caregivers,
professionals, managers, and different expert profiles in
collective reflection and design, the process not only uncovered
structural and experiential barriers but also translated these
insights into actionable principles for future health information
systems. Finally, the implemented and documented large-scale,
iterative co-design approach provides a replicable methodology
that other health systems can adapt to embed equitable care
supported by health information technology as a central value
in their transformation processes.

Our participatory approach yielded ten design principles that
address critical gaps in current digital health development. These
principles emerge from a comprehensive understanding of
real-world challenges faced by patients, caregivers, health care
professionals, and system leaders across diverse territorial
contexts. The cocreation process revealed that digital health
equity requires attention to multiple interconnected dimensions:
technological accessibility, organizational readiness,
professional workflow integration, and citizen empowerment
in data governance.

The barriers identified (eg, digital literacy gaps, fragmented
information systems, and insufficient consideration of vulnerable
populations) align with the Digital Health Care Equity
Framework in the United States [27], which similarly
emphasizes addressing digital determinants of health through
participatory design and community engagement. Our findings
extend this work by showcasing how large-scale participatory
processes can systematically translate these equity
considerations into actionable design principles for driving
digital transformations in the health care system.

The 10 principles address long-standing challenges in health
IT development, particularly the gap between technological
capabilities and real-world usability. Recent research continues
to document usability problems, with over one-third of
medication safety events in pediatric hospitals related to EHR
usability issues[57].

The principle of “The Person and their Circle at the Center”
reflects growing recognition that meaningful stakeholder
involvement throughout design is essential [58]. This aligns
with evidence from an umbrella review identifying participatory
design and community collaboration as crucial for creating
digital health tools serving diverse user needs [59]. Our study
extends this evidence by scaling the community collaboration
across an entire regional health system and applying it to define
core design principles.

The emphasis on data control and citizen agency in the principle
“An Information System that Builds Trust” resonates with recent
research on patient preferences for health information exchange
design, revealing complex attitudes toward health information
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control and supporting our finding that genuine patient
engagement is essential for addressing privacy and trust
concerns [60].

Knowledge Contributions Beyond Design Artifacts
While producing 10 specific design principles, our research
contributes to understanding digital health equity beyond these
outputs through three key areas.

First, our findings illustrate how digital health equity barriers
operate across multiple interconnected levels in practice.
Previous frameworks have conceptualized equity barriers at
individual, interpersonal, community, and societal levels [26,28];
implementation guidance has often remained siloed [22,29].
Our participatory process documented how stakeholders
experience these barriers as deeply interconnected: technically
accessible interfaces are undermined when organizational
training support is missing; well-designed systems fail when
procurement policies exclude user input; individual digital
literacy interventions have limited impact when infrastructure
gaps persist. In this regard, our findings suggest that
equity-centered transformation may require coordinated
technical, organizational, and systemic change because barriers
appear to operate synergistically across these dimensions.

Second, our study documents how participatory design processes
can serve as more than requirements-gathering exercises.
Traditional health IT development treats stakeholder engagement
as a requirements-gathering phase that feeds into expert-driven
design [5,6]. Our experience indicates that participatory
processes may generate equity-relevant outcomes through
several mechanisms: surfacing barriers invisible to system
designers [10], legitimizing experiential knowledge alongside
technical expertise [18], and building stakeholder investment
in transformation [59].

Finally, our research contributes to growing evidence
highlighting the challenge of retrofitting equity considerations,
which instead need to be embedded from the outset. The barriers
identified appeared to stem not from isolated technical
shortcomings but from design processes that systematically
excluded diverse users [61]. Therefore, increasing equity may
require restructuring design processes themselves, shifting from
technology-driven implementation, where solutions are
predetermined, to genuinely participatory cocreation, where
diverse voices shape problem definition, solution ideation, and
implementation priorities [14,15,21]. This concept aligns with
that of other authors claiming that design processes themselves
can either reproduce or mitigate existing health inequities
[1,2,10].

Limitations and Transferability
While our study provides valuable insights into participatory
design for digital health equity, the external validity of our
principles and conclusions may be influenced by intrinsic
features of the study design.

The geographic focus on a single area under the same health
care system (ie, Catalonia) may have led to some insights not
applicable to other countries and thus limiting transferability.
However, we consider most of our findings applicable and

valuable beyond regional boundaries through several
dimensions. First, many of the identified barriers represent
universal systemic challenges (workforce shortages, resource
constraints, service fragmentation, and navigation complexity)
documented across diverse health care contexts. Second, the
methodological framework itself is transferable due to the
inclusion of territorial segmentation (rural vs urban contexts)
and multilevel stakeholder engagement (citizens to policymakers
and health care to social care), which are categories relevant to
most health systems. Third, specific findings regarding data
duplication between public and private providers are particularly
relevant and common in mixed-model health care systems,
which are increasingly prevalent globally. Finally, the
governance of the Catalan health system is regionally
commissioned, like other environments, such as England’s
Integrated Care Boards, enhancing organizational-level
transferability. Future research should examine how these
principles perform across different health care contexts,
particularly in low-resource settings where digital equity
challenges may be more pronounced.

Our study captured stakeholder perspectives at a specific point
during rapid digital transformation. The long-term sustainability
and relevance of identified principles will require ongoing
evaluation as digital health technologies and user needs evolve.
However, we attempted to ensure future-proofing through
grounding principles in fundamental human-centered design
values, focusing on equity considerations that persist regardless
of specific technologies, and validating principles through
diverse stakeholder perspectives representing enduring health
care needs.

Another feature that may influence generalizability is the
participant profile involved in the sessions. Despite our effort
in recruiting a diverse profile regarding roles, geographic
location, and demographic characteristics, the voluntary nature
of participation may have introduced selection bias towards
individuals with a stronger interest in digital health
transformation. This was particularly relevant for migrant and
underserved communities, which were underrepresented. These
populations often face the most significant barriers to digital
health access. The exclusion of these voices represents a
significant limitation, as these communities are frequently most
affected by digital health inequities.

Future research could explore mechanisms for engaging
harder-to-reach populations, with particular attention to
developing culturally appropriate recruitment strategies for
migrant communities and other underserved populations.

Implications for Practice and Policy
Our findings have important implications for health care
organizations, technology vendors, and policymakers. For health
care organizations, our study highlights the value and feasibility
of investing in meaningful participatory processes before,
during, and after health information system implementations.
The principles provide a framework for evaluating existing
systems and guiding future technology decisions with explicit
attention to equity considerations.
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A critical insight is the importance of innovative partnership
approaches when navigating system complexity to drive
large-scale engagement and co-design processes. In our
experience, successful system-level transformation requires
sophisticated collaboration models bringing together diverse
expertise and perspectives. The partnership between public
health authorities, academic institutions, and specialized design
practitioners created a unique configuration enabling navigation
of complex health care system dynamics whilst maintaining
methodological rigor and stakeholder trust. This proved essential
for accessing diverse participant networks, managing territorial
complexities, and ensuring that cocreated principles would be
both evidence-based and implementable within existing
structures.

For technology vendors, our research highlights the importance
of embedding human-centered design processes throughout
product development, not merely as compliance exercises.
Persistent usability problems documented in EHR research
suggest current vendor approaches to stakeholder engagement
are insufficient [52]. Our study provides evidence that more
comprehensive participatory approaches can yield insights
leading to more effective, equitable, and sustainable system
designs.

For policymakers, our findings support the need for regulatory
frameworks that incentivize or require meaningful stakeholder
engagement in health technology development. Our study
demonstrates the feasibility and value of comprehensive
participatory approaches that could inform future policy
development. Additionally, policymakers should consider how
to support and incentivize the development of collaborative
partnerships and co-design capabilities within health care
systems, recognizing that these represent critical infrastructure
for equitable digital transformation.

Future Directions
The 10 principles provide a foundation for future research
examining their implementation and effectiveness in practice.

Critical areas include extending these principles to social and
community care settings, examining how they apply to artificial
intelligence–enabled health technologies [62], and exploring
how they can inform the development of community health
information systems. Implementation research examining how
organizations can operationalize these principles, including
necessary capabilities, resource requirements, and
implementation strategies, would provide valuable guidance
for translating insights into improved health information
systems.

Conclusions
This study showcases how PHCD, conducted at a large scale
and grounded in rigorous methodology while engaging all
relevant stakeholders, can serve as a powerful tool to identify
equity barriers in health information systems and inform relevant
and specific principles driving digital transformation of health
care systems. The 10 principles emerging from this study
provide a comprehensive framework for developing
person-centered health information systems that are not only
technically robust but also genuinely responsive to user needs,
culturally appropriate, and accessible to all populations.

This study makes three distinctive contributions that differentiate
it from existing research. First, it is the first successful
application of PHCD at a regional health system scale,
substantially exceeding the typical scale of participatory design
studies in health care. Second, it provides empirical evidence
of how equity barriers operate synergistically across technical,
organizational, and systemic levels in practice, challenging the
siloed implementation approaches suggested by previous
conceptual frameworks. Third, it exemplifies how participatory
processes can serve as transformative mechanisms for
embedding equity from the outset, rather than the
requirements-gathering exercises that characterize traditional
health IT development. These contributions provide both a
methodological blueprint for scaling participatory approaches
and evidence that restructuring design processes themselves is
essential for achieving digital health equity.
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Abstract

Background: Although video consultations (VCs) are permitted in German outpatient care and have seen a notable rise during
the COVID-19 pandemic, their use still does not seem to have become established in Germany.

Objective: This survey aims to evaluate the attitudes of physicians and psychotherapists with regard to the use of VC after the
COVID-19 pandemic, in particular in the context of types of treatment and suitable medical fields.

Methods: A standardized questionnaire was sent out to all 34,095 physicians and psychotherapists in 4 German regions. The
analysis consisted of both descriptive and inferential statistics. Subgroup analysis included gender, age groups, community size
of practice location, VC experience, type and ownership of practice, and area of medical care. Binary logistic regression was
conducted to determine whether physicians’ and psychotherapists’ individual factors, organizational factors, or area of medical
care were associated with at least monthly VC provision or interest in VC provision.

Results: The response rate was 17.9%, including a total of 5930 participants in the analysis. About 40% (2216/5863) of the
physicians and psychotherapists surveyed stated that they offer VC at least once a month. In the area of medical care, the odds
ratio (OR) of at least monthly VC provision in psychotherapeutic care was about 8.2 (95% CI 7.4‐1.64; P<.001) compared to
primary care, whereas in specialist care, the odds for monthly VC provision were approximately 50% lower than in primary care
(OR 0.5, 95% CI 0.43-0.59; P<.001). Further, female participants have higher odds to provide VC at least once a month (OR
1.163, 95% CI 1.01‐1.34; P=.03). The odds for monthly VC provision in older age groups are approximately 60% higher than
in the <40 years old age group (OR 0.41, 95% CI 0.32-0.52; P<.001). Around 80% (4347/5442) of the participants expressed
interest in VC use. The most common occasions for which treatment by VC was reported to be suitable were discussing test
results (1422/1896, 75.0%), taking the patient’s medical history (1195/2147, 55.7%), issuing prescriptions for drugs and remedies
(793/1204, 65.9%), and the issuing of incapacity certificates for work (677/1042, 65.0%).

Conclusions: There has been an increase in the self-reported uptake of VC among physicians and psychotherapists compared
to prepandemic levels, although this remains at a relatively low level in primary and specialist care. A significant proportion of
doctors and psychotherapists have expressed an interest in using VC after the pandemic period. However, this self-reported use
is not yet reflected in actual usage data, suggesting the need for further investigation into the underlying factors influencing the
gap and identifying potential enablers. Further, these self-assessments by service providers on suitable types of treatment and
suitable medical fields can inform political decision-making.

(J Med Internet Res 2026;28:e73757)   doi:10.2196/73757

KEYWORDS

eHealth; telehealth; telemedicine; remote care; mental health services; provider views; virtual medicine; attitude of health personnel;
COVID-19; video consultation; survey; suitable types of treatment; medical fields; German outpatient medical care; physician
and psychotherapist perspective; provider perspective
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Introduction

The utilization of telemedicine, in particular the implementation
of video consultation (VC), has become increasingly popular
since the onset of the global COVID-19 pandemic in 2020 [1-3].
In Germany, VC could be billed for certain diagnoses or
check-ups in outpatient care since 2017. In 2019, the legislative
initiative of the Digital Healthcare Act was implemented with
the objective of accelerating the digital transformation of the
nation’s health care infrastructure. Thereafter, VCs have been
eligible for billing in almost all medical specialties, as physicians
and psychotherapists have been granted permission to use them
at their discretion, without the prior restrictions [4].

However, uptake in its use was only reported during the
COVID-19 pandemic as it was a relevant option for preventing
infections [4-6]. Toward the end of the pandemic, its use has
declined again and does still not appear to have become
established into everyday medical practice [7]. A representative
survey of 2800 medical practices in Germany by Albrecht et al
[8] revealed that in 2021, 20% of practices offered VC,
compared to 25% during the beginning of the COVID-19
pandemic in 2020. Among psychotherapy practices, VCs are
used more frequently, with about three quarters of practices
offering the service in 2020 and 2021 [8]. Claims data analysis
by the statutory health insurance fund BARMER reported that
in 2021 around 80% of the VCs have been provided by
psychiatrists and psychotherapists, followed by general
practitioners (GPs) who provided 14% of all VCs. Less prevalent
are the medical specialties gynecologists (1.8%) and
pediatricians (1.5%) [7]. According to the latest figures reported
by the Zentralinstitut kassenärztliche Versorgung, the use of
VC in Germany did not demonstrate an upward trend from 2022
to 2024, with approximately 2.7 million VCs recorded in both
years [9].

For the period before and during the COVID-19 pandemic, there
are study results that have identified a number of factors that
influence the provision of VC services. Besides medical
specialty, these include the age of the service provider, the
community size of practice location, and the size of the service
provider’s practice. A greater uptake in VC use during the
COVID-19 pandemic was observed among younger physicians
and psychotherapists [6,8] and among providers in an urban
practice [6,10]. In terms of practice type, Kane et al [11] and
Albrecht et al [8] reported higher use in larger practices,
multispecialty practices, or practices with a nonphysician
ownership structure. Conversely, Knörr et al [10] found no
associations for use but did find associations for perceived
benefit with group practices rather than solo practices. At that
time, VCs were most frequently employed for the purposes of
discussing examination results and taking a patient’s medical
history. VCs have previously been reported as being inadequate
for the purposes of diagnosis and determining medical indication
[8].

Moreover, VCs have been most commonly used as an adjunct
to in-person treatment. However, in rural regions with a lower
density of physicians, VCs have been increasingly provided
without additional personal contact in a billing quarter, that is,

in 3 months [6]. This indicates that VC can also be a suitable
method in the context of a shortage of medical care.
Internationally, service providers have reported positive
experiences with chronic disease management, mental health
support, and medication management during the pandemic [12].
Despite the fact that experiences with VC during the pandemic
have frequently been characterized as positive overall [13],
health care providers appear to be rather hesitant about
implementing them into routine practice [14].

The sudden and unanticipated need for VC adoption during the
course of the pandemic was widely regarded as an opportunity
for their long-term integration into routine treatment. At the
same time, it accelerated ongoing political initiatives in Northern
Europe to digitize health care [15-17]. However, in Germany,
measures to promote the use of VC do not seem to have been
effectively implemented, which has created uncertainty about
the sustainability of VC. This underscores the need for research
on how VC use evolved. Although there is plenty of research
on providers’ experiences with VC during the pandemic, given
the potential shifts in attitudes toward such services resulting
thereof, it is crucial to examine the subject from a provider’s
perspective and their attitudes toward telemedicine services in
a postpandemic context [14]. Hence, the objective of this study
is to examine the attitudes of physicians and psychotherapists
with regard to the use of VC after the COVID-19 pandemic in
German outpatient care. Specifically, the study examines factors
associated with VC provision and interest in VC provision.
Further, the study investigates which types of treatments and
medical fields are deemed suitable by the medical and
psychotherapeutic service providers in nonpandemic conditions.
This survey of service providers’ perspectives can assist in
ascertaining how VC can be used sensibly. For many, their
familiarity with VC was built in the context of the pandemic,
when it was quickly implemented. There is now a need for
evaluation to establish an evidence base for its optimal use
[16,18].

Methods

Study Design
This survey was conducted as part of the German study
“Preference-based use of video consultations in urban and rural
regions,” which was funded by the Innovation Fund of the
German Federal Joint Committee (funding no. 01VSF20011).
A study protocol was published previously [19]. Based on
groundwork research within the study—a literature review and
focus group discussions—a standardized questionnaire was
developed.

The questionnaire was divided into three segments: (1) attitudes
and experiences regarding VC provision, (2) preference survey
using discrete choice experiments, and (3) sociodemographic
information as well as information about the medical profession.

First, the survey asked whether VC was offered and, if so, how
frequently. A follow-up question enquired how long VC had
been part of their medical treatment. The first section also asked
about suitable types of treatment and medical fields for which
VC could be (at least partially) suitable. There were also
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questions about the exclusive use of VC (eg, no additional
face-to-face contact in a quarter for the treatment case), the use
of VC in treating children and adolescents, and potential future
VC provision. All questions had categorical responses except
the questions about suitable types of treatment and suitable
medical fields for treatment via VC, which were 5-scale Likert
questions (highly unsuitable, unsuitable, to some extent, suitable,
and very suitable). All Likert scales had an “I don’t know”
option, which was coded as missing during the analysis. Likert
scales also included open-text response options to allow for
further explanation of the participants’ experiences.

The attitude of inhibiting and promoting factors for the provision
of VC and the results of the second part of the survey
(preference elicitation) are published separately. Thus, no further
details are given here.

The third section included sociodemographic questions and
information about the participants’ medical profession. These
included membership at one of the four participating regional
Associations of Statutory Health Insurance Physicians (ASHIPs),
community size of practice location, employment status, area
of medical care, and medical specialty or psychotherapy
practice.

Prior to conducting the survey, a pretest with think-aloud and
probing methods was done [20]. The pretest included 6
physicians with different medical specialties.

Ethical Considerations
At the beginning of the survey, all participants received
information about the objective of the study and how their data
would be dealt with. Participation was anonymous and
voluntary, and participants could opt out at anytime. Entries
could be made on paper or online using a QR code using
QuestionPro online survey software (QuestionPro, Inc). The
incentive to participate in the survey was amplified by the
prospect of winning a tablet in a raffle. The local ethics
committee of the Medical Faculty of the University of
Duisburg-Essen approved the study (reference: 21‐10283-BO).
Completion time of the survey was around 20 minutes. An
excerpt of the survey can be found in Multimedia Appendix 1.

Recruitment
The 4 participating ASHIPs in the regions Berlin,
Westphalia-Lippe, Mecklenburg-Western Pomerania, and
Schleswig-Holstein sent the survey via postal delivery to all
their members (physicians and psychotherapists) who met the
inclusion criterion. Inclusion criterion was being eligible to
provide VC. In Germany, outpatient medical care in the field
of psychotherapeutic/psychiatric disorders is provided by
medical care providers (eg, medical psychotherapists,
psychiatrists, neurologists, family physicians) and nonphysician
care providers called psychological psychotherapists. As both
groups are allowed to provide VC and are reimbursed under the
same remuneration system, psychological psychotherapists were
also included in the study. The ASHIPs cover rural as well as
urban regions.

In order to gain insight into the postpandemic perspective, the
survey was conducted between November 2022 and March

2023. No reminder was sent out, as the target of 10% response
rate was reached early.

Statistical Analysis
Descriptive data are presented as frequencies (n) and percentages
(%). All 49 medical specialty categories were aggregated to 12
final medical specialist groups to simplify the evaluation. For
the gender, participants who answered “diverse” were coded as
missing in the gender variable for the purposes of subgroup
analysis. This decision was taken to safeguard the privacy of
those involved because of the relatively limited number of
participants with this response. As not all questions were
mandatory, missing answers were possible, and no further
conclusions can be drawn about the number of “diverse” cases.

Subgroup analyses included gender (male or female), age groups
(<40 y, 40‐50 y, 51‐60 y, and >60 y), community size in
reference to the classification “Stadt-und Gemeindetyp” as rural
or urban by the Federal Institute for Research on Building,
Urban Affairs, and Spatial Development (rural community,
small town, middle town, or large city) [21], VC experience
(yes or no), type of practice (individual practice, joint practice,
group practice, or medical care unit), ownership of practice
(self-employed and employed), and area of medical care
(primary care, specialist care, or psychotherapeutic care).
Physicians and psychotherapists were categorized as having
VC experience if they stated they offered VC at least once a
month. In Germany, the distinction between joint practice and
group practice is primarily evident in the manner of billing. In
joint practice, a joint billing system is employed, whereas in
group practice, the physicians share the facilities but operate
independently of one another. Medical care units are outpatient
facilities in which physicians are employed exclusively and
which can be operated by physicians, hospitals, or other licensed
providers. With regard to the variable type of practice, multiple
responses were permitted in the questionnaire; however, cases
with multiple answers were excluded for the subgroup analysis.
Regarding areas of medical care, in primary care, all family
physicians, including GPs, general internists, and pediatricians,
are displayed. Specialist care, on the other hand, comprised
physicians who have indicated that they work in specialist care
but not in the areas of family medicine and psychiatry or
psychotherapy. With regard to psychotherapeutic care, all
physicians or nonphysician service providers (psychological
psychotherapists) who have reported working in this field were
included. All participants working in psychotherapy, psychiatry,
or neurology care were referred to in the study as
“psychotherapists,” unless otherwise stated.

First, a descriptive analysis was conducted, followed by an
association analysis as a second step and binary logistic
regression as a third step. Correlation and association
coefficients were calculated using the Stuart-Kendall Tau-c for

ordinal variables and Pearson χ2 categorical variables. Effect
sizes were indicated by Stuart-Kendall Tau-c for ordinal
variables and Cramer V for categorical variables [22,23]. In
accordance with the criteria established by Cohen (d), effect
sizes that fall below the threshold of 0 are considered
inconsequential and thus excluded from the reporting. Effect
sizes greater than 0.1 and up to 0.3 are considered weak, while
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those greater than 0.3 are considered moderate, and those greater
than 0.5 are considered strong [24].

Binary logistic regression was conducted to determine whether
physicians’ and psychotherapists’ individual factors (gender,
age, and region), organizational factors (ownership or type of
practice), or area of medical care are associated with at least
monthly VC provision (yes or no). Similarly, it was then
examined whether these factors are related to the general interest
in VC provision (yes or no). The aim is to test whether the
predictors influence the probability of VC provision or interest
in VC and to determine their odds. Multicollinearity diagnostics
indicated no concerns for the predictor variables (all tolerance
values >0.20; all variance inflation factor values <5). All
independent variables were included in the analysis
simultaneously in order to examine their contribution to
predicting each dependent variable. The level of statistical
significance was set at α=.05, with a P value of ≤.05 deemed
significant. Statistical analyses were performed using the
statistical software IBM SPSS Statistics version 28 (IBM Corp).

Results

Response Rate and Participants’ Characteristics
The study questionnaire was sent to 34,095 physicians and
psychotherapists, of whom 33,994 participants could be
contacted. The remaining 101 questionnaires could not be
delivered. The total number of returned questionnaires was
6112, resulting in a response rate of 17.9%. About 60.5%
(3700/6112) of participants responded online and 39.5% (2412)
responded by paper. Following the exclusion of 182
questionnaires that were either implausible or blank, a total of
5930 respondents were included in the analysis. They represent
around 17.4% (5930/34,095) of physicians and psychotherapists
in the four regions surveyed.

The study sample comprised a slight overrepresentation of
women (3140 to 2378; 56.9% to 32.1%) and a slight
underrepresentation of medical service providers in the older
age groups (>60 y: 1359/5539, 24.5% to 10,261/34,095, 30.1%)
compared to the basic population. Table 1 summarizes the
sociodemographic characteristics and information on the medical
profession.
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Table . Characteristics and medical profession of survey participants and basic population.

Physicians and psychotherapists in selected re-

gions, n (%)a
Participants, n (%)

34,095 (100)5930 (100)Total

Gender (n=5518)

17,452 (51.2)3140 (56.9)    Female

16,643 (48.8)2378 (43.1)    Male

Age groups (aggregated) (n=5539)

3538 (10.4)749 (13.5)    <40 years

8317 (24.4)1478 (26.7)    40‐50 years

11,979 (35.1)1952 (35.2)    51‐60 years

10,261 (30.1)1359 (24.5)    >60 years

—bCommunity size of practice location (n=5525)

372 (6.7)    Rural community

965 (17.5)    Small town

1411 (25.5)    Middle town

2777 (50.3)    Large city

—Employment statusc (n=5542)

4421 (79.8)    Self-employed

1161 (20.9)    Employed

—Type of practicec (n=5542)

2864 (50.1),    Individual practice

1526 (26.7)    Joint practiced

807 (14.1)    Group practiced

521 (9.1)    Medical care unitd

—Area of medical care (n=5531)

1591 (28.8)    Primary care

1747 (31.6)    Specialist care

2193 (39.6)    Psychotherapeutic care

aData of all 34,095 physicians and psychotherapists from the Associations of Statutory Health Insurance Physicians (ASHIPs) in the regions Berlin,
Westphalia-Lippe, Mecklenburg-Western Pomerania, and Schleswig-Holstein. All specialist groups that are theoretically authorized to provide video
consultation in Q4 2023 are included. Source: Data provided by the participating ASHIPs.
bNot available.
cMultiple answers possible.
dGerman terms: joint practice: Berufsausübungsgemeinschaft; group practice: Praxisgemeinschaft; medical care unit: Medizinisches Versorgungszentrum.

About half (2777/5525) of the participants have their practice
location in a large city, 25.5% (1411/5525) run their practice
in a medium-sized town, 17.5% (965/5525) in a small town,
and 6.7% (372/5525) in the countryside. Most of the participants
(4549/5542, 82.1%) are self-employed. Around half of the
participants (2873/5542, 51.8%) run an individual practice,
27.6% (1530/5542) a joint practice, and 14.6% (811/5542) a
group practice. Only 9.5% (529/5542) of the participants state
that they are employed in a medical care unit. The participants
also were asked to indicate their area of medical care. About
28.8% (1591/5531) of the participants practice in primary care,
while a comparable proportion (1747/5531, 31.6%) works in

specialist care. A larger proportion of participants (2193/5531,
39.6%) is engaged in psychotherapeutic/psychiatric care.

Most common medical care areas are primary care (1438/5484,
26.1%), nonphysician care providers in psychological
psychotherapy (1293/5484, 23.6%), physicians in the field of
psychotherapy, psychiatry, or neurology (464/5484, 8.5%), and
psychotherapists for children and adolescents (458/5484, 8.4%).
Other, less frequent areas of medical care in which the
participants are trained in include gynecology, gynecological
endocrinology, and reproductive medicine (315/5484, 5.7%),
orthopedics and trauma surgery (182/5484, 3.3%), pediatrics
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and adolescent medicine in primary care (153/5484, 2.8%),
otorhinolaryngology (130/5484, 2.4%), and venereal diseases
and dermatology (113/5484, 2.1%). Table 2 presents a summary

of the (aggregated) medical specialties displayed in this survey
in comparison to the basic population.

Table . Medical specialty (aggregated).

Physicians and psychotherapists in selected re-

gions, n (%)a
Participants, n (%)

34,104b (100)5484 (100)Total

10,736 (31.5)1438 (26.1)Primary care (excluding pediatrics in primary
care)

5446 (16.0)1293 (23.6)Psychological psychotherapy

2389 (7.0)464 (8.5)Psychotherapy/psychiatry/neurology (excluding
psychological psychotherapists and psychothera-
pists for children/adolescents)

1590 (4.7)458 (8.4)Psychotherapists for children and adolescents

2394 (7.0)315 (5.7)Gynecology, gynecological endocrinology, and
reproductive medicine

1702 (5.0)182 (3.3)Orthopedics and trauma surgery

1350 (4.0)153 (2.8)Pediatrics (in primary care)

898 (2.6)130 (2.4)Otorhinolaryngology

863 (2.6)128 (2.3)Surgery (excluding orthopedics and trauma
surgery)

793 (2.3)113 (2.0)Venereal diseases and dermatology

144 (0.4)44 (0.8)Pediatrics (specialist care)

5799 (17.0)766 (13.2)Other

aData of all 34,095 physicians and psychotherapists from the Associations of Statutory Health Insurance Physicians (ASHIPs) in the regions Berlin,
Westphalia-Lippe, Mecklenburg-Western Pomerania, and Schleswig-Holstein. All specialist groups that are theoretically authorized to provide video
consultation in Q4 2023 are included. Source: Data provided by the participating ASHIPs.
bSince in a few cases more than one specialist group was assigned to a physician or psychotherapist in an ASHIP, the number in this table (34,104)
differs slightly from the total number of respondents (34,095).

Provision of Video Consultations

Provision of VC
Among the physicians and psychotherapists who have already
used VC, 78.3% (1722/2199) have offered them since the
beginning of the COVID-19 pandemic; 11.2% (246/2199)
started using VC later on during the pandemic (from 2021
onwards). However, only 10.2% (231/2199) have been providing
VC since before the COVID-19 pandemic.

Of the physicians and psychotherapists, 37.8% (2216/5863)
reported using VC at least once a month, with 36.6% using VC
several times a week, 33.6% at least once a week, and 29.5%
at least once a month. Meanwhile, 62.2% of participants
(3647/5863) report that they have rarely or never offered VC.
Significant associations with gender, age, community size of
practice location, type of practice, ownership of practice, and
area of medical care were identified with VC provision (see
Multimedia Appendix 2).

The findings of the logistic regression analysis demonstrate that
at least monthly VC provision is associated with each included
predictor except community size of practice location. For the
area of medical care, the odds ratio (OR) of at least monthly
VC provision in psychotherapeutic care was about 8.2 compared

to primary care (95% CI 7.4‐1.64; P<.001), whereas in
specialist care, the odds for monthly VC provision were
approximately 50% lower than in primary care (OR 0.5, 95%
CI 0.43-0.59; P<.001). Regarding medical specialty, within
psychotherapeutic care, medical professionals who offer VC
most frequently are psychological psychotherapists (985/1282,
76.8%), psychotherapists for children and adolescents (333/456,
73%), and psychotherapists, psychiatrists, and neurologists
(245/457, 53.6%). At a considerable distance from the frequency
observed in psychotherapeutic care, 22.7% (10/44) of pediatric
specialists, 20% (285/1422) of physicians in primary care, and
19.6% (22/112) of specialists for venereal diseases and
dermatology have stated to have VC experience.

Individual factors such as gender and age were also significant
predictors for monthly VC provision. Female participants have
higher odds to provide VC at least once a month (OR 1.163,
95% CI 1.01‐1.34; P=.03). The odds for monthly VC provision
in older age groups are approximately 60% higher than in the
<40 years old age group (OR 0.41, 95% CI 0.32-0.52; P<.001).
With regard to organizational factors, self-employed participants
had about 50% higher odds of providing VC than employed
participants (OR 0.480, 95% CI 0.39-0.59; P<.001). Regarding
the type of practice, participants working in group practice (OR
1.33; 95% CI 1.07‐1.66; P=.01) and medical care units (OR
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1.39, 95% CI 1.04‐1.85; P=.03) had significantly higher odds
to provide VC at least once a month compared to those in
individual practice. The model was statistically significant,
χ²13=1937.52, P<.001, and explained approximately 41%
according to Nagelkerke pseudo-R². Further, the
Hosmer–Lemeshow test was nonsignificant, χ²8=12.32, P=.14,
indicating good model fit.

Interest in VC Provision
The majority of the physicians and psychotherapists (4347/5442,
79.9%) express interest in potentially providing VC. There
appears to be a significant association between interest in use
by gender, age group, VC experience, and area of medical care
(see Multimedia Appendix 3).

The patterns evident in current at least monthly VC provision
are also reflected in the results of the logistic regression analysis
of general interest in VC provision. Interest in providing VC is
significantly associated with gender, age group, practice

location, type of practice, and area of medical care. For instance,
logistic regression indicated a significant association between
age group and the likelihood of interest in VC provision
(P<.001). Compared to the reference group of physicians and
psychotherapists under 40 years, those aged 40‐50 years had
51% lower odds of the outcome (OR 0.49, 95% CI 0.34-0.69;
P<.001). The 50‐60 years age group also exhibited lower odds
compared to the reference group (OR 0.3, 95% CI 0.21-0.42;
P<.001). The strongest effect was observed among individuals
aged over 60 years, who had approximately 80% lower
likelihood of interest in VC provision (OR 0.2, 95% CI
0.15-0.28; P<.001). The overall model for interest in VC
provision was statistically significant, χ²13=574.23, P<.001,
indicating that the set of predictors reliably distinguished interest
in use of VC provision. The model explained approximately
17% according to Nagelkerke pseudo-R². The
Hosmer–Lemeshow goodness-of-fit test was nonsignificant,
χ²8=13.77, P=.09, suggesting acceptable model fit. Table 3
presents details on the results of the logistic regression models.
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Table . Binary logistic regression for at least monthly VCa provision and interest in VC provision.

Interest in VC provision c (n=5173)At least monthly VC provisionb (n=5232)Predictor

OR (95% CI)P valueOR (95% CI)P value

Gender (reference:
male)

1.315 (1.13-1.53).031.163 (1.01-1.34).03    Female

Age group (refer-
ence: <40 y)

0.486 (0.34-0.69)<.0010.711 (0.56-0.90)<.005    40‐50 y

0.300 (0.21-0.42)<.0010.729 (0.58-0.9)<.008    51‐60 y

0.204 (0.15-0.28)<.0010.409 (0.32-0.52)<.001    >60 y

Community size of
practice location
(reference: rural
community)

0.958 (0.7-1.31).790.783 (0.59-1.05).10    Small town

0.993 (0.73-1.35).960.833 (0.63-1.10).20    Middle town

1.210 (0.9-1.63).211.128 (0.864-1.47).38    Large city

Ownership of prac-
tice (reference:
self-employed)

0.893 (0.72-1.11).300.480 (0.39-0.59)<.001    Employed

Type of practice
(reference: individ-
ual practice)

1.560 (1.31-1.85)<.0011.175 (0.999-1.38).05    Joint practice

1.385 (1.08-1.78)<.0011.331 (1.067-1.66).01    Group practice

2.713 (1.96-3.76).011.387 (1.039-1.85).03    Medical care unit

Area of medical
care (reference: pri-
mary care)

0.807 (0.68-0.96).010.503 (0.425-0.59)<.001    Specialist care

3.850 (3.11-4.77)<.0018.917 (7.472-10.64)<.001    Psychotherapeu-
tic care

5.606<.0010.8450.33Constant

aVC: video consultation.
bAt least monthly VC provision: pseudo-R²=0.41.
cInterest in VC provision: pseudo-R²=0.17.

Exclusive Use of VC
Almost half (2702/5651, 47.8%) of the physicians and
psychotherapists surveyed can imagine treating patients
exclusively via VC without further face-to-face appointments
for the treatment case in the same quarter. There are differing
attitudes toward the exclusive use of VC, depending on whether
the participants have VC experience (χ²1=320.997, P<.001;
Cramer V=0.239), their age group (χ²3=126.589, P<.001; Cramer
V=0.152), or their medical specialty (χ²11=146.092, P<.001;
Cramer V=0.164). Physicians and psychotherapists with VC
experience (1345/2676, 63%) are more likely to imagine treating
patients in a treatment case exclusively via VC than participants

who have not or rarely provided VC before. Further, medical
specialists with specialist training in venereal diseases and
dermatology (80/113, 70.8%), GPs (720/1423, 50.6%),
nonphysician care providers in psychological psychotherapy
(721/1285, 56.1%), and physicians who specialized in
psychotherapy, psychiatry, and neurology (232/459, 50.5%) are
more likely to consider treating patients in a treatment case
exclusively via VC.

Suitable Medical Fields
Regarding suitable medical fields, the participants were asked
if parts of their treatment could be carried out via VC for the
enquired medical fields. Results only include participants with
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previous VC experience, as it is assumed that a more precise
assessment can be made. The participants indicated a potential
for using VC, in particular, in the area of mental and behavioral
disorders. In the field of mental disorders, nonorganic sleep
disorders (very suitable or suitable: 1296/1995, 65.0%), affective
disorders (very suitable or suitable: 1123/1991, 56.4%), anxiety
disorders (very suitable or suitable: 1110/2014, 55.1%), sexual
dysfunctions (very suitable or suitable: 952/1836, 51.3%), or
obsessive-compulsive disorders (very suitable or suitable:
952/1974, 48.2%) are considered to be very suitable or suitable
most often. An exception is cases of schizophrenia (highly
unsuitable or unsuitable: 1047/1764, 59.4%) as well as
schizotypal and delusional disorders caused by psychotropic
substances (highly unsuitable or unsuitable: 824/1837, 44.9%),
which are rather reported as highly unsuitable or suitable for
VC.

Among chronic illnesses, the treatment of chronic pain (very
suitable or suitable: 936/1517, 61.7%), metabolic disorders
(very suitable or suitable: 464/1009, 46.0%), and allergies (very
suitable or suitable: 413/1020, 40.5%) as well as dermatological
diseases (very suitable or suitable: 368/989, 37.2%) are
considered very suitable or suitable for VC treatment.

Acute illnesses are rather considered highly unsuitable or
unsuitable, with the exception of acute headaches (to some
extent suitable: 481/1238, 38.9%) or dermatoses (to some extent

suitable: 337/922, 36.6%), which are considered suitable to
some extent. Further details on the attitude of suitable medical
fields from the perspective of physicians and psychiatrists with
VC experience can be found in Multimedia Appendix 4.

Types of Treatment
To assess potential suitable types of treatment, only findings of
participants with VC experience are displayed as a better
understanding is assumed. Significant associations have been
identified by participants who have experience in VC provision
for all queried types of treatment. They are more likely to
consider the types of treatment as suitable for VC provision
than participants with little or no experience; for details on their
associations and effect sizes, see Multimedia Appendix 5.

According to over 60% of these physicians and psychotherapists,
discussing test results (1422/1896, 75%), issuing of prescriptions
for drugs and remedies (793/1204, 65.9%), and issuing of
incapacity certificates (677/1042, 65.0%) and treatment planning
(1379/2131, 64.7%) are very suitable or suitable types of
treatment via VC (see Table 4). Follow-up appointments
(771/1350, 57.1%) and taking a patient’s medical history
(1195/2147, 55.7%) are considered very suitable or suitable by
over half of the participants. Diagnostic procedures appear to
be the least suitable form of treatment for VC, with only 24.6%
of participants (very suitable or suitable: 523/2126), indicating
agreement with these types of treatment.

Table . Attitudes of physicians and psychotherapists with VCa experience towards the suitability of types of treatment for VC.

Very suitable, n (%)Suitable, n (%)To some extent, n (%)Unsuitable, n (%)Highly unsuitable, n
(%)

716 (37.8)706 (37.2)344 (18.1)101 (5.3)29 (1.5)Discussion of test re-
sults (n=1896)

562 (26.2)633 (29.5)524 (24.4)343 (16.0)85 (4.0)Medical history
(n=2147)

364 (30.2)429 (35.6)226 (18.8)136 (11.3)49 (4.1)Issuing prescriptions
for drugs and remedies
(n=1204)

311 (29.8)366 (35.1)221 (21.2)100 (9.6)44 (4.2)Issuing incapacity cer-
tificate (n=1042)

460 (21.6)919 (43.1)545 (25.6)172 (8.1)35 (1.6)Therapy treatment
planning (n=2131)

579 (28.7)743 (36.8)546 (27.1)122 (6.0)27 (1.3)Individual psychi-
atric/psychotherapeutic
consultations (n=2017)

286 (21.2)485 (35.9)415 (30.7)130 (9.6)34 (2.5)Follow-up checks (eg,
wound healing, medica-
tion) (n=1350)

57 (5.8)105 (10.7)256 (26.2)381 (39.0)178 (18.2)Group sessions (eg, in
psychotherapy)
(n=977)

148 (7.0)375 (17.6)783 (36.8)669 (31.5)151 (7.1)(Further) diagnostic
work-up (n=2126)

aVC: video consultation.

Regarding area of medical care of participants with VC
experience, significant associations have been identified for
taking a patient’s medical history (χ²8=21.266, P<.001; Cramer

V=0.229), further diagnostic work-up (χ²8=85.333, P<.001;
Cramer V=0.145), issuing an incapacity certificate (χ²8=36.051,
P<.001; Cramer V=0.135), the discussion of test results
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(χ²8=164.154, P<.001; Cramer V=0.213), follow-up checks
(χ²8=71.743, P<.001; Cramer V=0.167), and individual
psychiatric or psychotherapeutic consultations (χ²8=127.499,
P<.001; Cramer V=0.182). Taking a patient’s medical history
via VC is deemed very suitable or suitable rather by providers
in primary care (very suitable or suitable: 259/308, 84.1%) and
specialist care (very suitable or suitable: 141/198, 71.2%), less
than by providers in psychotherapeutic care (very suitable or
suitable: 739/1544, 47.9%). It is similar in the case of discussing
test results, 91.2% (281/308) of GPs and 90.2% (175/194) of
specialists report them to be a very suitable or suitable option
via VC, while 68.6% (895/1305) of psychotherapists consider
them very suitable or suitable. Conversely, the attitudes of the
suitability of (further) diagnostics are the opposite. Although
(further) diagnostics are deemed highly unsuitable or suitable,
health care professionals engaged in the delivery of
psychotherapeutic care (very suitable or suitable: 441/1526,
28.9%) are more likely to view them as suitable than GPs (very
suitable or suitable: 37/303, 12.2%) and specialists (very suitable
or suitable: 19/201, 9.5%). For follow-up checks, 64.5%
(517/802) of psychotherapists and about half of specialists
(98/184, 53.3%) consider these very suitable or suitable for VC,
whereas only 38.3% (116/303) of GPs agree on their suitability.
In particular, in the context of individual psychotherapeutic
consultations, psychotherapists (very suitable or suitable:
1079/1569, 68.8%) consider these to be suitable for VC, and
also approximately 50% of GPs (very suitable or suitable:
122/241, 50.6%) and specialist care (very suitable or suitable:
55/111, 49.5%) hold this view. For further associations or
correlations and effect sizes, see Multimedia Appendix 6.

Discussion

Principal Findings
This study examined the attitude toward the use of VC in
German outpatient care after the COVID-19 pandemic from a
provider perspective. For the majority of the surveyed physicians
and psychotherapists, the advent of the COVID-19 pandemic
served as a catalyst, with approximately 80% commencing VC
use during the initial phase of the pandemic since 2020,
particularly within the area of psychotherapeutic care. VC
provision is reported more often in psychotherapeutic care (73%)
and still less often in primary (20%) and specialist care (12%).
Despite over half of service providers reporting little or no VC
provision, with approximately 40% stating otherwise, this
represents a notable increase in providers who have used VC
so far compared to the prepandemic period. However, the survey
results do not reveal whether they have incorporated VC into
their daily routine or whether it is merely a sporadic occurrence
necessitated by the circumstances during the pandemic. Current
claims data analyses indicate that VC provision is not regular,
as use has experienced a decline once again following the
conclusion of the COVID-19 pandemic [7].

According to our findings, the odds of VC provision are higher
among female physicians and psychotherapists, younger age
groups, and those living in urban areas. These results are
coherent with previously published research on German claims
data done earlier in the study by Hüer et al [6] covering the time

period during the COVID-19 pandemic. Therefore, there seem
to be no changes in the analyzed factors associated with VC
provision during and after the COVID-19 pandemic. In terms
of organizational factors, practice types with shared facilities
demonstrated higher odds for VC provision than participants
in an individual practice setting. During the pandemic, Hüer et
al [6] and Knörr et al [10] did not observe a higher frequency
of use by group practices. However, Knörr et al [10] noted that
the perceived benefit is greater in group practices. Recent
systematic reviews emphasized the importance of perceived
usefulness and ease of use in the adoption of telemedicine
[25,26]. The findings of this study suggest that shared facilities
may result in a reduction of organizational barriers to VC use
and offer enhanced practical benefits or ease of use.

Conversely, self-employed physicians also demonstrated higher
odds for VC provision. The current literature suggests that the
barriers are particularly related to the expected usefulness within
their professional environment, making the indications
inconclusive.

Globally, many countries have integrated telehealth into routine
care to some extent, although the degree varies widely [27].
The 2022 International Health Policy Survey of General
Practitioners, conducted by the Commonwealth Fund in 10
high-income countries, examined opinions on the
user-friendliness and effectiveness of telemedicine in the period
following the peak of the pandemic. In the majority of countries,
physicians reported a number of advantages, including financial
compensation, improved timeliness of care, and enhanced ability
for mental health care. German physicians demonstrated the
lowest levels of satisfaction across the majority of stated metrics,
while medical professionals in the United Kingdom, Australia,
Canada, and the United States reported higher levels of
satisfaction and ease of implementation of the telehealth
platform. In Germany, telehealth expanded more slowly
postpandemic, with only about 30%‐40% of German primary
care doctors stating telehealth to be easy to implement, citing
cost of the platform as a barrier [28]. This indicates that besides
readiness of users and providers, national policies and technical
infrastructure have an influence on VC adoption [16,28].
Nevertheless, the results suggest that there is potential to
establish use among medical service providers, as approximately
80% expressed interest in potentially using VC. With younger
providers in particular using and being interested in using VC,
it is likely that an age-related dip in VC provision will diminish
in the future. In addition, these results can also help identify
subgroups that might perceive more barriers in VC adoption.
Elder and male physicians and psychotherapists showed less
odds of VC adoption. Research suggests that those groups show
less readiness and might lack familiarity or trust in new
technologies [26,29]. For the time being, it is recommended
that efforts are made to facilitate use [26], with a particular focus
on engaging older age groups, as even around 70% of physicians
and psychotherapists with little or no VC experience reported
interest in using VC. This objective could be realized through
the implementation of knowledge pertaining to the advantages
of VC in the obligatory Continuing Medical Education
administered by the German Medical Associations.
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Although awareness of VC has been heightened by the
COVID-19 pandemic and there is considerable interest in its
use, VC still appears to be used irregularly at present [7],
suggesting that there may currently be inhibiting factors
inhibiting the expansion of VC provision (eg, concerns about
a deterioration in the physician–patient relationship [13] or
factors relating to the health care system [16]). This issue merits
a need for further research to investigate the reasons for the
current reluctance to use VC. In order to explore why the uptake
of VC has not been sustainable and to develop strategies that
can be used to ensure its long-term integration, a look at
hindering factors, particularly in the German health care system,
or qualitative research on sustainable implementation strategies
would also be an appropriate approach.

Globally, many countries have integrated telehealth into routine
care to some extent, although the degree varies widely [27].
The 2022 International Health Policy Survey of General
Practitioners, conducted by the Commonwealth Fund in 10
high-income countries, examined opinions on the
user-friendliness and effectiveness of telemedicine in the period
following the peak of the pandemic. In the majority of countries,
physicians reported a number of advantages, including financial
compensation, improved timeliness of care, and enhanced ability
for mental health care. German physicians demonstrated the
lowest levels of satisfaction across the majority of stated metrics,
while medical professionals in the United Kingdom, Australia,
Canada, and the United States reported higher levels of
satisfaction and ease of implementation of the telehealth
platform. In Germany, telehealth expanded more slowly
postpandemic, with only about 30%‐40% of German primary
care doctors stating telehealth to be easy to implement, citing
cost of the platform as a barrier [28]. This indicates that besides
readiness of users and providers, national policies and technical
infrastructure have an influence on VC adoption [16,28].
Nevertheless, the results suggest that there is potential to
establish use among medical service providers, as approximately
80% expressed interest in potentially using VC. With younger
providers in particular using and being interested in using VC,
it is likely that an age-related dip in VC provision will diminish
in the future. In addition, these results can also help identify
subgroups that might perceive more barriers in VC adoption.
Elder and male physicians and psychotherapists showed less
odds of VC adoption. Research suggests that those groups show
less readiness and might lack familiarity or trust in new
technologies [26,29]. For the time being, it is recommended
that efforts are made to facilitate use [26], with a particular focus
on engaging older age groups, as even around 70% of physicians
and psychotherapists with little or no VC experience reported
interest in using VC. This objective could be realized through
the implementation of knowledge pertaining to the advantages
of VC in the obligatory Continuing Medical Education
administered by the German Medical Associations. In light of
the heightened awareness of VC brought on by the COVID-19
pandemic and given the great interest in the use of VC, VCs
still seem to be used irregularly [7], which suggests that there
might currently be inhibiting factors that impede the expansion
of VC provision (eg, fear of deterioration in the
physician–patient relationship [13] or health system factors
[16]). This issue merits a need for further research to investigate

the reasons for the current reluctance to use VC. In order to
explore why the uptake of VC has not been sustainable and to
develop strategies that can be used to ensure its long-term
integration, a look at hindering factors, particularly in the
German health care system, or qualitative research on
sustainable implementation strategies would also be an
appropriate approach.

Regarding VC as an add-on service or as a service without
face-to-face patient contact in the same quarter for the treatment
case, there is no clear agreement or rejection in favor of its
exclusive use. According to the findings of the study, a slightly
below-average number of respondents were in favor of exclusive
use. However, it should be noted that in Germany, discounts in
honorarium are applied when VC is used exclusively during a
given billing quarter [4]. Hence, the attitude of suitability of
exclusive VC use may be biased due to the German billing
regulations. Nevertheless, the findings suggest that exclusive
use may be more appropriate for certain medical specialties.
Physicians in venereal diseases and dermatology, as well as
nonphysician care providers in psychological psychotherapy,
demonstrated a greater tendency to consider the exclusive use
of VC.

This research suggests that VC may be particularly suited to
the care of patients with mental and behavioral health problems
[30]. However, there are limitations for certain diagnoses, such
as schizophrenia, schizotypal, and delusional disorders caused
by psychotropic substances. This assessment has been widely
acknowledged in relevant literature and is accompanied by an
increase in the use of VC and perceived suitability by providers
of psychotherapeutic care [31,32]. Furthermore, the results
suggest that VCs appear to be suitable for selected chronic
illnesses. Current research also validates this for selected
indications, for example, for diabetes [33], obstructive sleep
apnea [34], or dermatological diseases such as atopic dermatitis
[35].

Regarding the findings on types of treatment, there are
indications that physicians and psychotherapists consider VC
to be particularly suitable to those types of treatment which are
mainly based on conversations (eg, discussing test results or
taking the patient’s medical history, therapy treatment planning)
or which require a higher degree of administrative work (eg,
issuing of prescriptions for drugs and remedies and issuing of
incapacity certificates). This may particularly apply to
well-known patients and those with long-term conditions
[12,13]. The results of our study, as well as existing research,
indicate that diagnostics may not be the optimal fit for this
particular modality of treatment in primary and specialist care.
For psychotherapeutic care, further diagnostic workup has been
rated more positively, which is supported by another German
survey [8]. During the COVID-19 pandemic, follow-up checks
were reported to be a well-accepted type of treatment [12,36,37].
According to this study, after the COVID-19 pandemic, this
was not fully confirmed, with only 33% finding it suitable and
36% suitable to some extent. The variability of the suitability
of follow-up checks seems to be dependent on different
treatments. In the area of psychotherapeutic care, follow-up
visits are more likely to be considered appropriate than in
primary care or specialist care. Moreover, differences are

J Med Internet Res 2026 | vol. 28 | e73757 | p.1318https://www.jmir.org/2026/1/e73757
(page number not for citation purposes)

Kleinschmidt et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


observed with regard to the presence or absence of VC
experience. This suggests that as a result of the adoption of VC
by physicians and psychotherapists, attitudes have shifted toward
a more positive outlook. It can be reasonably concluded that
training programs may assist in reducing the current deficit of
knowledge and in fostering greater confidence in the provision
of VC.

Limitations
The study achieves a satisfactory response rate of around 18%
and thus results in a large sample size of 5930, which is typically
challenging to obtain when studying physicians or
psychotherapists. This was made possible due to the involvement
of ASHIPs in contacting all of the physicians in their respective
regions. However, it is important to note that the participants
do not fully represent the original population. The sample
comprises a slightly higher proportion of female participants
and a slightly higher proportion of individuals under the age of
40 than is observed in the basic population. The mode of data
collection did not influence the variables related to the main
findings. However, differences were observed in demographic
characteristics such as the age subgroup between participants
recruited online and those surveyed via paper-pencil. The option
to participate on paper next to online via a QR code was
incorporated with the objective of mitigating the exclusion of
offline participants, a demographic which is predominantly
composed of older individuals. Moreover, it should be
acknowledged that there is a considerably greater number of
physicians and medical service providers from the
psychotherapeutic care area than represented in the surveyed
basic population. This could potentially introduce a selection
bias, as psychotherapists are more likely to use VC and may
therefore have responded differently from the average due to
their vested interest in VC. Psychotherapists may perceive VC
as being congruent with their professional practice, particularly
with regard to continuity of care and emergency situations
[1,2,30,38]. Conversely, some medical practitioners, particularly
those specializing in physical disciplines, may regard VC as
being incongruent with the necessity for physical examinations
[39]. Subsequently, the results may lead to more positive
attitudes toward VC, which could restrict the generalizability
of the findings to other outpatient providers. Subgroup analysis
differentiated according to the areas of primary care, and
specialist and psychotherapeutic cares was done in order to be
able to make a more precise distinction.

While the rollout of VCs has been comprehensively researched
in many countries since the start of the pandemic, there has been
limited investigation into this for the German outpatient sector
up to now. This study, therefore, adds value by taking a closer
and more detailed look at the situation in outpatient care in
Germany. Yet, physicians and psychiatrists, as well as
psychotherapists working exclusively in the private sector, were
not included. However, as approximately 90% of insured
persons in Germany have statutory health insurance and only
members of ASHIPs are permitted to bill patients with statutory
health insurance, the relevance of exclusively private
practitioners is negligible. Nevertheless, since only German
physicians and psychotherapists were surveyed, the
transferability of the results to other countries with different

regulatory systems may be limited. Further, studies could
explore the use of VC in the inpatient or care settings where
there may also be potential [40,41]. Additionally, all specific
medical specialties in the field of psychiatric/neurological and
psychotherapeutic care are referred to as “psychotherapists” in
this study. It is important to note that there are differences in
practicing depending on specific medical specialty. Further
research could go into depth according to specific medical
specialties.

While the logistic regression models provided useful insights,
several limitations should be noted. First, as this was a
cross-sectional study, the associations identified cannot be
interpreted causally. The logistic regression model was
employed for the purpose of exploratory analysis, with the
objective of ascertaining which variables exert a significant
effect when controlling for the other variables. Second, although
the first model showed substantial explanatory power
(Nagelkerke R²=0.41) and the second model moderate power
(Nagelkerke R²=0.17), a certain proportion of variance remains
unexplained, suggesting that additional factors not included in
the analysis may influence the outcome. These might include
digital maturity, technical infrastructure, and remuneration terms
[42-44].

As this was an exploratory cross-sectional study, a
self-constructed questionnaire was used. Although no full
psychometric validation was conducted, the instrument was
informed by prior qualitative analyses and pretesting to ensure
content relevance and comprehensibility. This limits the extent
to which the results can be generalized, and the approach is
appropriate for an exploratory design and provides valuable
initial insights to guide future research. Furthermore, systematic
errors cannot be completely excluded. In this study, the use of
batteries of items (eg, Likert scales) may have led to a tendency
for the questions to be averaged or not to be differentiated.
Concerning measures of association or correlation, the calculated
effect sizes are according to Cohen value categorized as weak
and a few as moderate.

Conclusion
Although the actual use of VC in general practice and specialist
care is still relatively low, most physicians and psychotherapists
are in favor of their use after the COVID-19 pandemic. A wide
range of medical indications is considered to be suitable,
particularly in the area of psychotherapeutic care and use for
chronic illnesses. The findings indicate that German service
providers do not appear to be averse to the use of VC as they
show high interest in their provision. Potential barriers to the
exclusive use of VC may include factors such as remuneration
or the medical specialty of the practitioner. Furthermore, in the
case of certain medical specialties, treatment, particularly
diagnosis, cannot be provided without a physical examination.
It is advisable to incorporate the providers’ perspectives into
the ongoing refinement of VC policies and practices, as these
insights are important for ensuring the successful
implementation of VC as a therapeutic modality. This research
on physicians’and psychotherapists’ attitudes adds to a baseline
knowledge of different attitudes by providers and can provide
grounds to create a shared vision, which has shown to be a driver
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in the adoption process of digital technology [45]. Besides, the
attitude and conduct of medical professionals play a fundamental
role in ensuring that patients experience a sufficient level of
comfort during the course of their treatment [46]. Given that
physicians and psychotherapists are more likely to endorse
video-based treatment modalities when they have prior
experience with them, expanding training programs may help
reduce knowledge gaps, alleviate uncertainty, and foster greater

confidence in their use in outpatient care. The expansion of the
digital infrastructure in the future, which facilitates the
dissemination of information, has the potential to diminish
potential barriers. Nevertheless, the results do not provide
insights into the hurdles that exist in daily use and how exactly
their use can be promoted. Further research is necessary to
ascertain the full implications.
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Abstract

Background: Gender concordance (GC) between patients and physicians has been linked to trust and satisfaction in traditional
health care. However, its role in telemedicine, especially in culturally complex settings like India, is underexplored. In India’s
culturally diverse and gender-sensitive context, understanding GC becomes particularly relevant for specialties such as gynecology,
dermatology, psychiatry, and urology, where discussions often involve intimate or stigmatized concerns. Despite rapid telemedicine
expansion, little empirical evidence exists on whether GC affects patient-reported outcomes in this context.

Objective: This study examined whether GC significantly influences patient satisfaction and self-reported recovery in
teleconsultations across India, with a focus on specialty-specific effects in culturally sensitive specialties.

Methods: We conducted a retrospective cross-sectional analysis of 286,196 anonymized teleconsultation records from a national
telemedicine platform (January 2023–December 2024) spanning across 20 medical specialties using binary logistic regression.
Records missing gender or satisfaction data were excluded from the analysis; recovery analyses included only consultations with
completed day-21 follow-up surveys (n=1170, 0.4%). Outcomes included patient satisfaction (ratings 4‐5 on a five-point scale)
and self-reported recovery at follow-up. Logistic regression models (Stata 17.0) tested associations between GC and outcomes,
controlling for consultation time, duration, and physician experience. Subgroup analyses were conducted for the top 5 specialties.
Each record included key data on consultation duration, timing, physician experience, specialty type, patient satisfaction rating,
and self-reported recovery status. The study excluded the pediatrics specialty from the analysis to control for the parental bias.

Results: Of the 286,196 consultations, 164,008 (60.4%) were gender-concordant. Overall, 261,213 of 286,196 (91.3%) patients
reported good satisfaction. GC had a statistically significant negative association with patient satisfaction (odds ratio [OR] 0.87,
95% CI 0.85‐0.90; P<.001). Across gender, the male doctor received higher satisfaction. In gynecology, female patient–female
doctor pairs had significantly higher odds of reporting recovery (OR 4.53, 95% CI 0.8‐25.3; P=.099). Overall, consultation
timing (OR 0.99, 95% CI 0.998‐0.999; P<.001) and patient satisfaction (OR 20.13, 95% CI 12.06‐35.38; P<.001) were stronger
predictors of self-reported recovery than GC.

Conclusions: GC in telemedicine has a context-dependent impact. While it does not independently predict clinical recovery, it
meaningfully shapes patient satisfaction. These findings highlight that gender sensitivity training and context-specific communication
approaches may enhance telemedicine experiences in culturally sensitive domains. Integrating awareness of gender dynamics
into telehealth design and policy could strengthen patient trust and engagement in virtual care. Future research should explore
specialty-specific dynamics and improve follow-up response rates to better assess clinical outcomes.

(J Med Internet Res 2026;28:e78311)   doi:10.2196/78311

KEYWORDS

gender concordance; telemedicine; India; patient satisfaction; clinical outcomes; culturally sensitive specialties; physician-patient
dyads
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Introduction

Telemedicine and Gender Dynamics in the Indian
Context
The COVID-19 crisis has triggered a revolutionary change in
health care delivery and expedited the worldwide penetration
of telemedicine as an acceptable mode of consultation [1]. In
India, with sharp health care access inequalities, especially
across rural and socioeconomically disadvantaged populations,
telemedicine presented itself as a vital mechanism for
overcoming geographic and resource-based barriers [2,3]. Latest
figures indicate a sweeping rise in virtual consults, with millions
of patients depending on telehealth facilities for medical advice,
diagnosis, and treatment [4].

Despite the operational success and scalability of telemedicine
in India, patient experience and perceived quality are varying
[5]. While aspects like connectivity, clinical competence, and
usability of the platform are extensively researched [2,6], one
aspect that is not well examined is the influence of gender in
the construction of the virtual doctor-patient interaction. More
specifically, the way the gender match or mismatch between
patient and provider, also known as gender concordance (GC),
has an effect in the Indian telemedicine context.

GC, alignment between the gender identity of the health care
provider and the patient, has been linked to improved trust,
communication, and outcomes, particularly in intimate
specialties like gynecology and psychiatry [7]. But the impact
of GC in telemedicine, a medium that lacks presence and is
based primarily on audio-only interactions, is not well
understood, particularly against the Indian backdrop [8].

India’s sociocultural landscape presents an additional level of
complexity. Strongly rooted gender norms of modesty and
patriarchal formations tend to shape health care–seeking
behavior [7-10]. Women will be reluctant to share certain
symptoms with a male physician, and male patients will find
female health care providers more empathic across certain
specialties [11,12]. Such factors pose essential questions
regarding the impact of GC on patient satisfaction and perceived
effectiveness in telemedicine.

Recent telehealth studies [7,11,13] show that GC may influence
trust and comfort differently across cultural contexts, but
evidence from non-Western settings remains scarce. Few
large-scale analyses have examined patient-reported outcomes
in virtual care, especially in India. Previous studies in this area
have been carried out in Western societies with varying cultural
values and health care infrastructure [14,15]. Consequently, it
is not possible to transfer findings from such studies directly to
India. Moreover, studies so far have concentrated mostly on
clinical results or communication patterns, with a lack of proper
incorporation of patient-reported measures like satisfaction or
self-perceived recovery. There is an utmost need for large-scale
evidence from a contextualized setting that can be used for
developing culture-sensitive design and implementation of
telemedicine services for India.

This paper attempts to fill this lacuna by investigating whether
GC is a predictor of 2-principal patient-reported outcomes,

consultation satisfaction, and self-reported recovery, in
telemedicine consultations across a broad spectrum of medical
specialties in India. Using a database of more than 286,000
anonymous telemedicine consultations conducted by one of
India’s biggest telemedicine platforms, we explore the
interaction between gender dynamics and other factors,
including consultation timing, physician experience, and
specialty type, in shaping patient perceptions of quality of care.

GC in Health Care: Global Evidence
GC, the match between a patient’s and a provider’s gender, has
typically been linked with increased patient trust, satisfaction,
and communication in conventional health care situations,
physical face-to-face consultations, especially in developed
economies [6,15,16]. The important point to note here is that
literature about GC in clinical settings has been using
self-reported sex or gender by the patients and doctors as a
gender variable and does not really differentiate between gender
and sex of a person like some other social science studies would
have done. For instance, GC in primary care is related to longer
consultation times and more patient-oriented communication
[16], and, in oncology, female patients tend to be more
comfortable with female providers because of impressions of
empathy and emotional support [17].

Yet the results are still unclear. Previous studies [14,18]
discovered minimal or no effect of GC on clinical outcomes or
satisfaction, which suggests that GC by itself is not a strong
predictor of health outcomes. One of the studies also stresses
the differences in GC effects depending on the clinical specialty
and setting in a related systematic review [15].

With the development of telemedicine, questions arise as to
whether the impact of GC is present in the virtual setting. While
nonverbal cues are diminished in teleconsultations, there is
evidence that rapport and trust can still be established [19].
When voice-only consultation is used, as it is in resource-poor
environments such as rural India, GC can facilitate comfort and
disclosure by alleviating gender-based communication barriers
[18]. However, the inconclusive global evidence underscores
the necessity for context-oriented, culture-sensitive studies.

Sociocultural Context and Gender Preferences in India
India is a specific context to study GC because of the entrenched
gender norms, especially in specialties with sensitive health
matters [20]. Research reveals that female patients are likely to
seek female providers, particularly in psychiatry and
gynecology, where personal revelation is necessary [2,14].
Hofstede cultural dimensions, specifically
masculinity-femininity and power distance, can explain why
the health care expectations of the patients in India tend to be
influenced by gendered constructs of authority and nurturing
[21]. These sociocultural undercurrents can shape whether GC
is likely to build trust or create new tensions.

Specialty-Specific Insights
GC’s impact varies by specialty, widely preferred in gynecology
for perceived empathy, considered in pediatrics, and supportive
of disclosure in mental health, especially for women [6,8,21,22].
Those differences highlight the need to examine GC as a
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specialty-specific rather than a general concept. For pediatric
consultations, GC was determined based on the gender of the
primary caregiver who initiated the consultation, minimizing
potential bias from child accounts.

Empirical Gaps in Indian Telemedicine
Despite growing health care reach and diminished geographic
barriers [1,3], telemedicine’s capacity for supporting
patient-provider relationships within gender-sensitive
frameworks is uncertain. More satisfaction was evidenced in
GC-based video interactions by Verma et al [23], but outcomes
of recovery did not vary significantly. More critical factors, for
example, consultation duration and doctor experience, could
play an even more powerful role in shaping outcomes, and so
analyses including these factors with GC as control variables
are needed.

Empirical Lacunae in Indian Research
With the increasing utilization of telemedicine in India [5], there
is still a scarcity of empirical evidence regarding the impact of
GC on the delivery of health care virtually, especially from the
patient’s side. Female patients in rural and traditional areas can
avoid or underdeclare their problems during interactions with
male practitioners, particularly for reproductive or sexual health
[9]. Previous studies [2,3,22,24] underscored the importance of
system design with a gender awareness that ensures equal
access. No large-scale, quantitative studies so far have
thoroughly analyzed the effect of GC on both satisfaction and
health outcomes in telemedicine in India.

With the mixed international evidence, this research will bridge
the gaps in existing research by investigating the outcomes of
GC for patient satisfaction and self-perceived recovery from
teleconsultation in various medical specialties in India. The
issue under investigation is relevant to both policy and practice
of allocation algorithms, provider communication and behavior,
and training needs for providers working for telemedicine
platforms in India. The research is relevant to all telemedicine
platforms—public and private.

Study Aims
This research is directed to assess the role of GC between patient
and doctor in customer satisfaction (CSAT) and patient-reported
medical efficacy (PRME), recovery rate, in the Indian
telemedicine context. The study hopes to provide evidence-based
insights into the telemedicine encounter as influenced by
sociodemographic congruence between providers and patients.
We expect the findings to have direct practical applications for
telehealth platform design, provider training, and patient
matchmaking algorithms. Guided by expectation confirmation
theory (ECT) and the patient-centered care model (PCCM), this
study examines whether GC predicts (1) patient satisfaction and
(2) self-reported recovery in teleconsultations across India. We
hypothesize that GC may have specialty-specific effects,
particularly in gynecology.

Methods

Data Source and Study Design
This study draws on a dataset provided by one of the leading
private Indian telemedicine platforms, recognized for its
extensive reach and service diversity across specialties [25].
The platform was selected due to its nationwide footprint and
volume of consultations, making it a strong representative
sample for analyzing virtual care patterns across India. As of
2024, the platform reports over 400 million registered users
across 22 states, positioning it among the largest telehealth
providers in the country. The platform provides close to 2
million teleconsultations annually.

This retrospective cross-sectional study used secondary,
anonymized data from a leading Indian telemedicine platform.
The dataset covered consultations from January 2023 to
December 2024.

Sample Selection and Data Processing
The dataset consists of 286,196 telemedicine consultations from
various specialties and systems of medicine, such as Allopathic,
Ayurveda, and Homeopathy. The current study used the
anonymized data provided by the telemedicine platform. The
organization has robust processes to anonymize the data and
does not share any personally identifiable information, even
within the organization. The data were transferred to authors in
a spreadsheet where each transaction was identified with a
unique identification number. For all purposes, the data were
secondary in nature for the investigators.

The platform, over the period of 2 years, had done close to 3
million teleconsultations. However, for the study purposes, the
platform shared only the data for consultations for which the
patient had responded to the patient satisfaction survey (CSAT).
The health outcome medical efficacy (PRME) survey started
in April 2024, and hence it is available in very limited
proportion. The inclusion of transactions was based on the fact
that the CSAT or PRME survey was responded back by the
patient because outcome data were important for the study. To
utilize the provided data, authors had to filter the data. The
transactions with reported CSAT and PRME were separated.
Patients’and doctors’genders were reported, so GC was derived
as a variable and utilized to categorize the transactions.

Dataset Screening Process
A structured screening process was applied to 286,196 for
missing data and to form the analytical sample.

• Exclusion criteria for satisfaction analysis were as follows:
• Missing patient gender (n=14,578)
• Missing doctor gender (n=151)
• Unclear satisfaction rating response (n=3)

• Exclusion criteria for recovery analysis were as follows:
• All consultations without a completed day-21 recovery

follow-up (n=284,874)
• Pediatric consultations (n=29,288) due to

caregiver-provided responses
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Patients accessed the platform through a web or mobile
interface. The current structure of the telemedicine platform
automatically assigns a doctor to a patient based on the specialty
or symptom that the patient enters into the system. An algorithm
that is based on the availability of doctors on the platform at
that time connects a patient with a doctor. So, there is no choice
from either the doctor or patient side involved in matching.

The current study excludes the pediatrics consultations from
the assessment of the impact of GC on the CSAT and PRME.
The reason here is the response gets confounded by the parent
or parents’ preferences or biases. The patient himself or herself
is not the one responding to either of the surveys.

Variables and Measures

Dependent Variables

Patient Satisfaction [csat_good]

This binary variable indicates whether the patient reported high
satisfaction with the consultation. This variable is created from
the 1-5 scale-based question asked at the end of each
consultation. The ratings of 1, 2, and 3 were considered to be
dissatisfied (csat_good=0), and the ratings of 4 and 5 were
considered to be satisfied (csat_good=1).

PRME-Recovery Rate

This binary variable indicates whether the patient reported
improvement in symptoms after consultation. This recovery
rate question is floated to all patients on the 21st day after
consultation. Patients who reported recovery are captured as
prme_good=1, and 0 otherwise.

Independent Variables

GC [gender_cc]
This binary variable indicates whether the patient’s gender
matched the physician’s gender. The platform collects this
demographic information as part of preconsultation user inputs;
patients self-report their sex when registering or booking a
consultation. Physicians do not collect or verify this information
during the consultation process. While the system technically
captures biological sex, we acknowledge that much of the
existing literature in this domain uses the term “GC” rather than
“sex concordance.” In line with prevailing academic convention,
we continue using the term GC throughout this study, while
recognizing this conceptual limitation in our definition of the
research question.

Time of Day [time_day]
This captures consultation timing, categorized into morning and
night. The platform uses a 9 AM to 9 PM window as usual day
timing from the doctor’s practice perspective. Hence,
consultation happening in this time period is marked as
time_day=1.

Consultation Duration [total_dura]
This was the total duration [in seconds] of the teleconsultation.

Physician Experience [dr_experience]
This was measured in years of practice.

Data Analysis
The study started analysis with the finding of proportions of
transactions reported with positive CSAT and positive PRME
across patient-doctor gender-concordant dyads and
nonconcordant dyads. The study employed a z test to check if
the 2 groups were statistically different in CSAT or PRME.

To assess the impact of GC on patient outcomes, the study
employed a logistic regression model. Exponentiated coefficients
(odds ratios [OR]) were reported to interpret the impact of GC
and other control variables. The analysis also included the
regressions at the specialty level. These specialties were selected
by consultation volume. These were identified using the metric
of total number of completed consultations within the study
period. Logistic regression analysis requires an adequate number
of outcome events relative to the number of predictor variables
to ensure the stability and reliability of parameter estimates.
Following conventional guidelines, a minimum of 10 outcome
events per predictor variable is recommended to avoid
overfitting and ensure model validity [24]. Additionally, the
Central Limit Theorem supports a minimum sample size of 30
as a general rule of thumb for approximating normality in
sampling distributions [26]. These principles jointly informed
the decision to set 30 observations as the minimum threshold
for conducting specialty-specific regression analyses in this
study. This gave us 9 specialties for CSAT and 7 specialties for
PRME. However, the result tables reported only the 5 specialties
that had the highest number of responses available for CSAT
or PRME. Analyses were conducted using Stata (version 17.0;
StataCorp LLC). Binary logistic regression models assessed
associations between GC and 2 outcomes, patient satisfaction,
and self-reported recovery, while controlling for consultation
duration, physician experience, and time of day. Specialty-level
regressions were conducted where event counts were ≥30.

Ethical Considerations
This study was approved by the Board of Research Ethics
(BORE) of Goa Institute of Management (Approval No.
GIM/BHCM042507). The study was conducted in compliance
with ethical research standards. Since the data were anonymized
and obtained with necessary permissions from the telemedicine
platform, no personally identifiable information was accessed.
The research adheres to data protection laws and ethical
guidelines related to patient confidentiality. This retrospective
study was approved by the institutional review board of Goa
Institute of Management. Data used were deidentified secondary
records collected with informed consent for service use; the
platform’s terms permit anonymized secondary analyses. All
identifiers were removed prior to researcher access; only
aggregate data were analyzed. No compensation was involved.
No identifiable images or patient details are included.

Results

Overview of the Sample
Of the 286,196 consultations analyzed, 60.4% (n=164,008) were
gender concordant and 47.8% (n=129,848) involved female
patients. Table 1 shows the specialty-wise shares in total
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transactions. Pediatrics is shown in descriptive statistics but excluded from outcome analyses due to caregiver response bias.
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Table . Summary of data and variables.

Count (N=286,196)Number of teleconsultations

30.0 (25-37)Patient age (y), median (IQR)

Patient sex, n (%)

141,670 (52)    Male

129,848 (48)    Female

8.0 (5-12)Doctor experience (y), median (IQR)

Doctor sex, n (%)

169,363 (59)    Male

116,682 (41)    Female

Specialty, n (%)

2021 (0.7)    Ayurveda

600 (0.2)    Cancer

5290 (1.8)    Cardiology

3329 (1.2)    Dental

38,824 (14)    Dermatology

3729 (1.3)    Diabetology

6069 (2.1)    Diet and nutrition

11,282 (3.9)    Ear, Nose, Throat

5506 (1.9)    Eye and Vision

5654 (2)    Gastroenterology

65,794 (23)    General physician

967 (0.3)    General surgery

37,876 (13)    Gynecology

2754 (1)    Homeopathy

1643 (0.6)    Nephrology

7212 (2.5)    Neurology

11,871 (4.1)    Orthopedics

29,288 (10)    Pediatrics

1427 (0.5)    Physiotherapy

5688 (2)    Psychiatry

3993 (1.4)    Psychological counseling

3216 (1.1)    Pulmonology

777 (0.3)    Rheumatology

10,192 (3.6)    Sexology

10,176 (3.6)    Stomach and digestion

9798 (3.4)    Urology

1220 (0.4)    Unknown

Time of consultation, n (%)

193,612 (68)    Peak hours—day (9 AM to 9 PM)

92,583 (32)    Nonpeak hours—night (9 PM to 9 AM)

382 (237-600)Consultation duration (s), median (IQR)

CSATa score (1-5), n (%)

12,461 (4.4)    1
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Count (N=286,196)Number of teleconsultations

3732 (1.3)    2

8787 (3.1)    3

39,024 (14)    4

222,191 (78)    5

CSAT (good vs bad), n (%)

24,980 (8.7)    Bad

261,213 (91)    Good

1322 (0.46)PRMEb responses, n (%)

PRME (good vs bad), n (%)

322 (24)    Not recovered

1000 (76)    Recovered

GCc, n (%)

107,369 (40)    Discordant

164,008 (60)    Concordant

aCSAT: customer satisfaction.
bPRME: patient-reported medical efficacy.
cGC: gender concordance.

Table 2 shows that 135,755 out of 148,803 (91.23%)
transactions with a gender-concordant patient-doctor dyad
reported good CSAT compared with 86,680 out of 93,971
(92.24%) transactions where doctor-patient GC was not present.

Even when the sample was categorized for patient gender, it
showed similar results. Gender-concordant transactions showed
lower CSAT compared with nonconcordant transactions.

Table . Statistical difference in CSATa and PRMEb across different groups.

PRMECSAT

z score (P value)GC=1, n/N (%)GC=0, n/N (%)z score (P value)GC=1, n/N (%)GCc=0, n/N (%)Group

1.38 (.17)495/669 (73.99)389/502 (77.49)8.753 (<.001)135,755/148,803
(91.23)

86,680/93,971
(92.24)

All

–0.32 (.75)203/261 (77.78)233/304 (76.64)12.358 (<.001)55,057/61,003
(90.25)

51,511/55,808
(92.3)

Female patients

1.9 (.06)292/408 (71.57)156/198 (78.79)1.469 (.14)80,698/87,800
(91.87)

35,169/38,163
(92.19)

Male patients

aCSAT: customer satisfaction.
bPRME: patient-reported medical efficacy.
cGC: gender concordance.

For PRME, the available transactions were only 1322, and after
excluding the pediatrics specialty, the available transactions
were 1199. Out of the available data on PRME, 923 of 1199
(77.01%) transactions have good PRME; that is, 77.01% patients
reported that they had recovered. Out of these 1199 transactions,
1170 transactions had data on patient and doctor gender. Among
these, 669 (57.17%) transactions had patient-doctor GC. Table
2 shows that gender-concordant cohort of transactions reported
that PRME is 495 out of 669 (73.99%), compared with 388 out
of 501 (77.49%) in the nonconcordant cohort. This difference
is not statistically significant, unlike what we found with CSAT.

Patient gender-wise categorization also found insignificant
difference between concordant and nonconcordant cohorts.
However, for the female patient cohort, the gender-concordant
group reported higher PRME compared to the nonconcordant
group. In contrast, it was the other way around for the male
patient cohort.

Table 3 shows that, on average, male patients report higher
satisfaction compared with their female counterparts, and male
doctors receive better satisfaction scores compared with female
doctors. However, irrespective of patient gender, a
gender-discordant dyad results in a better CSAT score.
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Table . CSATa for different doctor genders as per patient genders.

Patient gender

Male patients, n/N (%)Female patients, n/N (%)All patients, n/N (%)Doctor gender

115,883/125,979 (91.98)106,681/116,935 (91.23)222,564/242,914 (91.6)All doctors

4720/5121 (92.17)7678/8592 (89.36)12,398/13,713 (90.41)Female doctors

111,163/120,858 (91.98)99,003/108,343 (91.38)210,166/229,201 (91.69)Male doctors

aCSAT: customer satisfaction.

GC and Patient Satisfaction
This section is focused on the logistic regression results
assessing the impact of GC and other independent variables on
the CSAT. The study employed logistic regression on the overall

sample and separately for 9 specialties individually. Table 4
reports the regression results for the overall sample and 5
specialties that had the highest number of transactions with
CSAT reported.

Table . Relationship between CSATa and gender concordance in telemedicine.

csat_good

ENT, OR (95% CI;
P value)

Orthopedics, OR
(95% CI; P value)

Dermatology, OR
(95% CI; P value)

Gynecology, OR
(95% CI; P value)

General physician,
OR (95% CI; P
value)

All, ORb (95% CI;
P value)

Variable

0.841 (0.73-0.97;
.02)

1.023 (0.89-1.18;
.74)

0.917 (0.85-0.98;
.02)

1.079 (0.97-1.20;
.16)

0.9796 (0.92-1.04;
.49)

0.874 (0.81-0.94;
<.001)

Gender concor-
dance

1.229 (1.06-1.42;
<.001)

0.867 (0.74-1.02;
.08)

1.052 (0.98-1.13;
.19)

1.038 (0.97-1.11;
.31)

1.114 (1.05-1.18;
<.001)

1.081 (1.04-1.12;
<.001)

Consultation during
office hours

1.000 (1.00-1.00;
.09)

1.000 (1.00-1.00;
.05)

1.001 (1.001-1.001;
<.001)

1.001 (1.001-1.001;
<.001)

1.0003 (1.0002-
1.0004; <.001)

1.0004 (1.0003-
1.0005; <.001)

Duration of the
consultation

0.985 (0.97-1;
.008)

0.955 (0.93-1;
<.001)

0.995 (0.99-1; .16)1.001 (1.00-1.01;
.63)

1.003 (1.00-1.01;
.06)

1.002 (1.00-1.002;
.11)

Doctor experience

11.9619 (10.27-
13.93; <.001)

16.6125 (13.43-
20.55; <.001)

8.6154 (7.28-10.2;
<.001)

5.5912 (4.74-6.6;
<.001)

10.235 (8.96-11.69;
<.001)

9.46 (8.55-10.47;
<.001)

Intercept

11,21311,77038,18336,18565,174228,640N

aCSAT: customer satisfaction.
bOR: odds ratio.

In the full sample, gender discordance was a statistically
significant predictor of patient satisfaction (OR 0.874, 95% CI
0.85‐0.90; P<.001), suggesting that the presence of GC results
in a lower satisfaction rate. This aligns with the findings of
Table 2, showing that female patient-male doctor and male
patient-female doctor dyads showed higher satisfaction rates.

At the specialty level, GC was associated with lower satisfaction
in dermatology (OR 0.917, 95% CI 0.85-0.98; P=.02) and ENT
(OR 0.841, 95% CI 0.73-0.97; P=.02). In the specialty of
Gynecology, where patient sensitivity about doctor gender is
high [27,28], GC showed a positive but statistically
nonsignificant association with satisfaction. The effect of GC
was not uniform, suggesting that specialty context moderates
its influence on patient experience.

Except for orthopedics, all other specialties showed that
transaction happening during 9 AM to 9 PM had a positive
impact on the CSAT. Except for the general physician group,
other specialties showed that the younger (less experienced) the
doctor, the better the CSAT rate.

GC and PRME
Table 5 reports the logistic regression results for the impact of
GC on the PRME—the recovery rate. It presents 7 regressions:
the first 2 for the whole sample for which all required variables
were available, and the next 5 were separate specialty levels.
The first model included CSAT as one of the explanatory
variables, whereas the other 6 models did not include it.
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Table . Relationship between patient-reported medical efficacy and gender concordance in telemedicine.

prme_good

ENT, OR (95%
CI; P value)

Orthopedics, OR
(95% CI; P val-
ue)

Dermatology,
OR (95% CI; P
value)

Gynecology, OR
(95% CI; P val-
ue)

General physi-
cian, OR (95%
CI; P value)

All, OR (95%
CI; P value)

All, ORa (95%
CI; P value)

Variable

——————b20.1334 (8.11-
50.02; <.001)

Customer satis-
faction

1.733 (0.62-
4.83; .29)

1.168 (0.33-
4.11; .81)

1.102 (0.6-2.03;
.76)

4.53 (0.75-
27.26; .099)

0.855 (0.51-
1.43; .55)

0.8401 (0.64-
1.01; .21)

0.8492 (0.63-
1.15; .29)

Gender concor-
dance

0.716 (0.23-
2.28; .57)

0.423 (0.09-
2.09; .29)

1.324 (0.68-
2.57; .41)

2.099 (0.77-
5.75; .15)

1.492 (0.84-
2.64; .17)

1.2524 (0.93-
1.69; .14)

1.142 (0.82-
1.59; .43)

Consultation
during office
hours

0.998 (0.99-1;
.19)

0.998 (0.995-1;
.17)

1 (0.99-1.002;
.95)

1.001 (1.00-
1.002; .18)

0.999 (0.99-
1.00; .18)

0.999 (0.99-
1.00; .001)

0.999 (0.99-
1.00; <.001)

Duration of the
consultation

1.054 (0.97-
1.14; .19)

0.999 (0.81-
1.19; .99)

0.965 (0.91-
1.02; .20)

1.09 (1.00-1.19;
.04)

0.998 (0.97-
1.02; .87)

1.007 (0.99-
1.03; .44)

1.0032 (0.98-
1.02; .75)

Doctor experi-
ence

2.7454 (0.68-
11.06; .16)

6.9175 (0.00-
9.98; .91)

3.448 (1.47-8.1;
.005)

0.1725 (0.02-
1.58; .12)

5.2211 (3.16-
8.62; <.001)

3.5164 (2.4-
5.15; <.001)

0.2854 (0.2-
0.42; <.001)

Intercept

794624311443011701170N

aOR: odds ratio.
bnot applicable.

Based on the 1170 transactions, GC had no statistically
significant effect on overall recovery outcomes (OR 0.84, 95%
CI 0.64‐1.1; P=.21). While marginal significance was noted
in gynecology (P=.099), given the small number of transactions
(n=1170) for recovery follow-ups, findings must be interpreted
cautiously.

The first model showed that patient satisfaction was the strongest
and most consistent predictor of self-reported recovery (OR
20.13, 95% CI 12.06‐35.38; P<.001).

Longer consultations were weakly correlated with satisfaction,
not recovery. The experience of a doctor did not show a positive
impact on the patient-reported recovery rate, except in the
gynecology specialty.

Discussion

Principal Findings
This study examined the impact of GC on patient satisfaction
and self-reported recovery in more than 286,000 Indian
telemedicine consultations. Contrary to conventional
assumptions [7], GC did not uniformly enhance satisfaction or
recovery. In fact, nonconcordant dyads reported higher
satisfaction, challenging existing evidence and expectations of
demographic matching improving health care experiences
[6,15,16].

These findings align with 2 theories: ECT and PCCM.

ECT explains how satisfaction arises when experiences exceed
expectations [26,27], as seen in male patient-female doctor
dyads. In concordant dyads, higher expectations may have gone
unmet, reducing perceived trust [29]. Multiple studies indicate
that male patients interacting with female physicians frequently
experience their expectations being exceeded, particularly in

the domains of interpersonal communication and empathy [30],
leading to higher trust. Research reveals that male patient-female
doctor dyads are often characterized by higher patient-reported
satisfaction and quality scores, largely due to the
“expectation-surprise” effect: male patients, who may hold
lower initial expectations of female physicians’ technical and
interpersonal abilities, report greatly enhanced perceptions when
those expectations are surpassed in real clinical interactions
[13]. Female doctors are consistently highlighted for their
superior listening, attentiveness, and clarity, which not only
challenge prevailing gender stereotypes but also foster increased
trust and comfort among male patients. This dynamic has been
observed across different care settings and cultural contexts,
underscoring the potential benefits of such cross-gender
provider-patient pairings for improving patient satisfaction and
health care quality [31]. These superseded expectations may
meet with better treatment adherence, leading to significantly
different recovery rates in male patient-female doctor dyads
compared to male-male dyads.

The female patient, and the overall sample, showed higher
satisfaction rates when consulted with a male doctor, which is
in corroboration with general perception of men being preferred
for technical roles [32] and previous evidence of this female
patients rating male doctors better than the female doctors [33].

PCCM emphasizes aligning care with patient preferences,
values, and context [23,34]. In telemedicine, where nonverbal
cues are limited, empathy, trust, and communication quality
become more crucial than demographic similarity. This helps
explain why patient satisfaction, rather than GC, was the
strongest predictor of self-reported recovery [17]. Figure 1
illustrates how these 2 broad theories influence patient
satisfaction and self-reported health outcomes through
communication and trust.
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Figure 1. Theoretical framework.

Comparison With Prior Work
These findings suggest telemedicine platforms, especially
catering to Indian clients, should not default to GC-based
matching. Instead, emphasis should be placed on enhancing
communication skills and digital empathy, particularly in
sensitive specialties such as gynecology. Male doctors are
considered to be good at the technical skills and, hence, the trust
and satisfaction [32,33]; and female doctors turn out to be more
empathetic and better at communication, resulting in higher
satisfaction [16,17]. Unlike evidence from the developed world,
in the case of the Indian telemedicine context, GC is not playing
any significant role. Hence, the training in active listening and
patient engagement can be preferred tools over demographic
alignment through matching algorithms [35].

Moreover, patient preferences, specialty, and combinations of
them play an important role in final satisfaction and health
outcome—recovery rate. The patient preferences should guide
provider matching, particularly in specialties involving intimate
care, without enforcing rigid defaults.

Strengths and Limitations
This study is among the first to explore GC and patient-reported
outcomes using a very large real-world dataset from India,
covering multiple specialties. Its strength lies in its scale,
cross-specialty comparisons, and integration of both satisfaction
and recovery indicators.

However, several limitations must be noted. First, PRME data
represented <1% of consultations, limiting statistical power.
Second, pediatric cases may involve caregiver responses,
introducing bias; hence, the study could not include it in the
analysis. Third, recall and nonresponse bias could affect
postconsultation surveys. Fourth, this was a single-platform
dataset, limiting generalizability. Moreover, generalizability to
a very different country would also be limited, as the current
evidence suggests that the Indian context behaved differently
compared to Western evidence. Fifth, gender identity was
operationalized as binary sex due to data limitations. The current

findings are presented keeping in mind all these limiting factors.
So, there is a need for further research, as described previously.

Future Directions
Further research is warranted to explore intersectional factors
and evaluate objective health outcomes beyond self-reports.
There is a definite need to also assess similar hypotheses of GC
on health outcomes in physical outpatient department settings
for understanding Indian evidence. Specialty-level research and
insights would help inform not only patients but also the current
medical students choosing their specialization and
super-specialization. Future research should replicate this
analysis across multiple telemedicine platforms, incorporating
both quantitative and qualitative approaches to capture patients’
subjective experiences. Including gender identity, language
preference, and digital literacy could offer richer insights into
patient-provider rapport.

Longitudinal or experimental designs could further assess how
targeted interventions, such as empathy training or
communication workshops for physicians, impact satisfaction
and clinical outcomes.

Conclusions
This study examined how matching the gender of patients and
doctors influenced satisfaction and patient-reported recovery
rate, drawing on data from more than 286,000 telemedicine
consultations across various medical specialties in India. The
GC did not consistently predict recovery but did influence
satisfaction. In fact, at the overall level, GC between patients
and doctors resulted in lower satisfaction.

Patient satisfaction emerged as the strongest factor linked to
self-reported recovery, underscoring how crucial trust, empathy,
and clear communication are in virtual consultations [36].
However, because only a small fraction of consultations, less
than 1% of the total data, included recovery data, conclusions
drawn about health outcomes should be viewed with caution.

These findings suggest that Indian telemedicine platforms should
prioritize strategies that enhance communication skills, cultural
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sensitivity, and patient education. Indian patients apparently
showed that gender-discordant dyads would be more effective.
In specialties such as gynecology, where GC showed more
pronounced effects on health outcomes, customizable matching
features or patient-preference options may be warranted.

The current study has implications for telemedicine platforms,
especially those catering to the Indian population. The evidence
suggests that, unlike the Western world, patient satisfaction and
health outcomes are not influenced by the GC; hence, there is
no support for matching algorithms to consider this as a variable.

The doctors need to be aware of varying preferences as per
patient gender. There is also a case of further research on
specialty-level evidence that may inform future doctors to
choose their specializations. This may lead to a more effective
patient-centric health care delivery.

In summary, while GC is not a major factor across the board in
Indian telemedicine, it does matter in specific contexts. Its
impact depends on the medical specialty, cultural expectations,
and the quality of communication, highlighting the importance
of personalized approaches to patient-provider interactions.
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Abstract

Background: The growing reliance on virtual consultations in primary care has reshaped traditional general practitioner
(GP)–patient communication dynamics, presenting new challenges that affect care quality and safety.

Objective: This study explores communication challenges and gaps, particularly relevant to virtual consultations compared
with face-to-face interactions, as well as identifying mitigation strategies from both GPs’ and patients’ perspectives.

Methods: This qualitative study employed 4 online focus group discussions with a purposive sample of UK-based GPs and
patients. Data were analyzed using a deductive-inductive thematic approach with NVivo software. The extended Shannon-Weaver
communication model and the Capability, Opportunity, Motivation and Behavior model guided the analysis of communication
challenges and mitigation strategies, respectively. The Consolidated Criteria for Reporting Qualitative Research were followed
to ensure rigorous reporting.

Results: A total of 21 participants (12 patients and 9 GPs) took part in 4 online focus group discussions, 2 for patients and 2
for GPs. Six key themes on communication challenges emerged: 5 aligned with the extended Shannon-Weaver communication
model (related to the sender-encoder, message, channel, receiver-decoder-feedback, and context), and a new one was inductively
identified (patient autonomy and inclusivity). GPs, as senders, highlighted missing visual cues, affecting message clarity in remote
communication channels. Patients, as receivers, reported difficulties explaining symptoms remotely, reduced emotional connection,
and perceived empathy, linked to contextual challenges and the need for inclusive communication. Mitigation strategies were
mapped to the Capability, Opportunity, Motivation and Behavior model: capability (training/resources), opportunity (triage/tools),
and motivation (patient engagement/system adaptability), with participants emphasizing tailored training, standardized approaches,
and flexible models to support effective and inclusive virtual communication.

Conclusions: This study highlights communication gaps in virtual consultations and proposes actionable mitigation strategies.
Tailored use of virtual modalities, supported by structured training and policy efforts, is essential to ensure effective and safe
remote communication.

(J Med Internet Res 2026;28:e79399)   doi:10.2196/79399

KEYWORDS

communication; remote care; patient-physician relationship; virtual care; telehealth

Introduction

Primary care has become increasingly complex and demanding,
driven by the variety of patients’ conditions, the multifaceted
nature of health care systems, the introduction of new health
technologies, and the changing needs and preferences of patients
and communities [1,2]. These factors have proposed a shift
toward virtual consultations, emerging a transformation in
primary care delivery [3]. This trend gained considerable
momentum during the COVID-19 pandemic, as telephone and
video consultations became essential for maintaining health

care access amid disruptions to traditional face-to-face services
[3,4]. While these virtual modalities have enhanced the
accessibility and sustainability of services, they also necessitate
a much-needed reevaluation of the core components of
communication in health care to uphold quality and safety
standards [3,4].

Effective communication is fundamental to high-quality primary
care, acting as the foundation for building trust, fostering mutual
understanding, and delivering patient-centered care [5]. The
Shannon-Weaver communication model (SWCM), a
foundational framework in communication theory, offers a
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valuable perspective for critically analyzing GP-patient
interactions across different consultation modalities (virtual and
face-to-face) [6]. The extended SWCM comprises 9 components,
ie, sender, encoder, message, channel, noise, decoder, receiver,
feedback, and context, which collectively outline the classic
communication process and can be adapted to various contexts
[6].

Traditionally, the primary channel for communication between
general practitioners (GPs) and patients has been face-to-face
consultations. While this method facilitates direct engagement,
it is not without challenges, such as time constraints, language
and cultural barriers, and environmental distractions, factors
that both GPs and patients have learned to navigate and
challenge [7]. However, the shift to virtual consultation
modalities disrupts these established dynamics, introducing new
communication barriers that require tailored mitigation strategies
to ensure effective and equitable care delivery [3].

Virtual consultations, whether conducted via phone or video
calls, present an additional range of challenges, including
technical difficulties, communication barriers, privacy and
confidentiality concerns, limitations in clinical assessment, and
adaptation challenges for both GPs and patients [3,8,9]. While
issues with mutual understanding during in-person consultations
might arise from the use of jargon or complex medical
terminology, virtual consultations introduce the added difficulty
of missing nonverbal cues and expressions, which can
exacerbate communication gaps [10]. These distinctive
challenges in remote interactions can impact the quality and
safety of primary care, indicating the importance of assessing
these issues in practice from the perspectives of both GPs and
patients [3].

Extensive research has explored communication challenges,
gaps, required skills, and improvement strategies in traditional
face-to-face medical consultations within primary care [5,11,12].
However, there is limited evidence on the unique challenges
and implications introduced by virtual consultation modalities.
This study aims to address this gap by exploring the
communication barriers and gaps specific to virtual consultations
compared to traditional in-person consultations in primary care.
It further seeks to identify potential strategies for mitigating
these challenges based on the COM-B (capability, opportunity,
motivation, and behavior) model [13], which offers a framework
for identifying and presenting strategies for improvement. The
assessment incorporates perspectives from both GPs and
patients, who are the primary participants in the consultation
process.

Methods

Study Design
This study adopted a qualitative approach, employing focus
group discussions. The study adhered to the Consolidated

Criteria for Reporting Qualitative Research (COREQ) checklist
to ensure comprehensive reporting of the research processes
and outcomes [14].

Study Participants and Recruitment
Participants included patients and GPs with experience of being
involved in primary care consultations, both face-to-face and
remote interactions within the United Kingdom. Adult patients
aged 18 years or older who could communicate in English and
had lived experience of virtual consultations (video or audio)
with GPs were targeted to facilitate meaningful engagement
and interaction during the discussions. Patients were recruited
through Valuing Our Intellectual Capital and Experience, an
online platform for community engagement and involvement
in research [15].

GPs were recruited through a combination of convenience and
purposive sampling via the research team’s networks, followed
by snowball sampling to ensure diversity among participants
[16]. GP participants were required to have professional
experience conducting virtual consultations (video or audio) in
primary care within the UK National Health Service to ensure
shared familiarity with the primary care context, including
relevant policies and regulations.

All participants received, via email, a detailed participant
information leaflet describing the study background, proposed
methodology, and objectives. Participants were encouraged to
ask questions for clarification before providing informed consent
and participating in the focus groups.

Data Collection
Four online focus groups were conducted via Microsoft Teams
between June and August 2024: 2 with GPs and 2 with patients.
Each group participated independently to capture distinct
perspectives. The focus groups were conducted as part of a
larger study aimed at identifying the safety implications of
virtual consultations in primary care. A researcher (TL) with a
clinical background, PhD qualification, and expertise in patient
safety and digital health in primary care moderated all 4 focus
groups. A senior researcher (ALN) comoderated the first GP
focus group to ensure alignment of the discussions with the
study’s objectives.

A semistructured topic guide was developed to facilitate
interactive discussions during the focus groups, covering key
aspects of communication challenges and potential solutions.
The guide was piloted within the research team to ensure clarity
and a logical flow. The questions in the topic guide aimed at
exploring communications issues and strategies are presented
in Textbox 1.
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Textbox 1. Questions relevant to discussing communication issues in the topic guide.

• Communication problems in virtual consultations (this section aimed to explore the communication issues experienced by participants [GPs and
patients] during virtual consultations).

• What communication issues do you think can arise in virtual consultations?

• Have you experienced any communication problems when having a virtual consultation?

• How do you think these issues can be solved?

Data Analysis
Microsoft Teams’ transcription feature was used to generate
automatic transcripts of the discussions, which were later
reviewed against the audio recordings by the focus group
moderator to ensure accuracy before finalization and analysis.
An interpretivist approach was adopted for this qualitative
research [17], considering that participants construct meaning
through their experiences and regular involvement in
consultation dynamics. The analytical focus was therefore on
understanding how participants interpreted and made sense of
communication within virtual consultations. Transcripts were
not returned to participants for further review; instead, the
transcripts were directly analyzed by the research team to

identify recurring themes and insights into participants’
experiences and perspectives.

A deductive-inductive approach was employed for data analysis
to ensure a comprehensive assessment while allowing for new
themes to emerge [18]. The deductive analysis was guided by
the components of the extended SWCM model [6], which were
set as proposed themes for communication challenges and gaps.
The extended SWCM originally included 9 components, which
were reviewed and refined by the research team into 7 key
components (Table 1), representing the major deductive themes
for this analysis. For the analysis of suggested mitigation
strategies, the COM-B model was adopted as the framework
for deductive themes, as illustrated in Figure 1.

Figure 1. Redefined COM-B model’s components, adapted to be used for the deductive analysis of the mitigation strategies to improve communication
during virtual consultations. COM-B: Capability, Opportunity, Motivation and Behavior; GP: general practitioner.
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Table . Adapting the SWCM’sa components for the deductive analysis of communication challenges and gaps.

Adapted definitionsSWCM components

Sender-Encoder • Merged definition: Combines the roles of the sender (GPb) and the
encoder, as they are closely intertwined. The sender is the person
who initiates the communication, and the encoder refers to the process
of transforming thoughts into verbal and nonverbal expressions and
talks.

• Contextualization to our research: How GPs articulate and communi-
cate their questions, advice, and thoughts with their patients during
virtual consultations.

Message • Definition: The content of the communication, including clinical
advice, questions, and emotional cues.

• Contextualization to our research: How the clinical discussion is
constructed, its clarity, and its comprehensiveness through different
modalities.

Channel • Definition: The medium through which the communication is deliv-
ered, virtual (eg, video call, telephone) or face-to-face.

• Contextualization to our research: The limitations and merits of each
modality in conveying messages effectively, particularly regarding
technological or physical limitations.

Noise • Definition: Any factors that disrupt or distort the communication
process.

• Contextualization to our research: This would include, for example,
poor connectivity, background distractions, emotional and cognitive
barriers.

Decoder-Receiver • Merged definition: Combines the roles of the decoder (interpreting
the message) and the receiver (the person/patient for whom the mes-
sage is intended).

• Contextualization to our research: How effectively patients understand
the information, particularly the challenges posed by reduced nonver-
bal cues in phone consultations.

Feedback • Definition: The responses or reactions from the receiver (patient) that
indicate whether the message was understood as intended.

• Contextualization to our research: How feedback mechanisms differ
between virtual and face-to-face settings.

Context • Definition: The situational factors influencing the communication
process, such as the patient-clinician relationship, and the differences
in medical conditions.

• Contextualization to our research: How different contexts impact the
communication dynamics, including the adaptability of both patients
and clinicians to virtual or face-to-face settings.

aSWCM: Shannon-Weaver communication model.
bGP: general practitioner.

The initial analysis was conducted by a researcher (AA) with
expertise in qualitative data analysis and the study topic.
Analyses of the patients’ and GPs’ focus group datasets were
first conducted independently, followed by triangulation across
both sources to support a comprehensive and coherent
interpretation of the findings [19,20]. This process combined a
deductive approach, using the predetermined models, with an
inductive approach to identify any newly emerging themes.
NVivo software was used to facilitate the analysis [21].

Data adequacy was supported by the concept of information
power [22], given the focused discussions, the relevance of
participants recruited through purposive sampling, and the strong

alignment between the data and the study objectives. During
analysis, the research team observed thematic stability across
the focus groups, indicating that additional data collection was
unlikely to generate new insights and suggesting a level of data
saturation appropriate for the study aims [23]. Preliminary
themes were further refined through iterative analysis and
discussions among all members of the research team to reach
a consensus on the final themes.

Ethical Considerations
Ethics approval for this study was obtained from the Imperial
College Research Ethics Committee (ICREC 6833567) before
commencing the recruitment and study processes. All
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participants provided informed consent prior to taking part in
the focus group discussions. This consent was obtained after
participants had reviewed comprehensive participant information
leaflets detailing the study’s aims and procedures, and after they
had the opportunity to ask questions and receive clarification
on any aspect of the study. To protect privacy and
confidentiality, data were pseudoanonymized; identifiable details
were removed after verification of transcription accuracy, and
only deidentified qualitative data were used in the analysis.
Participants received a £30 (US $40.36) voucher as a token of
appreciation for their time and contribution.

Results

Participant Characteristics
A total of 21 participants (12 patients and 9 GPs) were involved
in 4 focus group discussions; 2 patient groups, each with 6
participants, and 2 GP groups with 5 and 6 participants,
respectively. None of the invited participants refused to take
part. Each online focus group lasted for an average duration of
90 minutes. All participating GPs (n=9) were based in England,
along with the majority of patients (10/12). The participating
GPs had a mean of 5.33 (SD 4.06) years of National Health
Service experience, with a range spanning from 2 to 16 years.
Table 2 provides an overview of the participants’characteristics.
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Table . Self-reported participant characteristics.

GPsaPatientsCharacteristic

9 (42.86)12 (57.14)Total number of participants, n (%)

Age bands, n (%)

0 (0)1 (4.76)    18-‐29 years (n=1, 4.76%)

7 (33.33)3 (14.29)    30-‐39 years (n=10, 47.62%)

2 (9.52)2 (9.52)    40-‐49 years (n=4, 19.05%)

0 (0)2 (9.52)    50-‐59 years (n=2, 9.52%)

0 (0)4 (19.05)    ≥60 years (n=4, 19.05%)

0 (0)0 (0)    Missing (n=0, 0%)

Sex, n (%)

5 (23.81)8 (38.10)    Female (n=13, 61.90%)

4 (19.05)4 (19.05)    Male (n=8, 38.10%)

0 (0)0 (0)    Missing (n=0, 0%)

Geographic location, n (%)

0 (0)1 (4.76)    Bournemouth (n=1, 4.76%)

0 (0)1 (4.76)    Bristol (n=1, 4.76%)

2 (9.52)0 (0)    Cambridge (n=2, 9.52%)

0 (0)1 (4.76)    Edinburgh (n=1, 4.76%)

1 (4.76)0 (0)    Leicester (n=1, 4.76%)

0 (0)1 (4.76)    Lisburn (n=1, 4.76%)

6 (28.57)3 (14.29)    London (n=9, 42.86%)

0 (0)4 (19.05)    Newcastle Upon Tyne (n=4, 19.05%)

0 (0)1 (4.76)    Walsingham (n=1, 4.76%)

0 (0)0 (0)    Missing (n=0, 0%)

Ethnic group, n (%)

1 (4.76)1 (4.76)    Arab (n=2, 9.52%)

4 (19.05)2 (9.52)    Asian or Asian British (n=6, 28.57%)

0 (0)2 (9.52)    Black or Black British (n=2, 9.52%)

0 (0)1 (4.76)    Mixed (n=1, 4.76%)

1 (4.76)0 (0)    Other (n=1, 4.76%)

3 (14.29)6 (28.57)    White (n=9, 42.87%)

0 (0)0 (0)    Missing (n=0, 0%)

aGP: general practitioner.

Communication Challenges and Gaps

Overview
Suggestions from GPs and patients were overall aligned,
reflecting shared struggles in communication during virtual
consultations and a common desire for improvement. Six themes
were identified through the data analysis of both patient and

GP focus groups, comprising 5 deductive themes derived from
merging some of the SWCM components and 1 inductive theme
[6]. The 5 deductive themes included communication challenges
related to (1) sender-coder, (2) message, (3) channel, (4)
receiver-decoder-feedback, and (5) context with modality
appropriateness. A newly identified inductive theme was labeled
patient autonomy and inclusivity. A description of each theme
and its subthemes is provided in Table 3.
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Table . Major themes, description, and subthemes identified through the data analysis.

SubthemesDescriptionMajor theme

How GPsa articulate and communicate their
questions, advice, and thoughts with their patients
during virtual consultations.

Theme 1: Sender–Encoder • Issues in continuity and coordination of care
• Misunderstanding, bias, and missing clini-

cally important points
• Lack of empathy and emotional engagement

How the clinical discussion is constructed, its
clarity, and its comprehensiveness through differ-
ent modalities.

Theme 2: Message • Less clarity and comprehensiveness in vir-
tual consultations

• Limited diagnostic visualization during
phone consultations

The limitations and merits of each consultation
modality in conveying messages effectively,
particularly regarding technological or physical
limitations.

Theme 3: Channel • Technical and organizational barriers
• Physical barriers in virtual communication
• Accessibility and reliability issues for stable

connection in virtual consultations

How patients interpret and understand clinical
information and discussions and how their re-
sponses and interactions indicate understanding
and engagement.

Theme 4: Receiver–Decoder–Feedback • Lack of trust and confidence in virtual con-
sultations

• Communication issues that affect under-
standing, including language barriers

• Resistance by patients to engage in virtual
consultations

• Unclear understanding and missing engage-
ment cues

• Missing natural interactions and non-verbal
cues in phone consultations

The situational factors and suitability of commu-
nication methods that influence the effectiveness
and engagement of interactions between GPs and
patients.

Theme 5: Context and modality appropriateness • System and structural limitations
• Influence of cultural and social norms
• Questionable patient expectations and trust
• No standardized system to decide on the

consultation type

How patient autonomy and inclusivity influence
communication between GPs and patients, focus-
ing on the extent to which patients can control
their consultation choices and the barriers to full
participation in virtual care.

Theme 6: Patient autonomy and inclusivity • Barriers to choosing consultation modality
• Technical challenges faced by some patient

groups in engaging with virtual consulta-
tions

• Patient preferences for in-person consulta-
tions

• Inequality in access to technology

aGP: general practitioner.

Theme 1: Sender–Encoder (GPs)
Virtual consultations occasionally disrupted clinicians’ and
patients’ ability to interpret emotional and clinical cues, leading
to a mutual sense of disconnection that affects relational quality.
GPs expressed concerns about missing nonverbal and visual
clinical signs during phone consultations, negatively affecting
diagnostic decision-making. They also highlighted the extra
efforts needed for maintaining engaging conversations with
patients remotely, a difficulty further exacerbated by increasing
workload pressures. Patients, in turn, reported feeling a lack of
empathy and emotional connection during virtual consultations,
highlighting a perceived disconnect between themselves and
their GPs in virtual settings, particularly in phone consultations.

Missing non-verbal communication, the stuff we
wouldn't get in a virtual [phone] consultation, you
can't see them [patients] walk into the room, can't
see how they're sitting, or notice the little things that
might make you think differently. [GP 3.3]

Many of the emotions and empathy, at least towards
my case, are almost completely gone when it comes
to phone and video consultations. [Patient 2.1]

Theme 2: Message (Content of the Medical Consultation)
The lack of direct interaction in virtual consultations
complicated symptom description and clinical explanation,
making it harder for both patients and GPs to achieve clarity,
especially when addressing complex or sensitive issues. Patients
raised significant concerns about the difficulty of clearly
describing symptoms and medical complaints over the phone.
Likewise, GPs reported challenges in effectively explaining
diagnostic reasoning and management plans to patients and
ensuring their understanding during virtual consultations, which
is of more concern during phone calls. These issues became
particularly challenging when discussing sensitive or complex
medical conditions.
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…Because the doctor can't pick up on non-verbal
cues that might explain a complaint or tell if the
patient wants to say something else. [Patient 3.2]

Theme 3: Channel
Participants reflected that the risk of technical unreliability in
remote communication tools essentially reduces the perceived
quality of virtual consultations. Patients expressed increased
concerns about the timing of their appointments, often disrupted
by delays in calls, the reliability of their internet or phone
connections, and the challenge of effectively describing
symptoms over the phone, particularly for non-native speakers.
Similarly, GPs reported concerns about dropped calls or lost
connections during consultations, as well as issues with the
quality of sound and images shared online, which could hinder
effective communication.

The number of times I've called patients—too
many—they’ve had a really bad signal, no alternative
number to call, or they’re out in a supermarket or
somewhere else, making me just can’t understand a
word they’re saying. [GP 4.3]

Theme 4: Receiver–Decoder–Feedback
Persistent challenges in trust, confidence, and equitable access
to care influenced patient engagement with virtual consultations,
with the absence of nonverbal interactions over the phone often
weakening the mutual understanding essential for safe and
reassuring care. Despite the normalization of virtual
consultations for GP appointments in the United Kingdom,
particularly since the COVID-19 pandemic, patients continued
to express a lack of confidence and trust in this method for
addressing serious medical conditions. This has been perceived
by GPs as a form of resistance, especially among elderly
patients, toward accepting virtual consultations as the only
method of communication, even when deemed clinically safe.

There’s a lot of reluctance towards virtual
consultations across the country… some people say
there’s no place for virtual consultations because
they’ve been brought up with the face-to-face
discussion model. [GP 1.4]

Patients further expressed concerns about equity in accessing
and benefiting from remote care, particularly among individuals
with special needs, such as those with hearing impairments,
mental health issues, in need of an interpreter, or learning
difficulties. Both GPs and patients reported ongoing challenges
with interactive feedback during virtual consultations, largely
due to the reliance on verbal cues alone, with potentially facial
reactions in video consultations, to convey messages and
management plans on most occasions.

Theme 5: Context and Modality Appropriateness
Both GPs and patients emphasized that effective communication
depends on aligning consultation modality with clinical needs
and contextual expectations. GPs highlighted the need for a
robust triage system and effective coordination policies to ensure
patients receive the most appropriate and convenient
consultation modality tailored to their individual needs. Patients
echoed this sentiment, emphasizing that communication during
medical appointments extends beyond the consultation itself
and is influenced by health care system structure, social norms,
and community culture. Bridging these perspectives, both groups
stressed that aligning the consultation modality with patient
expectations and needs is crucial for building trust and ensuring
effective communication.

I needed to be present with the doctor. I needed to be
there, face-to-face, when talking about sensitive and
difficult things. I think sometimes GPs need to
acknowledge that a quick call or video call isn't the
right way to talk to a patient at certain times. [Patient
1.1]

Theme 6: Patient Autonomy and Inclusivity
Patients shared a wish to have their voices heard beyond their
clinical symptoms, particularly in deciding the type of
consultation they receive with their GP. They further explained
that some patients struggle to engage, express their emotions,
or maintain focus during remote conversations, making
in-person appointments more suitable for their personal traits,
regardless of their symptoms. Conversely, patients with
demanding jobs or caregiving responsibilities may prefer
communicating remotely for their convenience. GPs
acknowledged this perspective, emphasizing that
person-centered and equitable care requires understanding each
patient’s preferences and capabilities while also assessing their
medical needs.

I would like a bit more patient choice over which
consultations you may have. There may be some
conditions where you're quite happy to talk about
them over the phone, while with others, you know
you’d be better off having an in-person or video
consultation. [Patient 3.2]

Mitigation Strategies to Improve Communication
The proposed mitigation strategies targeted the identified
challenges and gaps, which were categorized into 3 deductive
themes (capability, opportunity, and motivation) based on the
COM-B model [13]. Table 4 outlines these major themes and
the associated subthemes based on the data analysis.
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Table . Theme of the mitigation strategies based on the capability, opportunity, motivation, and behavior model.

SubthemesMajor theme

Theme 1: Capability • Training and skill development for virtual consultations
• Resource provision and standardization
• Enhancing patient understanding

Theme 2: Opportunity • Triage and risk mitigation
• Enhancing communication through supplementary materials
• Addressing barriers to effective communication

Theme 3: Motivation • Patient and doctor preferences in consultation modalities
• Supporting patient preparedness and engagement
• Monitoring and adapting models of care

Theme 1: Capability
Training and skill development for virtual communication was
highlighted by both patients and GPs as essential for improving
interactions during virtual consultations. It was noted that strong
communication skills in face-to-face settings do not necessarily
translate to effective communication over the phone, and vice
versa. Therefore, it was suggested that medical students and
doctors in training should gain practical experience in
conducting virtual consultations and leading virtual clinical
appointments. Additionally, there was a shared call for
equipping GPs with modern tools and reliable infrastructure to
enable seamless and effective communication with patients
remotely.

I think we need to train our GP trainees using a
different model of communication. [GP 1.4]

…training [of GPs] on using specific platforms and
building rapport over the phone to aid patient-doctor
communication, I think, is important, how you do that
over the phone to achieve the maximal effect. [Patient
3.2]

Theme 2: Opportunity
The primary recommendation in this theme was to set a
standardized triage system and clear protocols to determine the
most suitable consultation modality based on each patient’s
individual needs, preferences, and characteristics. Offering video
consultations as a standard option, in addition to phone
appointments, was also suggested as a way to enhance
engagement and build stronger professional doctor-patient
relationships. Another proposal involved maintaining a registry
of patients who face barriers to virtual consultations, such as
those living in areas with poor signal, experiencing language
barriers, suffering from hearing impairments, or having complex
medical conditions.

In our practices, there are two completely separate
approaches. One practice has a policy that if patients
want virtual, they get virtual, and if they want
face-to-face, they get face-to-face. In the other
practice, the receptionist decides. [GP 3.4]

Theme 3: Motivation
A GP’s comfort and familiarity with different consultation
modalities were identified as important factors influencing

communication quality, whether virtually or face-to-face. Some
participants proposed a system that allocates patients to GPs
based on their preferred consultation modality, for instance,
assigning virtual consultations to GPs who favor them, while
those who prefer direct communication handle face-to-face
appointments. However, concerns were raised about the potential
impact of this approach on continuity of care.

One approach could be to ask patients whether they
would prefer a virtual consultation with a new doctor
or one they are familiar with. Personally, I would feel
more comfortable talking to a doctor I know in
person. [GP 2.4]

Patients also suggested offering incentives to encourage
engagement in virtual consultations, such as implementing a
fast-track appointment booking system for those opting for
virtual appointments. However, some participants noted
potential inequality issues with such incentives, as certain
patients may be unable to choose virtual consultations due to
personal or medical needs. Additionally, a system to promptly
update patients about any changes to their appointment times
was recommended to help them prepare accordingly and feel
more confident in the system.

Discussion

Summary of Results
This study adopted a qualitative approach using focus groups
with GPs and patients to identify communication challenges in
primary care virtual consultations compared to traditional
face-to-face appointments, as well as exploring mitigation
strategies. Four online focus groups were conducted, 2 with
GPs (n=9) and 2 with patients (n=12).

Six major themes emerged regarding the challenges and gaps
in virtual consultations, 5 of which align with the SWCM model:
sender-encoder, message, channel, receiver-decoder-feedback,
and context with modality appropriateness. An additional theme,
patient autonomy and inclusivity, was identified inductively.
For GPs as sender-encoders, misinterpretations and missed
clinically significant cues were major concerns. The “message”
was often compromised by limited clarity in dialog and
difficulties in communicating diagnostic information virtually.
Technical issues, poor connectivity, and accessibility barriers
complicated the remote “channels” of communication. Patients,
as receiver-decoders, reported a lack of trust in discussing
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complex medical needs remotely and perceived reduced empathy
and emotional engagement from GPs in virtual consultations.
Social norms and cultural factors, especially among elderly
patients, shaped preferences and communication styles,
highlighting the importance of “context and modality
appropriateness.” Furthermore, patient autonomy and inclusivity
in choosing virtual consultations influenced their engagement
and willingness to communicate effectively during virtual
primary care appointments.

Proposed mitigation strategies were mapped to the COM-B
model: capability (training and resource provision), opportunity
(triage systems and supplementary communication tools), and
motivation (patient engagement and system adaptability).
Participants highlighted the need for tailored capacity building
through virtual-communication-focused training and skills
development, supported by resource provision and standardized
approaches. Recommendations to enhance the opportunity for
better communication in virtual consultations included
implementing triage and risk mitigation strategies, using
supplementary materials to support remote interactions, and
continuously identifying and addressing communication barriers.
To strengthen motivation among both GPs and patients,
participants emphasized the importance of respecting individual
preferences for consultation modality, offering preparatory
guidance and materials to support patient engagement, and
ensuring flexibility and adaptability in care models.

Findings in Context of Existing Literature
Consistent with our findings, previous studies have identified
common challenges in virtual consultations. Patients often
struggle to articulate complex symptoms over the phone, while
GPs face difficulties ensuring patient understanding of medical
information and management plans [24]. These challenges are
particularly pronounced in sensitive discussions, cases involving
complex health needs, conditions requiring physical examination
[25], and with new patients unfamiliar to the GP [26,27]. Some
conditions, such as mental health concerns, raise questions about
the appropriateness of virtual consultations on some occasions
[28]. Our participants described a perceived lack of empathy in
virtual appointments, contributing to dissatisfaction in mental
health care. However, previous studies reported contrasting
evidence, suggesting that offering timely virtual appointments
may enhance mental health care by enhancing accessibility to
medical advice whenever needed [3,28,29]. This inconsistency
in evidence for some medical conditions highlights the
importance of contextualizing and adapting care and
communication models, including the choice of consultation
modality, to align with individual patient needs and clinical
circumstances [11]. It is also important to note that patient
preferences for communicating remotely versus face-to-face
are influenced not only by their health needs but also by personal
characteristics [30]. Evidence shows that younger individuals,
those with busy schedules, and highly educated patients tend
to favor virtual appointments for convenience and accessibility
[3,31].

Existing literature has tended to identify similar communication
challenges in primary care consultations, but these are often
presented in a fragmented manner [26,29,32]. Our study

synthesizes these challenges within a structured, theoretically
informed framework [6], with particular emphasis on virtual
consultations as an emerging norm in primary care [3]. By
framing communication issues as a shared responsibility
between patients and GPs [33], we offer a more nuanced
interpretation that supports practical approaches to mitigation.
Through the application of the adapted SWCM framework [6],
we further highlight how patient, clinician, technological, and
contextual factors intersect, enabling us to propose targeted
interventions that may lead to meaningful and sustained
improvements in communication practices.

Importantly, communication challenges in virtual consultations
extend beyond the consultation itself, involving both pre- and
post-encounter interactions [32,34,35]. A qualitative study
conducted in Australia highlighted pre-consultation
patient-related factors that influence GP-patient communication,
particularly health literacy and familiarity with digital platforms
[26]. Many patients struggle with completing pre-consultation
forms required for describing their symptoms and concerns for
booking virtual appointments, especially when selecting
appropriate terms to describe their symptoms [32]. From a GP’s
perspective, familiarity with the patient, as well as access to
and time for reviewing medical records, plays a crucial role in
shaping communication style and ensuring a high-quality virtual
consultation [27,36]. Existing tools also provide structured
checklists and guidance to support high-quality virtual
consultations, with communication highlighted as a central
component [37]. For example, the Telehealth Etiquette
Competency Checklist (TECC) emphasizes communication
alongside technological, environmental, and confidentiality
considerations [37].

Effective communication remains essential even after the
consultation itself, particularly in follow-up messaging, referrals,
and sharing components of the agreed-upon management plan
[34]. The widespread adoption of virtual consultations has raised
concerns regarding continuity of care, as it may challenge the
foundation of building a strong professional relationship between
GPs and their patients, which is an essential factor in enhancing
the consultation experience and overall quality of care [38].
Ensuring clarity in follow-up plans after virtual consultations
is crucial, particularly in guiding patients on how to seek further
care if their concerns persist or if the initial virtual visit does
not fully address their health needs [8,35]. Clear and efficient
remote communication can help reduce unnecessary follow-up
visits, whether in primary care or to hospital and ambulatory
care [3].

To mitigate the identified communication barriers and enhance
interactions during virtual consultations, GPs often use verbal
affirmations, such as “yes” and “I see,” to prove active listening
[33]. They may also verbally narrate any concurrent tasks, such
as reviewing investigation results or previous reports, to
maintain transparency with patients for reassurance. Such
capacity-building requirements for these supporting skills have
been proposed by the participants in our study to improve
communication.

Evidence suggests that, when feasible, video consultations may
be preferable for initial appointments to establish rapport, for
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assessments requiring observation of physical signs [25], and
for counseling appointments. Existing literature also offers
evidence-based guidelines, emphasizing aspects regarding the
knowledge, skills, attitudes, and teaching strategies required
for high-quality videoconferencing, which primary care teams
can adapt to their local context [39]. However, no clear
advantage or superiority of video consultations over face-to-face
interactions has been established [40]. The collective evidence
from broader literature indicates that both GPs and patients
generally prefer communication through face-to-face
consultations, followed by video calls when feasible, with phone
consultations being the least preferred [41]. However, this
hierarchy may vary depending on the context; for instance, when
the consultation is for routine medication renewal, or patients
live far away from their GP surgeries, phone or video
consultations could be more practical [42].

Strengths and Limitations
This study focuses on the core aspect of virtual consultation
-communication- as a critical determinant of both satisfaction
and patient preference in clinical practice [5]. Focus groups
were employed due to their ability to foster an in-depth dialog
among participants and to identify shared concerns effectively
[43,44]. However, focus groups could potentially allow vocal
participants to dominate the discussion and the possibility that
some individuals may share less in-depth reflections in a group
setting [45]. To mitigate these risks, the moderator had
substantial experience in conducting similar research, ensuring
balanced participation and providing sufficient time for
individuals to share their views [45]. Additionally, in terms of
methodology, future research using direct observation or other
objective methods could reveal communication nuances that
focus group discussions may miss [46]. This would enable a
clearer assessment of communication aspects in different
consultation modalities.

The analysis was strengthened by the use of 2 theoretical
frameworks to structure the data analysis and guide its
interpretation: the SWCM framework [6], which addresses the
challenges and gaps, and the COM-B model [13], which informs
the development of mitigation strategies. Our analysis integrated
insights from both GP and patient transcripts, emphasizing that
effective communication is inherently reciprocal and requires
active engagement from both parties.

While we aimed to recruit a diverse patient population, further
research is needed to explore communication challenges among
particular groups with potential distinct needs, such as patients
requiring interpreters or those with mental health conditions
and complex chronic illnesses like cancer. Additionally, all
participating GPs were based in England, with an average of
5.4 years of experience. Future studies should include GPs at

varying career stages and across different practice settings to
identify role-specific communication challenges and potential
training needs. Moreover, our study categorized both video and
telephone consultations under the broad term of virtual
consultations; however, each modality presents unique
communication dynamics that warrant further investigation.

Implications for Research, Policy, and Practice
Virtual consultations have become an integral part of the “norm”
in primary care, whether in the UK or globally. Therefore, it is
essential to optimize remote communication to uphold patient
safety and care quality [3]. The communication challenges and
mitigation strategies identified in this study, structured using
theoretical frameworks, provide actionable themes to be
considered by policymakers and practitioners for improvement
plans. For example, targeted communication training for GPs,
ensuring that GP practices are equipped with stable and reliable
technology for virtual consultations, and implementing
guidelines to allocate virtual appointments to patients who are
both medically and personally suited for them are all key areas
for intervention.

Further research should focus specifically on GP-patient
communication during virtual consultations, examining its
impact on patient satisfaction and clinical outcomes, including
safety. Policy efforts should extend beyond the provision of
technology and infrastructure to include structured training
programs that equip GPs and other clinicians with the skills
necessary for effective remote communication. The training
efforts should target not only qualified GPs but also
undergraduate medical students and other healthcare
professionals who are involved in patient care provision,
potentially through virtual appointments [12]. In practice, the
allocation of virtual consultations should consider both the GP’s
level of experience in remote communication and the patient’s
health condition and background. Communication in healthcare
should be viewed holistically, not merely as spoken language,
but as the means through which care is delivered, tailored to
the needs of each patient.

Conclusion
This study highlights the pivotal role of communication in
virtual consultations, highlighting existing gaps and potential
strategies for improvement in primary care. Through focus
groups with GPs and patients, we identified key communication
challenges and potential mitigation strategies. While virtual
consultations offer convenience, their use should be tailored to
individual patient needs and clinical contexts. Future research
should explore the distinct communication dynamics of different
virtual modalities in primary care, informing policymakers and
practitioners with avenues for improvement to ensure equitable,
high-quality, and patient-centered primary care delivery.

 

Funding
This study was supported by the National Institute for Health and Care Research (NIHR) North-West London Patient Safety
Research Collaboration (NIHR NWL PSRC, Ref. NIHR204292), with infrastructure support from the NIHR Imperial Biomedical
Research Centre. ALN is also supported by the NIHR Applied Research Collaboration North-West London. The views expressed

J Med Internet Res 2026 | vol. 28 | e79399 | p.1347https://www.jmir.org/2026/1/e79399
(page number not for citation purposes)

Alboksmaty et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


in this publication are those of the authors and not necessarily those of the NIHR or the Department of Health and Social Care.
The funders had no role in study design, data collection and analysis, decision to publish, or writing the manuscript.

Authors' Contributions
AD, ALN, and TL contributed to the conceptualization of the study. TL (she/her), a postdoctorate research associate, supported
by ALN, a senior clinical lecturer in digital health, led the conduct and transcription of the interviews. AA and ALN led the
conceptualization of the data analysis approach and the selection of the theoretical frameworks guiding the analysis. AA conducted
the initial thematic data analysis. TL reviewed and discussed the initial analysis outcomes with AA, while ALN reviewed and
confirmed the final agreed analysis outcomes. All authors contributed to and confirmed the interpretation of the results. AA
drafted the initial full manuscript. AD, ALN, and TL reviewed and provided feedback on the manuscript. All authors read and
approved the final version of the manuscript. The corresponding author confirms that all listed authors meet the authorship criteria
and that no individuals meeting the criteria have been omitted.

Conflicts of Interest
None declared.

References
1. Mount JK, Massanari RM, Teachman J. Patient care complexity as perceived by primary care physicians. Fam Syst Health

2015 Jun;33(2):137-145. [doi: 10.1037/fsh0000122] [Medline: 25893538]
2. Neve G, Fyfe M, Hayhoe B, Kumar S. Digital health in primary care: risks and recommendations. Br J Gen Pract 2020

Dec;70(701):609-610. [doi: 10.3399/bjgp20X713837] [Medline: 33243917]
3. Campbell K, Greenfield G, Li E, et al. The impact of virtual consultations on the quality of primary care: systematic review.

J Med Internet Res 2023 Aug 30;25:e48920. [doi: 10.2196/48920] [Medline: 37647117]
4. Ezeamii VC, Okobi OE, Wambai-Sani H, et al. Revolutionizing healthcare: how telemedicine is improving patient outcomes

and expanding access to care. Cureus 2024 Jul;16(7):e63881. [doi: 10.7759/cureus.63881] [Medline: 39099901]
5. King A, Hoppe RB. “Best practice” for patient-centered communication: a narrative review. J Grad Med Educ 2013

Sep;5(3):385-393. [doi: 10.4300/JGME-D-13-00072.1] [Medline: 24404300]
6. Shannon CE. A mathematical theory of communication. Bell Syst Tech J 1948;27(3):379-423. [doi:

10.1002/j.1538-7305.1948.tb01338.x]
7. Payne R, Dakin F, MacIver E, et al. Challenges to quality in contemporary, hybrid general practice a multi-site longitudinal

case study. Br J Gen Pract 2024 Jan;75(750):e1-e11. [doi: 10.3399/BJGP.2024.0184] [Medline: 39117426]
8. Turner A, Morris R, Rakhra D, et al. Unintended consequences of online consultations: a qualitative study in UK primary

care. Br J Gen Pract 2022 Feb;72(715):e128-e137. [doi: 10.3399/BJGP.2021.0426] [Medline: 34903520]
9. Williams S, Barnard A, Collis P, et al. Remote consultations in primary care across low-, middle- and high-income countries:

implications for policy and care delivery. J Health Serv Res Policy 2023 Jul;28(3):181-189. [doi:
10.1177/13558196221140318] [Medline: 36484225]

10. Murphy M, Scott LJ, Salisbury C, et al. Implementation of remote consulting in UK primary care following the COVID-19
pandemic: a mixed-methods longitudinal study. Br J Gen Pract 2021;71(704):e166-e177. [doi: 10.3399/BJGP.2020.0948]
[Medline: 33558332]

11. Moulaei K, Sheikhtaheri A, Fatehi F, Shanbehzadeh M, Bahaadinbeigy K. Patients’ perspectives and preferences toward
telemedicine versus in-person visits: a mixed-methods study on 1226 patients. BMC Med Inform Decis Mak 2023 Nov
15;23(1):261. [doi: 10.1186/s12911-023-02348-4] [Medline: 37968639]

12. Thuraisingham C, Abd Razak SS, Nadarajah VD, Mamat NH. Communication skills in primary care settings: aligning
student and patient voices. Educ Prim Care 2023 May;34(3):123-130. [doi: 10.1080/14739879.2023.2210097] [Medline:
37194600]

13. Michie S, van Stralen MM, West R. The behaviour change wheel: a new method for characterising and designing behaviour
change interventions. Implement Sci 2011 Apr 23;6:42. [doi: 10.1186/1748-5908-6-42] [Medline: 21513547]

14. Tong A, Sainsbury P, Craig J. Consolidated Criteria for Reporting Qualitative Research (COREQ): a 32-item checklist for
interviews and focus groups. Int J Qual Health Care 2007 Dec;19(6):349-357. [doi: 10.1093/intqhc/mzm042] [Medline:
17872937]

15. Newcastle University. Voice. URL: https://voice-global.org [accessed 2026-01-10]
16. Palinkas LA, Horwitz SM, Green CA, Wisdom JP, Duan N, Hoagwood K. Purposeful sampling for qualitative data collection

and analysis in mixed method implementation research. Adm Policy Ment Health 2015 Sep;42(5):533-544. [doi:
10.1007/s10488-013-0528-y] [Medline: 24193818]

17. Schwandt TA. Constructivist, interpretivist approaches to human inquiry. In: Denzin NK, Lincoln YS, editors. Handbook
of Qualitative Research: Sage; 1994:118-137 URL: https://www.scirp.org/reference/referencespapers?referenceid=435054
[accessed 2026-01-10]

J Med Internet Res 2026 | vol. 28 | e79399 | p.1348https://www.jmir.org/2026/1/e79399
(page number not for citation purposes)

Alboksmaty et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1037/fsh0000122
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25893538&dopt=Abstract
http://dx.doi.org/10.3399/bjgp20X713837
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33243917&dopt=Abstract
http://dx.doi.org/10.2196/48920
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37647117&dopt=Abstract
http://dx.doi.org/10.7759/cureus.63881
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39099901&dopt=Abstract
http://dx.doi.org/10.4300/JGME-D-13-00072.1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24404300&dopt=Abstract
http://dx.doi.org/10.1002/j.1538-7305.1948.tb01338.x
http://dx.doi.org/10.3399/BJGP.2024.0184
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39117426&dopt=Abstract
http://dx.doi.org/10.3399/BJGP.2021.0426
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34903520&dopt=Abstract
http://dx.doi.org/10.1177/13558196221140318
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36484225&dopt=Abstract
http://dx.doi.org/10.3399/BJGP.2020.0948
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33558332&dopt=Abstract
http://dx.doi.org/10.1186/s12911-023-02348-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37968639&dopt=Abstract
http://dx.doi.org/10.1080/14739879.2023.2210097
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37194600&dopt=Abstract
http://dx.doi.org/10.1186/1748-5908-6-42
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21513547&dopt=Abstract
http://dx.doi.org/10.1093/intqhc/mzm042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17872937&dopt=Abstract
https://voice-global.org
http://dx.doi.org/10.1007/s10488-013-0528-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24193818&dopt=Abstract
https://www.scirp.org/reference/referencespapers?referenceid=435054
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Bonner C, Tuckerman J, Kaufman J, et al. Comparing inductive and deductive analysis techniques to understand health
service implementation problems: a case study of childhood vaccination barriers. Implement Sci Commun 2021 Sep
15;2(1):100. [doi: 10.1186/s43058-021-00202-0] [Medline: 34526141]

19. Ramani S, Mann K. Introducing medical educators to qualitative study design: twelve tips from inception to completion.
Med Teach 2016 May;38(5):456-463. [doi: 10.3109/0142159X.2015.1035244] [Medline: 25897710]

20. Carter N, Bryant-Lukosius D, DiCenso A, Blythe J, Neville AJ. The use of triangulation in qualitative research. Oncol Nurs
Forum 2014 Sep;41(5):545-547. [doi: 10.1188/14.ONF.545-547] [Medline: 25158659]

21. NVivo 15 - the most trusted qualitative analysis software (QDA) is even better. Lumivero. 2020. URL: https://lumivero.
com/products/nvivo [accessed 2026-01-10]

22. Malterud K, Siersma VD, Guassora AD. Sample size in qualitative interview studies: guided by information power. Qual
Health Res 2016 Nov;26(13):1753-1760. [doi: 10.1177/1049732315617444] [Medline: 26613970]

23. Saunders B, Sim J, Kingstone T, et al. Saturation in qualitative research: exploring its conceptualization and operationalization.
Qual Quant 2018;52(4):1893-1907. [doi: 10.1007/s11135-017-0574-8] [Medline: 29937585]

24. Khanji MY, Gallagher AM, Rehill N, Archbold RA. Remote consultations: review of guiding themes for equitable and
effective delivery. Curr Probl Cardiol 2023 Aug;48(8):101736. [doi: 10.1016/j.cpcardiol.2023.101736] [Medline: 37075908]

25. Honarbakhsh S, Sporton S, Monkhouse C, Lowe M, Earley MJ, Hunter RJ. Remote clinics and investigations in arrhythmia
services: what have we learnt during Coronavirus disease 2019? Arrhythm Electrophysiol Rev 2021 Jul;10(2):120-124.
[doi: 10.15420/aer.2020.37] [Medline: 34401185]

26. Nguyen AD, White SJ, Tse T, et al. Communication during telemedicine consultations in general practice: perspectives
from general practitioners and their patients. BMC Prim Care 2024 Sep 4;25(1):324. [doi: 10.1186/s12875-024-02576-1]
[Medline: 39232645]

27. Schers H, van den Hoogen H, Bor H, Grol R, van den Bosch W. Familiarity with a GP and patients’ evaluations of care.
A cross-sectional study. Fam Pract 2005 Feb;22(1):15-19. [doi: 10.1093/fampra/cmh721] [Medline: 15640289]

28. Bulkes NZ, Davis K, Kay B, Riemann BC. Comparing efficacy of telehealth to in-person mental health care in
intensive-treatment-seeking adults. J Psychiatr Res 2022 Jan;145:347-352. [doi: 10.1016/j.jpsychires.2021.11.003] [Medline:
34799124]

29. Antonio S, Joseph D, Parsons J, Atherton H. Experiences of remote consultation in UK primary care for patients with
mental health conditions: a systematic review. Digit Health 2024;10:20552076241233969. [doi: 10.1177/20552076241233969]
[Medline: 38465292]

30. Lunova T, Hurndall KH, Crespo R, et al. Impact of the cost-of-living crisis on patient preferences towards virtual
consultations. J Telemed Telecare 2025 Sep;31(8):1175-1185. [doi: 10.1177/1357633X241255411] [Medline: 38767152]

31. Crook RL, Iftikhar H, Moore S, Lowdon P, Modarres P, Message S. A comparison of in-person versus telephone consultations
for outpatient hospital care. Future Healthc J 2022 Jul;9(2):154-160. [doi: 10.7861/fhj.2022-0006] [Medline: 35928204]

32. Atherton H, Eccles A, Poltawski L, Dale J, Campbell J, Abel G. Investigating patient use and experience of online appointment
booking in primary care: mixed methods study. J Med Internet Res 2024 Jul 8;26:e51931. [doi: 10.2196/51931] [Medline:
38976870]

33. White SJ, Nguyen AD, Roger P, et al. Tailoring communication practices to support effective delivery of telehealth in
general practice. BMC Prim Care 2024 Jun 27;25(1):232. [doi: 10.1186/s12875-024-02441-1] [Medline: 38937674]

34. Lyles CR, Gupta R, Tieu L, Fernandez A. After-visit summaries in primary care: mixed methods results from a literature
review and stakeholder interviews. Fam Pract 2019 Mar 20;36(2):206-213. [doi: 10.1093/fampra/cmy045] [Medline:
29846584]

35. Reed M, Huang J, Graetz I, Muelly E, Millman A, Lee C. Treatment and follow-up care associated with patient-scheduled
primary care telemedicine and in-person visits in a large integrated health system. JAMA Netw Open 2021 Nov
1;4(11):e2132793. [doi: 10.1001/jamanetworkopen.2021.32793] [Medline: 34783828]

36. Jeffers H, Baker M. Continuity of care: still important in modern-day general practice. Br J Gen Pract 2016
Aug;66(649):396-397. [doi: 10.3399/bjgp16X686185] [Medline: 27481958]

37. Pittmann R, Danaher-Garcia N, Adair White BA, Thompson A. Development and validation of the Telehealth Etiquette
Competency Checklist: a Delphi study. J Telemed Telecare 2025 Oct;31(9):1308-1316. [doi: 10.1177/1357633X241279494]
[Medline: 39311041]

38. de Visser RO, Nwamba C, Brearley E, Shafiei V, Hart L. Remote consultations in primary care: patient experiences and
suggestions for improvement. J Health Psychol 2024 Oct;29(12):1321-1335. [doi: 10.1177/13591053241240383] [Medline:
38581309]

39. Koppel PD, De Gagne JC, Webb M, et al. Guidelines for rapport-building in telehealth videoconferencing: interprofessional
e-Delphi study. JMIR Med Educ 2025 Aug 7;11:e76260. [doi: 10.2196/76260] [Medline: 40773683]

40. Thiyagarajan A, Grant C, Griffiths F, Atherton H. Exploring patients’ and clinicians’ experiences of video consultations
in primary care: a systematic scoping review. BJGP Open 2020;4(1):bjgpopen20X101020. [doi: 10.3399/bjgpopen20X101020]
[Medline: 32184212]

41. Carrillo de Albornoz S, Sia KL, Harris A. The effectiveness of teleconsultations in primary care: systematic review. Fam
Pract 2022 Jan 19;39(1):168-182. [doi: 10.1093/fampra/cmab077] [Medline: 34278421]

J Med Internet Res 2026 | vol. 28 | e79399 | p.1349https://www.jmir.org/2026/1/e79399
(page number not for citation purposes)

Alboksmaty et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1186/s43058-021-00202-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34526141&dopt=Abstract
http://dx.doi.org/10.3109/0142159X.2015.1035244
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25897710&dopt=Abstract
http://dx.doi.org/10.1188/14.ONF.545-547
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25158659&dopt=Abstract
https://lumivero.com/products/nvivo
https://lumivero.com/products/nvivo
http://dx.doi.org/10.1177/1049732315617444
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26613970&dopt=Abstract
http://dx.doi.org/10.1007/s11135-017-0574-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29937585&dopt=Abstract
http://dx.doi.org/10.1016/j.cpcardiol.2023.101736
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37075908&dopt=Abstract
http://dx.doi.org/10.15420/aer.2020.37
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34401185&dopt=Abstract
http://dx.doi.org/10.1186/s12875-024-02576-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39232645&dopt=Abstract
http://dx.doi.org/10.1093/fampra/cmh721
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15640289&dopt=Abstract
http://dx.doi.org/10.1016/j.jpsychires.2021.11.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34799124&dopt=Abstract
http://dx.doi.org/10.1177/20552076241233969
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38465292&dopt=Abstract
http://dx.doi.org/10.1177/1357633X241255411
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38767152&dopt=Abstract
http://dx.doi.org/10.7861/fhj.2022-0006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35928204&dopt=Abstract
http://dx.doi.org/10.2196/51931
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38976870&dopt=Abstract
http://dx.doi.org/10.1186/s12875-024-02441-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38937674&dopt=Abstract
http://dx.doi.org/10.1093/fampra/cmy045
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29846584&dopt=Abstract
http://dx.doi.org/10.1001/jamanetworkopen.2021.32793
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34783828&dopt=Abstract
http://dx.doi.org/10.3399/bjgp16X686185
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27481958&dopt=Abstract
http://dx.doi.org/10.1177/1357633X241279494
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39311041&dopt=Abstract
http://dx.doi.org/10.1177/13591053241240383
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38581309&dopt=Abstract
http://dx.doi.org/10.2196/76260
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40773683&dopt=Abstract
http://dx.doi.org/10.3399/bjgpopen20X101020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32184212&dopt=Abstract
http://dx.doi.org/10.1093/fampra/cmab077
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34278421&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Powell RE, Henstenburg JM, Cooper G, Hollander JE, Rising KL. Patient perceptions of telehealth primary care video
visits. Ann Fam Med 2017 May;15(3):225-229. [doi: 10.1370/afm.2095] [Medline: 28483887]

43. Hamilton AB, Finley EP. Reprint of: Qualitative methods in implementation research: an introduction. Psychiatry Res 2020
Jan;283:112629. [doi: 10.1016/j.psychres.2019.112629] [Medline: 31735374]

44. Kitzinger J. Qualitative research. Introducing focus groups. BMJ 1995 Jul 29;311(7000):299-302. [doi:
10.1136/bmj.311.7000.299] [Medline: 7633241]

45. Guest G, Namey E, O’Regan A, Godwin C, Taylor J. Comparing interview and focus group data collected in person and
online. : Patient-Centered Outcomes Research Institute (PCORI); 2020. [doi: 10.25302/05.2020.ME.1403117064]

46. Amelung D, Whitaker KL, Lennard D, et al. Influence of doctor-patient conversations on behaviours of patients presenting
to primary care with new or persistent symptoms: a video observation study. BMJ Qual Saf 2020 Mar;29(3):198-208. [doi:
10.1136/bmjqs-2019-009485] [Medline: 31326946]

Abbreviations
COM-B: Capability, Opportunity, Motivation and Behavior model
COREQ: Consolidated Criteria for Reporting Qualitative Research
GP: general practitioner
SWCM: Shannon-Weaver communication model

Edited by A Stone; submitted 20.Jun.2025; peer-reviewed by C Gray, R Pittmann; revised version received 29.Nov.2025; accepted
31.Dec.2025; published 20.Jan.2026.

Please cite as:
Alboksmaty A, Lunova T, Darzi A, Neves AL
Communication Challenges and Mitigation Strategies in Primary Care Virtual Consultations: Qualitative Study
J Med Internet Res 2026;28:e79399
URL: https://www.jmir.org/2026/1/e79399 
doi:10.2196/79399

© Ahmed Alboksmaty, Tetiana Lunova, Ara Darzi, Ana-Luisa Neves. Originally published in the Journal of Medical Internet
Research (https://www.jmir.org), 20.Jan.2026. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in the Journal of Medical Internet Research (ISSN 1438-8871), is
properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as
this copyright and license information must be included.

J Med Internet Res 2026 | vol. 28 | e79399 | p.1350https://www.jmir.org/2026/1/e79399
(page number not for citation purposes)

Alboksmaty et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1370/afm.2095
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28483887&dopt=Abstract
http://dx.doi.org/10.1016/j.psychres.2019.112629
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31735374&dopt=Abstract
http://dx.doi.org/10.1136/bmj.311.7000.299
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7633241&dopt=Abstract
http://dx.doi.org/10.25302/05.2020.ME.1403117064
http://dx.doi.org/10.1136/bmjqs-2019-009485
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31326946&dopt=Abstract
https://www.jmir.org/2026/1/e79399
http://dx.doi.org/10.2196/79399
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

The Feasibility of Smartwatch Micro–Ecological Momentary
Assessment for Tracking Eating Patterns of Malaysian Children
and Adolescents in the South-East Asian Community Observatory
Child Health Update 2020: Cross-Sectional Study

Richard Lane1, PhD; Louise A C Millard2, PhD; Ruth Salway3, PhD; Chris J Stone4, BSc (Hons), RSci; Andy L

Skinner5, PhD; Sophia M Brady6, PhD; Jeevitha Mariapun7, PhD; Sutha Rajakumar7, PhD; Amutha Ramadas7, PhD;

Hussein Rizal7, MSc; Laura Johnson3, PhD; Tin Tin Su7, DrMed; Miranda Elaine Glynis Armstrong8,9, PhD
1Jean Golding Institute, University of Bristol, Bristol, United Kingdom
2MRC Integrative Epidemiology Unit, University of Bristol, Bristol, United Kingdom
3Population Health Sciences, Bristol Medical School, University of Bristol, Bristol, United Kingdom
4Integrative Cancer Epidemiology Programme, School of Psychological Science, University of Bristol, Bristol, United Kingdom
5Bristol Medical School, Integrative Cancer Epidemiology Programme, University of Bristol, Bristol, United Kingdom
6Population Health Sciences Institute, Newcastle University, Newcastle upon Tyne, United Kingdom
7South East Asia Community Observatory (SEACO), Jeffrey Cheah School of Medicine and Health Sciences, Monash University Malaysia, Subang
Jaya, Malaysia
8Department for Health, University of Bath, Bath, England, United Kingdom
9NIHR Bristol Biomedical Research Centre, University Hospitals Bristol and Weston NHS Foundation Trust, Bristol, United Kingdom

Corresponding Author:
Richard Lane, PhD
Jean Golding Institute
University of Bristol
Beacon House
Queen's Road
Bristol, BS8 1QU
United Kingdom
Phone: 44 117 928 9000
Email: mh19137@bristol.ac.uk

Abstract

Background: Mobile phone ecological momentary assessment (EMA) methods are a well-established measure of eating and
drinking behaviors, but compliance can be poor. Micro-EMA (μEMA), which collects information with a single tap response to
brief questions on smartwatches, offers a novel application that may improve response rates. To our knowledge, there is no data
evaluating μEMA to measure eating habits in children or in low-to-middle-income countries.

Objective: In this study, we investigated the feasibility of micro-EMA to measure eating patterns in Malaysian children and
adolescents.

Methods: We invited 100 children and adolescents aged 7-18 years in Segamat, Malaysia, to participate in 2021-2022.
Smartwatches were distributed to 83 children and adolescents who agreed to participate. Participants were asked to wear the
smartwatch for 8 days and respond to 12 prompts per day, hourly, from 9AM to 8PM, asking for information on their meals,
snacks, and drinks consumed. A questionnaire captured their experiences using the smartwatch and μEMA interface. Response
rate (proportion of prompts responded to) assessed participants’ adherence. We explored associations between response rate with
time of day, across days, age, and sex using multilevel binomial logistic regression modeling.

Results: Eighty-two participants provided usable smartwatch data. The median number (IQR) of meals, drinks, and snacks per
day was 2 (2-4), 3 (1-5), and 1 (0-2), respectively, on the first day of the study. The median response rate across the study was
68% (IQR 50-83). The response rate decreased across study days from 74% (68-78) on Day 1 to 40% (30-50) on Day 7 (odds
ratio [OR] per study day 0.73, 95% CI 0.64-0.83). Response rate was lowest at the start of the day and highest between the hours

J Med Internet Res 2026 | vol. 28 | e73435 | p.1351https://www.jmir.org/2026/1/e73435
(page number not for citation purposes)

Lane et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:mh19137@bristol.ac.uk
http://www.w3.org/Style/XSL
http://www.renderx.com/


of 12 PM and 2 PM. Female participants responded to more prompts than male participants (OR 1.72, 95% CI 1.03-2.86). There
was no evidence of differential response by age (OR 0.73, 95% CI 0.41-1.28). Most participants (65%) rated their experience
using the smartwatch positively, with 33% saying they were happy to participate in future studies using the smartwatch. For
children that did not wear the smartwatch for the full study duration (n=22), discomfort was the most common complaint (41%).

Conclusions: In this study of the feasibility of μEMA on smartwatches to measure eating in Malaysian children, we found the
method was acceptable. However, response rates declined across study days, resulting in substantial missingness. Future studies
(eg, through focus groups) should explore approaches to improving response to event prompts, trial alternative devices to increase
children’s comfort, and evaluate revised protocols for reporting of intake events.

(J Med Internet Res 2026;28:e73435)   doi:10.2196/73435

KEYWORDS

eating behavior; ecological momentary assessment; EMA; Malaysia; LMIC; children; adolescents; micro-interaction EMA;
μEMA; smartwatch

Introduction

Noncommunicable diseases (NCDs) are the most common cause
of death worldwide [1]. In Malaysia [2], NCDs particularly
impact lower-income households [3]. Therefore, health
surveillance in this population is required to better understand
policy interventions that may improve health outcomes in
Malaysia. Dietary risk factors accounted for 10% of all deaths
globally in 2021 [4]; therefore, measuring eating is a crucial
component of health surveillance. Traditional methods for
measuring eating and dietary intake include food diaries, 24-hour
recalls, diet histories, or food frequency questionnaires. While
methods relying on memory of past behavior are subject to error
like recall bias, prospective methods like diaries are affected
by reactivity, where real or reported behavior is altered owing
to the process of documenting food intake in real time.
Underreporting is common in all existing methods, with an
estimated 263 kcal per day typically missing from self-reported
intakes compared with objective measures [5]. Underreporting
varies with food type and eating occasion, with snacks and snack
foods more likely to be left out of a self-reported record [6-9].
Online tool, such as Intake24 (Newcastle University), that guide
users through a 24-hour recall process aim to reduce researcher
burden in coding data collected. Photographic methods, where
participants are asked to take pictures of their meals rather than
write down each food and drink along with its portion size, aim
to offer a more objective approach to add portion size estimation
and reduced participant burden for capturing real-time food
intake [10-12]. However, moving 24-hour recall online has not
yet altered estimated underreporting [13,14], and issues with
remembering to take photos before consuming foods as well as
automating the estimation of foods and nutrients [15] in photos
mean that outstanding challenges in dietary assessment methods
remain [12]. Therefore, the feasibility of using alternative
methods needs to be considered.

Ecological momentary assessment (EMA) is the repeated
sampling of current behaviors in real-time in a natural
environment [16]. EMA has evolved to be primarily delivered
using mobile phones (mEMA), which have improved response
rates compared with original pen and paper methods [17-19].
There is a large volume of literature on EMA using smartphones
(n=796 studies) [20]. While diet is the second most commonly
studied topic, it still only accounts for 4% (35/796) of these

studies. Studies of diet using EMA in young people are primarily
in the United States and Europe, with just 2 studies in Asia, in
China, and Taiwan [18,21].

Liao [22] highlighted that response rates and compliance with
EMA protocols were rarely reported. Since then, reporting of
compliance has improved, but the response latency remains
unknown from many studies [21]. Response rates to mEMA of
diet are a median of 74% [23], which is similar to mEMA of
all topics (mean 75% (IQR 64%-84%) [20]. A review of mEMA
for diet in young people (16-30 years) showed response rates
mostly exceeded 80% [21], whereas at younger ages poorer
responses <80% are more often observed [18]. Lower response
rates have also been associated with weekends versus weekdays
[21], when participants receive more prompts during the day
[17,20], and in males versus females [21].

Smartwatches are an emerging technology for collecting data
alongside sensor data using micro-EMA (μEMA) protocols.
This captures information using single-tap responses to brief
questions, which is suitable for the small screens on these
devices [19,23]. In adults, μEMA has been found to yield higher
compliance rates despite more frequent sampling than mEMA
and is perceived by users as less distracting [24]. Further, the
use of μEMA significantly improves response rate (mean 72%
vs 82%) but remains rare, with only 12 studies on any topic in
any age group [20]. Despite these advantages, some limitations
of μEMA have been reported in the literature, including limited
battery life and technical problems such as problems with
charging [25].

In children and adolescents, the use of pen and paper EMA to
measure diet has typically been implemented outside of school
hours [18]. Internet-connected devices such as mobile phones
are often used for mEMA data collection [26]. These may be
less suitable for child and adolescent populations, where 40%
of education systems now ban the use of smartphones in school
[27]. Further, devices such as smartwatches that can function
without an internet connection may be better suited to rural,
semirural, and low-resource settings where communication
infrastructure may be less well-developed [28]. Therefore,
smartwatches offer the potential to implement EMA across the
whole day, with the potential for additional advantages such as
improved compliance and response rates [20,24]. To our
knowledge, only two diet studies involving adults in the United
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Kingdom and the United States have reported on EMA with
smartwatches, and none have involved children [18,23,29].

Therefore, this study investigates the feasibility of using
smartwatch-based μEMA to record eating patterns in Malaysian
children and adolescents. The collected μEMA data are used to
examine the completeness of the collected data and factors
associated with response rates, alongside survey responses
assessing participants’experience during the study. Establishing
the feasibility of this novel dietary measurement tool is an
important first step to inform utility and any required refinement
prior to deployment for dietary measurement more widely.

Methods

SEACO-CH20 Study
The South-East Asian Community Observatory (SEACO) health
and demographic surveillance cohort is a dynamic cohort of
13,335 households in Segamat, a semirural region in the state
of Johor Darul Takzim, Malaysia. The cohort was established
in 2012, with surveys, blood tests, and physical measurement
data collected from participants. In 2013 and 2018, health
surveys were conducted on ~25,000 adults and children, 25,168
in 2013 and 24,710 in 2018.

All households (18,602) in 5 subdistricts, which SEACO
operates, were invited to participate in the 2017 census.
Altogether 11,617 households (40,184 residents) accepted our
invitation. In 2018, participants who were involved in the 2017
census and were older than 5 years were invited to participate
in the 2018 health round data survey, to which a total of 24,710
participants agreed. Potential participants from 3 subdistricts
were preselected and approached via telephone using the
existing health database (HR 2028). Participants’ parents were
approached via telephone for recruitment before the home visit.

Children and adolescents aged 7-18 years who were part of the
SEACO cohort were invited to participate in the SEACO Child
Health 2020 update (SEACO-CH20) study; a systematic review
of EMA studies in youth recommended 7 as a lower age limit
for EMA [26]. The eligibility of households was limited by
location due to the safety measures implemented during the
COVID-19 pandemic to reduce the risk to participants,
households, and fieldworkers. Therefore, the 1993 children and
adolescents invited to participate were from only 3 of the 5
SEACO subdistricts (Jabi, Sungai Segamat, and Gemereh) in
the Segamat district.

Data collection visits to individual households were performed
in person from November 1, 2021, to July 31, 2022. The data
were collected as part of a larger study and included surveys,
physical measurements, such as height, weight, blood pressure,
waist and hip circumference, and blood sample collection.
Participants were given wrist-worn Axivity AX6 6-axis
accelerometers to monitor their physical activity, which were
worn 24 hours per day over 7 days [30]. A random subset of
the participants were also given TicWatch C2 (Mobvo) Android
smartwatches to record eating and drinking with μEMA as part
of this feasibility study, using a smartwatch μEMA system
developed within the research team. The smartwatch system
used was an adaptation of a µEMA system first used in a study

involving high-temporal density longitudinal measurement of
alcohol use [31] by a subset of the research team who developed
this system. Participants wore these devices over the same 7-day
period as the accelerometers. As they are both wrist-worn
devices, this may have affected the acceptability of the
smartwatch. Participants were briefed on the use of these devices
by the data collectors, including how to charge them and how
to replace them after charging. The original data collection plan
can be seen in Figure S1 in Multimedia Appendix 1. A
completed Checklist for Reporting Ecological Momentary
Assessment Studies (CREMAS) [22] can be found in
Multimedia Appendix 2.

Study Participants
Participants for the SEACO-CH20 study were selected from
the larger SEACO cohort. Parents of participants provided
consent for their children to participate in SEACO-CH20. A
random subsample of 100 participants were each invited to wear
a smartwatch.

Data Collection
SEACO-CH20 fieldworkers performed 2 home visits to collect
the data. The smartwatch was distributed on the initial visit, and
the participants were briefed on how to use and charge it. They
were instructed to wear the device for the next 8 days, on “the
wrist that [they] use to write.” The smartwatches were collected
during the second home visit, and the participants were asked
to complete a questionnaire on their experience with the devices.
Questionnaires assessed the participants’attitudes toward several
aspects of the smartwatch study, including ease of use, their
attitude toward charging, and their overall experience. Since
children as young as 10 were asked to complete the
questionnaires, a reduced set of acceptance questions was used
to reduce burden. This was based on similar pilot work using
novel methods in the ALSPAC G2 study [32] and included the
following questions:

• Overall, how would you rate your experience of using the
smartwatch during the study, on a scale from 1 (didn’t like
it at all) to 5 (really liked it)?

• If you were asked to use the smartwatch again in another
study, would you participate?

• How many days in total did you wear the smartwatch for?
• If you wore the smartwatch for less than 8 days, what were

the main reasons for not wearing it longer?

Parents of participants aged 7-9 years completed the survey on
behalf of their children, while participants aged 10 years and
older filled out the survey themselves. The full text of the survey
can be found in Figure S2 in Multimedia Appendix 1.

Smartwatch μEMA Questions
During the study, the smartwatch prompted participants once
every hour to enter any food or drink that they had consumed
in the last hour. These prompts were scheduled to appear once
every hour from 9 AM to 8 PM, so participants were expected
to interact with the smartwatch 12 times throughout the day.
We chose this hourly prompt frequency to maximize the chance
that eating and drinking events were less likely to be missed
and to capture more fine-grained temporal patterns in eating
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behavior. As this was a feasibility study, this choice was
justified, given that μEMA has been shown to improve
compliance despite more prompts than mEMA in adults [26].
The smartwatch interface included the following 5 questions
that the participants completed for each item consumed:

1. Have you had any food or drink in the last hour? Options:
yes, no

2. What did you have? Options: meal, snack, drink
3. What size was it? Options: small, medium, large
4. What did you use to eat? Options: hands, fork/spoon,

chopsticks
5. Where were you? Options: home, school, elsewhere

A possible future use of this methodology, once fully refined,
could include automated eating detection [33]. Therefore, we
included a question on the type of cutlery used (“What did you
use to eat?”), as lack of information on utensil type has been
highlighted as a limitation of some datasets used for algorithm
development related to automated eating detection [34].

After entering this information for one item consumed, they
were asked, “Any more food or drink to record?” and could
then start again to add another entry. Therefore, each
consumption entry either indicates that the participant did not
eat or drink in the last hour or contains the answers to the above
questions for a particular meal, drink, or snack, linked to an
hour period within a day. If participants ignored the prompts,
they would receive a reminder prompt after 1 minute; if they
continued to ignore the prompt for a further 1 minute, the prompt
would disappear and “no response” would be recorded by the
smartwatch.

Participants could choose “back” on each question screen to
return to a previous question and update their response.
However, after submitting their answers for a particular item
(ie, completing the “where were you” question for that item),
they would not be able to return to that entry.

An additional prompt (the “catch-up”) was scheduled every
morning at 8 AM asking if they had consumed any food or drink
on the previous day that had not been recorded on the
smartwatch. If they indicated “yes,” they were asked the same
questions as above. Catch-up entries did not have an associated
eating time but were labeled as catch-up–type events, indicating
that they applied to the previous day.

The smartwatch study was co-created and piloted with the
Malaysian research team and the English was translated into
Malay for use on the smartwatch. All the original data collection
was in Malay. The smartwatch protocol, including the prompts
and possible responses, can be seen in Tables S1-S3 in
Multimedia Appendix 1.

Smartwatch Data Cleaning
Smartwatches were distributed by fieldworkers partway through
the day, and μEMA responses on this distribution day were
removed from analyses. The study period is taken to be the
subsequent 7 days after this distribution day.

The version of the EMA software we used did not save the hour
period to which each entry belonged. Therefore, we needed to
infer this from the submission timestamp, the date and time a

particular entry was submitted. As entries for the same hour
period are submitted one after the other, we used a time window
to group nearby entries into a single “eating event,” which is
intended to capture the participants’ responses to one prompt.
A 30-minute window was chosen to group nearby prompts, as
we expect this to collect entries from the same eating event
without grouping prompts from adjacent hours. Previous work
from diet diaries suggests that 30 minutes is a reasonable
cut-point to distinguish independent eating occasions [35].
Occasionally, there may be participants with more than 12 eating
events per day, for example, if they took more than 30 minutes
to finish responding to a prompt. This occurred on 26 occasions,
less than 5% of the total 574 (82 participants multiplied by 7
days) study days.

The μEMA data used was restricted to the 7 days after the
distribution day. During the data review, we identified an issue
with the collected data where there were sometimes multiple
identical entries for a given intake event due to an issue with
the μEMA software. Therefore, duplicate entries were identified
as any pair of entries with identical contents (same meal type,
portion size, utensil, and location), for the same hour period,
and entered within 5 minutes of each other. The first such entry
was kept in each case. Around 588 duplicate responses were
removed of 10,539. Data cleaning was performed in Python
(version 3.10.0; Python Software Foundation).

Response Rate
The response rate was calculated as the proportion of prompts
responded to (with either at least one item consumed or an entry
stating that they did not eat or drink anything in the previous
hour). The response rate tells us the extent that participants
engaged with the smartwatch app throughout the day but not
the extent that the data entered are complete, that is, whether
all intake events were recorded. We therefore summarized the
number of each type of meal entry (meal, drink, snack, or no
food or drink) submitted per day across our sample. For these
summaries we included only participants who took part in the
study outside the Ramadan fasting period (April 3, 2022-May
1, 2022; n=67), since fasting participants are likely to enter
fewer eating events during the day. The mean of participants’
response rates per day was recorded, and the median and
quartiles of these were reported.

Attrition from the study was examined by identifying the last
day each participant responded to any smartwatch prompt;
participants who had ceased responding to the prompts are
referred to as “inactive.”

Statistical Analyses
We summarized response rates to each individual prompt of
the smartwatch μEMA and the participants’ experiences based
on the survey questions. We used mean for continuous variables,
n (%) for categorical variables, and median and IQR for ordinal
or nonnormally distributed continuous variables.

We used a mixed-effect logistic regression model for the
response (yes or no) to an individual prompt on a specific study
day of data collection for each participant. A fixed effect term
was included for study day (from the first to the seventh day)
as a continuous linear trend. The time of day was also included
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as a fixed effect to capture nonlinearity in response throughout
the day, grouping the prompts by the nearest hour as follows to
decrease the number of parameters in the model:

• Morning (9-11 AM)
• Lunchtime (12-2 PM)
• Afternoon (3-5 PM)
• Evening (6-8 PM)

Random intercept and random slope terms were included for
study day within each participant. Estimates are provided as
odds ratios (OR) and 95% CIs, interpreted as the multiplicative
change in the odds of a participant responding to an individual
prompt. The degree of difference between participants was
summarized in the intraclass correlation coefficient.

To evaluate if changes in participation across wear days differed
in boys versus girls, we repeated this base model, adding a fixed
term for sex and an interaction term between sex and study day.
Similarly, we explored differences by age group (Malaysian
primary school age: 7-12 years versus secondary school age:
13-18 years) by adding a fixed term for age group and an
interaction term between age group and study day to the base
model.

Analyses were performed in Python version 3.10.0 and R
(version 4.2.2; R Core Team) [36]. All of our analysis code is
publicly available [37]. Git tag 3.0 (The Git Project) corresponds
to the version of the analyses presented here.

Ethical Considerations
Written informed consent was obtained from parents or
guardians on behalf of the participants. Children and adolescents
were also asked to provide their written assent to participate in
the study. Ethical approval was obtained from the Monash
University Human Research Ethics Committee on March 17,
2020 (Project ID: 23271) and the University of Bristol REC
Case no. 2020–4208 (ID nr: 1304255) prior to any data
collection. The study was conducted in accordance with the
Declaration of Helsinki for experiments involving humans.

Participants were given a token worth up to RM25 to
compensate for their time participating in the study. This was
divided into RM5 for completion of each of the following
components: (1) questionnaires, (2) health check, (3) blood
sample, (4) activity monitor, and (5) smartwatch. They were
also given a free health screen and a direct referral to the
government primary health care clinic if they were identified
as high risk.

Study data have been deidentified and can be freely requested
from SEACO, Monash University Malaysia Institutional Data
Access at “mum.seaco@monash.edu” for researchers meeting
the criteria for access to confidential data. Please refer to the
web resource hosted on Monash University’s website [38] for
more information.

Results

Participants
A flowchart showing the study participants can be seen in Figure
1. Parents of 728 participants consented to their children’s
participation in SEACO-CH20, of which 626 provided
demographic (age, sex, and ethnicity) and accelerometer data
for the larger study. Of these, 100 participants were randomly
invited to wear a smartwatch for this smaller feasibility study.
Of the 100 participants invited to participate in the smartwatch
substudy, 83 participants agreed. The reasons for
nonparticipation included concern the device was not
comfortable (n=3) and allergies (n=2). The remaining
participants rejected the smartwatch without comment. One
further participant accepted the smartwatch study but removed
the EMA app from the watch during the study period, rendering
their data unrecoverable, resulting in 82 participants who
provided smartwatch data.

The sex, ethnicity, and age breakdown for all participants who
took part in the smartwatch study can be seen in Table 1.
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Figure 1. Study flowchart. Eligible participants were selected from the SEACO Health Round Survey 2018 (SEACO HR-2018) cohort. Reasons for
rejecting the smartwatch study included concern about discomfort and allergies. SEACO-CH20: South-East Asian Community Observatory Child Health
2020; SEACO HR-2018: South-East Asian Community Observatory Health Round Survey 2018;.
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Table 1. Summary of participant demographics (N=83).

Smartwatch participants, n (%)Participant characteristic

Sex

53 (64)Female

30 (36)Male

Ethnicity

73 (88)Malay

10 (12)Non-Malay

Age (years)

24 (29)7-12

28 (34)13-15

31 (37)16-18

Smartwatch Responses
The median prompt response rate was 69% (IQR 52%-82%).

The number of participants who became inactive on each day
can be seen in Figure 2. The majority (55/82, 67%) of
participants were active until day 7, that is, they responded to
at least 1 prompt on day 7.

Figure 2. The number of participants who became inactive on each day (N=82), that is, having responded to no μEMA prompts after this day. All
participants were active for at least one day.

The median and IQR in the number of entries of each type made
by each participant per day are summarized in Table 2. Fifteen
participants took part (at least partially) during Ramadan and

so were excluded from these summaries. Only a minority of
intake events were submitted as catch-up entries (N=125
catch-up entries versus 4705 noncatch-up).
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Table 2. The median and IQR of the number of noncatch-up entries per day per participant, for participants whose study period did not intersect with
Ramadan (N=67).

Snack, median (IQR)Drink, median (IQR)Meal, median (IQR)Study day

1 (0-2)3 (1-5)2 (2-4)1

1 (0-2)2 (1-5)2 (1-3)2

0 (0-1)2 (0-3)2 (1-3)3

1 (0-1)1 (0-3)2 (1-3)4

0 (0-1)1 (0-3)1 (0-2)5

0 (0-1)1 (0-2)1 (0-2)6

0 (0-1)0 (0-2)1 (0-2)7

Response Rate Across and Within Study Days
The response rate for individual prompts had a median (IQR)
of 67% (50-83). The response rate on each day ranged from
83% (66-92) on day 1 to 58% (33-75) on day 7.

Figure 3 shows the response rate with study day and time. The
response rate decreased across study days (OR for each

additional day of the study: 0.73 (95% CI 0.64-0.83). The
response rate was lowest at the beginning of the day; the OR
and 95% CIs are summarized in Table 3. The intraclass
correlation coefficient was 0.207, which indicates that
approximately 21% of the total variance in prompt response
behavior was attributable to between-participant differences.

Figure 3. Participants’ response rates against study day (left) and time of day (right; N=82).

Table 3. The odds ratios for responses at different times of day, taking breakfast time (9-11AM) as the reference level. The response rate was lowest
at the beginning of the day.

Odds ratio (95% CI)Time

1a (0-0)Breakfast (9-11 AM)

1.69 (1.43-2.12)Lunchtime (12-2 PM)

1.49 (1.25-1.76)Afternoon (3-5 PM)

1.27 (1.07-1.51)Evening (6-8 PM)

aReference level.

The results of analyses estimating differences due to sex and
age are shown in Figure 4. Girls responded more often to the
μEMA prompts compared with boys (OR 1.71, 95% CI
1.03-2.84). However, the daily patterns were similar for both
sexes (interaction term OR 1.07, 95% CI 0.93-1.23). Response

rate did not differ between age groups (OR 0.73, 95% CI
0.42-1.27), and daily response patterns were similar for the 2
age groups (study day-by-age interaction OR 1.11, 95% CI
0.95-1.29).
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Figure 4. Association of micro-interaction ecological momentary assessment (μEMA) prompt response with study day stratified by sex (left) and age
(right).

Evaluating Participants’ Survey Responses on
Acceptability
A summary of responses to questions about smartwatch
acceptability and wear time is provided in Table 4.

A total of 54 out of 83 (65%) participants rated their experience
using the smartwatch positively (a rating of 4 or 5 out of 5), 20

out of 83 (24%) gave a neutral rating (3 out of 5), and 8 out of
83 (10%) rated it negatively (1 or 2 out of 5). In addition, 27
out of 83 (33%) participants said that they would be happy to
participate in future studies using the smartwatch, while 39 out
of 83 (47%) said maybe, and 12 out of 83 (14%) said no. The
majority of participants who responded (61/83, 73.5%) reported
wearing the smartwatch for the entire duration of the study (8
days).

Table 4. The survey questions. Participants were directed to wear the smartwatch on the day that the watch was distributed and for the 7 subsequent
days, making 8 days total. Missing data and participants who refused to respond are not included (N=83).

Participants, n (%)Question and response

Overall, how would you rate your experience of using the smartwatch during the study, on a scale from 1 (didn’t like it at all) to 5 (really
liked it)?

8 (10)Negative (1 or 2)

20 (24)Neutral (3)

54 (65)Positive (4 or 5)

If you were asked to use the smartwatch again in another study, would you participate?

12 (14)No

39 (47)Maybe

27 (33)Yes

How many days in total did you wear the smartwatch for?

7 (9)5 or fewer

7 (8)6

8 (10)7

61 (73)8

For those who reported that they did not wear the smartwatch
for the entire duration of the study (22 participants), the most
common reason was that they did not find it comfortable to
wear (9/22, 41%). Other reasons included forgetting, that they
did not see the benefit when they could not see the data, they

were forbidden to wear it by school, and it ran out of battery
(all 3 or fewer responses).

Summaries of the participants’ responses to the remaining
survey questions can be found in Tables S4-S8 and Figure S3
in Multimedia Appendix 1. Further summary statistics, including
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catch-up events and participants who took part during Ramadan,
can be found in Tables S9-S11 in Multimedia Appendix 1.

Discussion

Principal Findings
In this feasibility study of a smartwatch-based μEMA method
to collect data on eating habits over 7 days in Malaysian
children, we found that most participants (55/83, 67%) remained
responsive to prompts up to the last day of the study. Participants
were least likely to respond to prompts between 9 and 11 AM
and most likely between 12 and 2 PM. The intraclass correlation
coefficient was 20.7%, suggesting that while some variation in
response pattern is attributable to between-participant
differences, the majority of the variation (79.3%) was due to
within-participant differences. The response rate dropped off
day-on-day and was higher for female than male participants;
no association was found between participant age group and
response rate.

Our average response rate of 69% was lower than the average
of 78% found in a meta-analysis of EMA in children and
adolescents, including studies that prompted between 2 and 9
times daily [17]. That study found that prompting participants
more often had a large negative effect on completion rate, which
is further supported by Kraft et al [20], which found a negative
correlation of –0.12 between increased number of prompts and
response rate (P=.009). Participants in our study were prompted
12 times a day, plus an additional catch-up prompt in the
morning. We justified our original prompt frequency choice,
as μEMA has been shown in adults to improve compliance
despite a higher number of prompts than mEMA. However, in
our study using a child and adolescent population, it is likely a
higher prompt frequency may have had a negative effect on
response rate, especially in the case of repeated “No food/drink”
entries. It has been reported [17] in nonclinical studies that “a
higher average compliance rate was observed in studies that
prompted participants 2-3 times daily (91.7%) compared with
those that prompted participants more frequently (4-5 times:
77.4%; 6+ times: 75.0%).” This suggests that compliance may
be improved by prompting participants less frequently, for
example, by having 3 prompts daily at 11 AM, 3 PM, and 7
PM, although longer time intervals increase the reliance on
memory, potentially affecting the completeness of recorded
consumption events. It is also possible that our lower response
rate might have been related to the number of questions asked
in our μEMA protocol. A study that compared the deployment
of 6 back-to-back multiple-choice questions delivered via a
smartwatch versus a mobile phone found no difference in
compliance between these 2 modalities. However, compliance
was improved when single questions requiring a one-touch
response were asked via a smartwatch, despite an increase in
prompt frequency [39]. While on average, the participants (65%)
rated the study protocol positively (either 4 or 5 out of 5), the
response rate fell day-on-day. Participants were less likely to
respond to prompts at the beginning or end of the day, compared
with the middle of the day. Focus group or interview discussions
were not feasible in this study due to COVID-19 restrictions
but should be explored in future studies to determine the reasons

for missing event prompts and nonresponses, which may include
forgetting or being involved in a competing activity when the
prompt is sent [40].

Female participants had a higher response rate than male
participants, consistent with previous findings [21,41]. There
was little evidence of difference in the relationship between
response and study day for male versus female participants. An
analysis of the SEACO-CH20 accelerometer dataset [30] found
that a similar proportion of males and females had usable
accelerometer data, suggesting that this was specific to the
smartwatches rather than a difference with wrist-worn devices
generally. Little evidence of a difference was found between
response rates in the 7-12 years old and 13-18 years old age
groups.

Although the subjective indicators suggested that most
participants enjoyed wearing the smartwatch, only a minority
of participants (27/83, 33%) indicated that they would be willing
to participate in a similar study again; 39 out of 83 (47%)
responded “Maybe.” Potential changes to the protocol that may
improve compliance could include only wearing the smartwatch
instead of both the smartwatch and accelerometer.

Strengths and Limitations
This is the first study exploring the feasibility of using
smartwatch-based EMA in a population of children and
adolescents from a low-to-middle-income country. This study
was part of the SEACO study, using the SEACO-CH20 dataset,
and lays the foundation for an improved understanding of the
potential for wearable devices for measuring relationships
between eating and cardiometabolic health. Data on 24-hour
eating behaviors are important for informing future policy that
may reduce cardiometabolic risk among children and adolescents
and prevent progression to cardiometabolic disease in adulthood.
While a food frequency questionnaire was completed as part of
the larger SEACO-CH20 study and reported elsewhere [42],
this current study has assessed an alternative for recording
behavior in real time.

However, this study did have some limitations. The number of
questions in prompts may have affected compliance and should
be discussed with participants to optimize the protocol for future
studies in this population. It has been suggested [17] that
compliance can be improved by incentivizing participants with
a monetary reward or raffle entries. Since this study concerns
young people, one potential incentive method could be to gamify
the EMA process using a level-up or promotion system in the
app [43]. Previous studies have explored adding an end-of-day
catch-up prompt, which has been found to improve the reporting
of dinner [40]. Replacing the morning catch-up prompt with
one in the evening may improve response rate, especially given
that we found that participants were more likely to respond to
prompts in the evening than in the morning. Future studies may
additionally consider using the catch-up entries to impute missed
entries on the previous day, which could give more complete
data. Another suggestion could be to incorporate a short period
of training to improve response rates, where responses are
monitored in real time by researchers and participants are
prompted directly by researchers if missing responses are
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common. Such an approach has been used to improve the
accuracy of real-time food photography methods [12].

The questionnaires used for acceptability and acceptance were
not standard because we were motivated to use a reduced set
of questions (that have been used in a previous publication [31])
to reduce the burden on the young participants. Future studies
should consider if the emerging, more standard approaches to
exploring acceptability and acceptance for wearable devices
(eg, those based on Technology Acceptance Models) have been
developed to the point at which varying levels of participant
burden can be accommodated.

Unbalanced statistics limited our ability to assess differences
across age, sex, and ethnic group. The larger SEACO-CH20
accelerometer study [34] from which participants for this study
were selected had more balanced statistics (49% female, 67%
Malay, and 44% <13 years old), which suggests that the cohort
used for smartwatch data may not represent the overall
SEACO-CH20 cohort. In particular, we only had 4 participants
aged 7-9 years, so further studies are required to better
understand the feasibility of dietary μEMA in the younger
participants. Participants in this study began wearing the devices
on different days of the week, and it is possible that the day of
the week could affect participation; for example, whether it is
a weekend or weekday. A lower response rate on weekends has
been previously documented by Battaglia [21]. We did not
account for study start day due to the small sample size, and
because schooling was disrupted throughout the study period
due to the COVID-19 pandemic [44].

An issue with entry duplication meant that some entries may
have been removed that were actual events, not due to the
software issue. This bug with the smartwatch software has since
been fixed. Additionally, only the response time of the
participant was recorded, and not the time that the prompt was
sent. This means we had to infer which hour window the entries
corresponded to; this could be programmed in the software.

Discomfort was the most common reason for nonwear cited by
the participants, which may be unique to our study protocol that
required participants to wear 2 wrist-worn devices on the same
arm. Furthermore, the smartwatch used in our study was not
specifically designed to fit smaller children. Efforts to make
smartwatches less intrusive, for example, by making them
smaller, may further improve response rate and study uptake.

Ramadan, a culturally important event in Malaysian society,
which includes fasting in some population groups, took place
during the course of the data collection period. This is likely to
have affected the eating behaviors of participants who took part
during this time. To ensure that the number of EMA entries was
not influenced by Ramadan, we excluded participants from our
analyses who wore the smartwatch during the Ramadan period,
thereby further limiting our sample size.

Conclusions
This study extends previous eating behavior studies by exploring
the use of μEMA in a population of children and adolescents
in Malaysia and is the first such study to do so. Willingness to
take part in the μEMA study was high, but poor response rates
suggest that the number of questions asked per prompt or the
high number of prompts per day may be too burdensome. While
our smartwatch-based EMA app was largely based on the μEMA
methods originally developed by Intille et al [24], a key aspect
of true μEMA implementation is the presentation of only one
question at a time. In our approach, we chained questions to
capture details on food and drink type, size, and consumption
context, making it more accurately described as a modified
μEMA. Further work is needed to explore different μEMA
variations, including using fewer questions and/or fewer
prompts, and identify devices that may be more comfortable
for child and adolescent participants. The growing use of
smartwatches amongst children, particularly in Southeast Asia
may offer more opportunities for further study [45].
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Abstract

Background: Traditional rehabilitation research often excludes the voices of individuals with lived experience of traumatic
brain injury (TBI), resulting in interventions that lack relevance, accessibility, and effectiveness. Community-based participatory
research (CBPR) offers an alternative framework that emphasizes collaboration, power sharing, and sustained engagement with
patients, caregivers, and clinicians.

Objective: This study aimed to apply CBPR to guide front-end design (empathy interviews, empathy mapping, personas) and
to evaluate the sociotechnical-pedagogical usability of the Electronic Problem-Solving Training (ePST) mobile health (mHealth)
intervention with TBI partners.

Methods: A multistep, mixed methods design case methodology was adopted, guided by CBPR principles and learning experience
design. Participatory mechanisms included a 33-member Community Advisory Board and 10 Community Engagement Studios
that engaged TBI survivors, caregivers, clinicians, and researchers throughout the Discover, Define, Develop, and Deliver phases
of the Double Diamond model. Iterative activities included empathy interviews (n=14), persona development (n=10), rapid
prototyping, and usability testing with 5 participants with TBI using think-aloud protocols and the Comprehensive Assessment
of Usability for Learning Technologies instrument.

Results: The co-design process successfully translated community feedback into an empathy-informed, user-centered prototype
and systematically identified design considerations that single-partner approaches overlook. TBI-specific design requirements
emerged, including the need for linear content progression over branching navigation, higher technical performance standards,
and explicit content signaling with clarity prioritized over novel interface design. Think-aloud protocols revealed that participants
struggled with mobile navigation and branching structures but excelled with sequential content progression. In addition, the input
from individuals with TBI, caregivers, clinicians, and researchers led to practical refinements such as shorter microlearning
lessons (5‐12 min), clearer voiceover tone, and simplified navigation, directly addressing the study’s objective of improving
accessibility and emotional resonance. Overall usability was high, measured using the Comprehensive Assessment of Usability
for Learning Technologies (CAUSLT), with an average score of 4.25 out of 5 (SD 0.72; 95% CI 3.36‐5.15; n=5). Knowledge
accuracy was 80% (8/10 items; 95% CI 49%‐94%; n=5 participants; 2 items each), indicating that the system effectively
supported learning and comprehension. Module completion was 100% (5/5; 95% CI 56.6%‐100%). Average time-on-task for
10 lesson completions was 11.47 (SD 5.28; range 4.6‐21.42) minutes per lesson, demonstrating strong task efficiency and
engagement. Highest ratings were observed in the pedagogical usability domain, reflecting that the interface was clear, intuitive,
and conducive to learning. Collectively, these findings suggest that applying CBPR across all design stages produced a technically
sound, easy-to-use, and pedagogically meaningful mHealth tool specifically tailored for individuals with TBI.

Conclusions: Sustained CBPR across full design and development cycles resulted in high usability for ePST for individuals
with TBI. Ultimately, this study operationalized a full-cycle pipeline that links sustained community partnership to measured
usability outcomes, producing community-informed design principles and a reproducible mixed methods approach for formative
mHealth development for TBI.

(J Med Internet Res 2026;28:e83995)   doi:10.2196/83995
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Introduction

Traumatic Brain Injury Rehabilitation
Traditional rehabilitation research underrepresents people with
lived experience of disability, including traumatic brain injury
(TBI), yielding interventions misaligned with patient contexts
[1-4]. TBI has acute and chronic sequelae [5,6] affecting
cognition, emotion, and social functioning [5-10] that adversely
affect learning and care access [11,12]. When design ignores
these constraints, relevance and engagement drop [13]. Although
recent studies demonstrated the feasibility of participatory
adaptations in TBI rehabilitation [14,15], such approaches
remain rare [16]. Emerging protocols increasingly incorporate
caregiver and community voices through community-based
participatory research (CBPR) frameworks [17], yet broader
adoption remains limited [18]. Indeed, although chronic
challenges faced by individuals with TBI are increasingly
recognized, rehabilitation research rarely translates this
awareness into meaningful community engagement or
integration of practitioner perspectives [19,20]. Provider- and
institution-centered models continue to dominate, reinforcing
inequities [21] and limiting collaboration between researchers,
clinicians, and patients [22,23]. This results in less responsive
interventions, lower user satisfaction, and reduced effectiveness
[5,24-26]. Despite growing support for participatory approaches,
provider-centric norms persist [27]. This study responds to those
gaps by modeling a collaborative, community-informed design
process [18,28].

Power sharing and collaborative decision-making are critical
to designing effective, context-responsive interventions [28,29].
Rehabilitation requires real-world interaction, collaboration,
and adaptability to individual needs [30]. Participatory
approaches shift decision-making toward community members
[31], having produced measurable improvements in health
outcomes and patient-reported measures [32]. For example,
ethnographic work by Manhas and colleagues [33] showed
shared decision-making in rehabilitation enhances patient
satisfaction, understanding, goal attainment, and self-reported
outcomes. This contrasts with provider-driven models that limit
patient involvement and flexibility. Indeed, challenges such as
limited community engagement, asymmetrical decision-making,
and provider-centered research can undermine the relevance
and impact of TBI rehabilitation efforts [19,21-23]. These issues
call for more inclusive approaches that prioritize symmetrical
decision-making and meaningful collaboration with the TBI
community [33].

This paper presents a case example of the formative design and
evaluation of Electronic Problem-Solving Training (ePST), a
metacognitive, evidence-based mobile health (mHealth)
problem-solving intervention. ePST is based on PST, a
cognitive-behavioral approach with proven efficacy for
neurodevelopmental and psychological conditions that is
grounded in some of the strongest evidence in cognitive

rehabilitation [34,35]. PST and comparable approaches are
widely used in psychology to improve problem-solving skills
and mindset [36,37] and have shown promise for preventing
and treating cognitive deficits [38] through numerous clinical
trials [39]. Research suggests PST can be especially beneficial
for long-term or multifaceted health issues, such as TBI [40,41].
A robust body of evidence shows that such problem-solving
approaches lead to meaningful reductions in symptoms,
strengthen individuals’ confidence in managing their health,
and enhance adherence to prescribed regimens [42-44]. ePST
was developed using learning experience design and a CBPR
framework to ensure accessibility, community-driven
decision-making, and iterative co-design [18,45,46]. Learning
experience design and CBPR guided front-end activities and
the sociotechnical-pedagogical usability evaluation reported
here.

Background and Rationale
Rehabilitation research often centers around clinician and
designer perspectives over patient input, reducing relevance,
effectiveness, and adaptability for individuals with TBI [47,48].
Correa and colleagues [49] showed that interventions lacking
patient involvement can be misaligned with how patients
perceive risks, benefits, and treatment goals, undermining
recruitment and randomization. Such problems suggest a need
for adaptive, patient-informed approaches, which CBPR can
provide in a context-sensitive and ethical manner [46]. CBPR
helps researchers understand lived experience and co-create
interventions that are more relevant, acceptable, and effective.
For example, Quilico and colleagues [28] partnered with people
with TBI and caregivers to adapt a physical activity program,
producing changes that improved relevance, outcomes, and
engagement. Groussard and colleagues [50] involved users with
lived TBI experience and caregivers in developing and
evaluating a cognitive support system, yielding improved user
satisfaction and greater autonomy. However, participation alone
is insufficient. CBPR requires reciprocal relationships among
community members, academics, and practice partners to draw
on diverse strengths [51]. As a case-in-point, Springer and
Skolarus [52] specifically distinguished between the
“community-based” and “participatory” components of CBPR
to clarify how all components of this approach are needed to
promote sustained, power-sharing partnerships.

As CBPR is applied increasingly to digital health interventions
like ePST, new design and evaluation demands emerge. For
example, reporting in CBPR remains inconsistent, and
implementation is uneven, especially in rehabilitation contexts
[16]. Usability and contextual fit present persistent barriers to
adoption in eHealth and mHealth, reinforcing the need for
community-informed design and iterative testing cycles [53].
In addition, promoting sustained engagement remains a
challenge [18,54], which supports the use of innovative
pedagogical strategies such as microlearning, a design approach
shown to improve engagement and learning outcomes in health
applications when lessons are limited to a length of 5 minutes
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to 12 minutes [55]. In parallel, sociotechnical frameworks have
been recommended for evaluating patient-facing tools,
supporting our integration of CBPR, learning experience design,
and the sociotechnical-pedagogical framework (discussed in
the next section) [56]. Collectively, these gaps suggest a need
to balance TBI rehabilitation complexity with the provision of
usable, accessible, and engaging interventions. We illustrate
our approach to achieving this balance through the conceptual
framework we present in the following section.

Conceptual Framework
We developed a conceptual model that places CBPR at the
methodological core, pairs participatory mechanisms
(Community Advisory Board or Community Engagement
Studios) with learning experience design to convert community
partner input into design principles, and maps these strands onto
the Double Diamond (Figure 1) for iterative development and
sociotechnical-pedagogical evaluation [57-61].

Figure 1. Conceptual framework integrating community-based participatory research, the Community Advisory Board (CAB), Community Engagement
Studios (CES), and learning experience design (LXD) mapped onto the Double Diamond design framework for individuals with traumatic brain injury
(TBI).

CBPR as the Foundational Ethos
We adopted CBPR as a foundational ethos to foster inclusive,
patient-centered rehabilitation design and to translate community
priorities into practice [62-65]. Central to CBPR are
collaboration and balanced partnerships that share
decision-making responsibility [66]. Unlike short-term,
investigator-led studies, CBPR emphasizes long-term reciprocal
relationships that promote ethical research practices and
improved outcomes [67]. This is important because top-down,
limited-duration studies can erode trust and exclude local needs,
with standardized practices that do not accommodate community
input tending to perpetuate these problems [68,69]. CBPR’s
emphasis on shared decision-making across all phases of the
research process provides one avenue to address these problems
[70]. Collaboration through structured partnerships allows
community members to inform priorities, participate in
knowledge creation, and strengthen the real-world applicability
of interventions [31]. These approaches move research beyond
expert-driven agendas by integrating the lived experiences,
priorities, and contextual knowledge of community members
into the design and implementation process [71].

Participatory Mechanisms

Community Advisory Board

Community Advisory Boards are structured, ongoing
partnerships that integrate people with lived experience into
research, providing authentic representation and culturally
grounded input across the project lifecycle [72-75]. Unlike
short-term focus groups, Community Advisory Boards meet
regularly to co-develop research strategy, advise on ethics and
context, and guide intervention refinement, fostering shared
leadership, trust, and power sharing [76-79].

Community Engagement Studios

Community Engagement Studios are structured, facilitated
consultations in which researchers obtain targeted feedback
from panels of community experts, caregivers, and clinicians.
Unlike advisory boards or focus groups, Community
Engagement Studios use focused, iterative sessions to promote
dialogue, reciprocal learning, and sustained community
involvement [59,80]. Originating with the Meharry-Vanderbilt
Community-Engaged Research Core [58], Community
Engagement Studios were developed to overcome participation
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barriers in clinical and rehabilitation research, including mistrust
from historical unethical practices and social inequities [81].
By positioning community members as consultants and experts
rather than passive subjects, Community Engagement Studios
help identify barriers, adapt interventions to community needs,
and build trust with underrepresented groups [82,83].
Community Engagement Studios can enhance cultural
adaptation [84], increase minority participation [82,83], and
reduce power imbalances between researchers and community
members [85,86].

Operationalization via Learning Experience Design
Learning experience design is a learner-centered, theoretically
grounded framework that integrates instructional design,
cognitive science, user experience, and participatory approaches
[87,88]. Learning experience design emphasizes designing
engaging and inclusive learning environments that respond to
learners’ real-world needs and experience [89,90]. Learning
experience design focuses on the cognitive, emotional, and
perceptual influences of learner interactions with content, tools,
and people across the learning process [91-93]. Learning
experience design guided ePST’s Double Diamond workflow.
In Discover, empathy interviews identified core needs and
constraints; in Define, those insights plus Community Advisory
Board input shaped personas, module structure, and mock
content [94,95]. To address TBI-specific cognitive limits (eg,
memory, fatigue), the Develop phase adopted microlearning
(ie, short, digestible lessons lasting 5 minutes to 12 minutes)
intended to lower cognitive load, promote encoding, and support
retention [96-99]. Deliver used iterative usability testing to
validate designs and drive refinements. Multimodal strategies
(text, visuals, voiceover, interactivity) and gamification (badges,
progress indicators, interactive tasks) supported diverse
preferences and motivation [100,101].

Sociotechnical-Pedagogical Framework
The sociotechnical-pedagogical framework conceptualizes
learner experience as the alignment of 3 interdependent domains:
technological, pedagogical, and sociocultural [102,103]. The
technological domain covers reliability, accessibility, device
compatibility, navigability, and error tolerance; the pedagogical
domain covers alignment of objectives, materials, activities,

and assessment, plus clarity, scaffolding, cognitive load
management, and feedback quality; and the sociocultural domain
addresses presence, identity, communication, cultural
responsiveness, and scenario authenticity. The
sociotechnical-pedagogical framework serves as both a design
and evaluation lens, operationalized via dimension-specific
heuristics validated against course evaluations that identified
195 distinct problems consolidated into nonoverlapping
heuristics spanning the 3 domains [102]. This approach is critical
in neurorehabilitation because traditional usability frameworks
often miss interactions among cognitive, social, and technical
factors [88]. For people with TBI, technological design must
go beyond basic accessibility to reduce cognitive load
(simplified interfaces, memory supports, fatigue
accommodations) and ensure assistive-technology compatibility.
Pedagogical design should address executive function limits
via clear structure, predictable flows, compensatory strategies,
repetition, and metacognitive scaffolds to support transfer.
Sociocultural design must attend to stigma, identity shifts after
injury, peer and family involvement, and social-context fit. The
sociotechnical-pedagogical framework reveals problems that
purely technical reviews miss.

Intervention Description
ePST is a cross-platform, community-informed mHealth
intervention tailored to the cognitive and emotional needs of
adults with TBI. Built on microlearning, it delivers short (5‐12
minutes), chunked lessons with built-in progress tracking to
reduce cognitive load. Engagement features include motivational
messaging derived from empathy interviews; a virtual coach
(“Ruth”); personalized learning pathways; embedded reminders;
and gamified elements (badges, certificates) to support memory,
reinforce learning, and sustain motivation (Figure 2). ePST is
grounded in problem-solving training and operationalizes the
6-step ABCDEF mnemonic (Figure 3): A, assess the problem;
B, brainstorm solutions; C, consider and choose; D, develop
and do; E, evaluate; and F, flex. ePST translates these steps into
scaffolded modules that teach structured decision-making and
problem-solving strategies tailored to adults with TBI. A
description of the ePST learning modules is provided in
Multimedia Appendix 1.
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Figure 2. Representative screenshots from the Electronic Problem-Solving Training (ePST) prototype and final user interface, captured during usability
testing with adults with traumatic brain injury: (1) progress tracker, (2) virtual coach “Ruth” interface, and (3) reminder/notification panel.

Figure 3. Problem-solving training strategy diagram showing the ABCDEF 6-step metacognitive process implemented in Electronic Problem-Solving
Training (ePST): assess, brainstorm, consider and choose, develop and do, evaluate, and flex.

Purpose and Research Questions
The purpose of this iterative, multimethod formative design and
evaluation case study was to use a CBPR approach to guide
front-end design activities (ie, empathy interviews, empathy
mapping, and persona development) and to evaluate the
sociotechnical-pedagogical usability of the ePST intervention
with TBI community members (ie, Community Advisory Board

members, families, providers, and individuals with lived TBI
experience) at a large public university and a large medical
center in the southern United States. The questions that guided
this research included: research question (RQ) 1: What themes
related to learning needs, barriers, and preferences emerge from
front-end design activities (empathy interviews, empathy
mapping, and persona development) with TBI community
members? RQ 2: How did individuals with TBI perceive the
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sociocultural, technological, and pedagogical usability aspects
of their experience with ePST during testing? RQ 3: How were
identified sociotechnical-pedagogical usability issues addressed
through design refinements?

Methods

Double Diamond Approach
This multimethod formative design and evaluation study
followed the Double Diamond approach (Discover, Define,
Develop, Deliver) and ran from February 2024 through July
2024. In Discover, we established the Community Advisory
Board, drafted initial design principles, and conducted
Community Engagement Studio empathy interviews with people
with TBI. In Define, we developed learner personas, produced
a curriculum map, and iteratively refined priorities via
Community Engagement Studios and Community Advisory
Board reviews. In Develop, we translated principles into low-
to high-fidelity prototypes and internal subject matter expert
review. In Deliver, we conducted iterative usability testing with
people with lived TBI experience and implemented refinements
after each round. We reported patient and public involvement
using the GRIPP2 Short Form (GRIPP2-SF) [104]. A 1-page
mapping table linking GRIPP2-SF items to manuscript locations
is provided in Multimedia Appendix 1.

Participants

Community Advisory Board Participants
The Community Advisory Board (n=33) was purposively
assembled to include people with lived TBI experience,
caregivers, clinicians, researchers, industry representatives,
advocates, and members of minoritized groups. Members were
identified via professional networks, partner clinics, and
community organizations and invited by email. Selection criteria
were TBI or digital health expertise, lived experience,
demographic diversity, and advocacy and service representation.
Community Advisory Board members received US $25 per
meeting. Community Advisory Board composition is provided
in Multimedia Appendix 1.

Empathy Interview Participants
Empathy interview participants (n=14) were recruited via
clinician referral and community outreach at a large tertiary
rehabilitation center in the southern United States in February
2024 and March 2024. Inclusion criteria were age ≥18 years,
proficiency in English, and either (1) documented TBI confirmed
by clinician referral or review of medical records when available
or (2) self-reported TBI with screening confirmation of capacity
to participate. Exclusion criteria were severe communication
impairments or acute medical instability that precluded informed
consent or participation. Caregivers and providers were eligible
if they provided regular care or clinical services to adults with
TBI.

Usability Testing Participants
Usability testing participants (n=5) were recruited purposively
from the same clinical and community sources in July 2024 to
capture variation in technology experience and time since injury.
Inclusion criteria included age ≥18 years, English fluency,

history of TBI (clinician referral or medical record when
available), ability to use a smartphone or computer without
assistance, and capacity to provide informed consent and follow
study tasks. Exclusion criteria included acute medical or
psychiatric instability and severe receptive or expressive
communication impairments that prevented participation. Five
participants is standard for early-stage formative usability tests,
with 80% of usability problems identified via small samples
[105,106]. This low number limits statistical generalizability
but is conventional in heuristic-based usability work intended
for problem identification [107,108]. This approach has
substantial precedent in digital health formative studies that use
small, purposive usability samples to drive iterative refinements
[109-111]. To increase rigor and reduce bias from the small
sample, we purposively sampled, triangulated findings, and
applied an iterative refine-and-retest logic.

Ethical Considerations
The study protocol was approved by the Human Research
Protection Program at the University of Georgia (IRB
#00009943) on June 17, 2024, and was deemed exempt. Written
informed consent was obtained electronically via Qualtrics.
Participants reviewed the full consent document, typed their
full name and the date to indicate agreement, and submitted the
consent form. The consent form covered study purpose and
procedures, audio and video recording, foreseeable risks and
benefits, right to withdraw, compensation, and data handling.
All study data were de-identified and stored on encrypted
University of Georgia servers with access limited to authorized
study personnel. The master linking list and raw recordings will
be destroyed at study end; de-identified data may be used for
future research but will not be deposited in a public repository.
Participants received US $25 per activity, and Community
Advisory Board members were paid US $25 per meeting, with
payments issued via Clincard after each session. Payments were
institutional review board–approved and described in the consent
forms. No identifying information was included in this paper
or multimedia appendices.

Procedures
Given the iterative nature of the Double Diamond approach,
analysis was multimodal and occurred across all phases of
design, with analysis falling into 3 broad categories: (1)
qualitative, (2) quantitative, and (3) computational. No data
were missing for any of the reported analyses.

Discover Phase Procedures

Establishment of the Community Advisory Board

Community Advisory Board members were recruited
purposively [112] from the community, academia, industry, and
medical-related institutes based on 4 criteria: (1) professional
expertise in TBI rehabilitation, assistive technology, and or
digital health; (2) lived experience with TBI; (3) demographic
diversity across age, gender, socioeconomic status, and
geography; and (4) community member representation including
those with lived experience, clinicians, researchers, technology
developers, and advocacy organizations. Quarterly Community
Advisory Board meetings were held across Phases 1‐3 (total
n=16).
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Establishment of Preliminary Design Principles

We drew on findings from a prior study, Caregivers in Dementia
PST and DSJ (CaDeS), which tested coach-delivered PST [113].
Open-ended responses to overall intervention satisfaction were
analyzed using machine learning techniques, including sentiment
analysis and latent Dirichlet allocation, to generate an initial set
of 7 design principles for ePST, which were reviewed and
refined in a subsequent Community Engagement Studio session.

Empathy Interviews

Empathy interviews were conducted with 3 groups of
participants. Groups 1 (n=6) and 2 (n=3) consisted of TBI
survivors. Group 3 consisted of care partners and providers
(n=5). Interviews were guided by the 4-phase empathy
framework from Kouprie and Visser [114]. All interviews were
approximately 75 minutes and conducted online using Zoom
web conferencing software. Questions focused on (1) learning
challenges, (2) effective therapies, (3) the impact of others’
stories, (4) group-specific challenges, (5) building trust through
shared expertise, and (6) motivational messages. Interviews
were recorded and transcribed using Zoom.

Define Phase Procedures

Empathy Mapping
Empathy mapping guided learner analysis and informed the
design of ePST [115]. Empathy mapping involved synthesizing
participants’ responses into 4 core domains (“Says,” “Thinks,”
“Does,” and “Feels”) to foster understanding of their
motivations, challenges, and learning preferences. This allowed
capture of nuanced information about participants’ cognitive,
emotional, and behavioral experiences. A total of 9 empathy
maps were created (see Multimedia Appendix 1). These were
then used to generate learner personas and referenced to inform
design.

Persona Development
Personas are fictional, data-informed archetypes that represent
individuals within the target population [116]. Our personas
provided summaries of representative descriptors based on
information that was synthesized from empathy maps. Personas
were presented to the Community Advisory Board, reviewed,
and revised. Initial designs included TBI severity; however, this
was removed at the recommendation of the Community
Advisory Board, as severity was an inadequate method to
represent nuanced TBI characteristics, especially chronically.
The final set of personas (n=10) is provided in Multimedia
Appendix 1.

Refinement of Design Principles
Design principles were refined based on a structured empathy
interview with 5 caregivers and providers. Analysis comprised
a discussion-based analytic process to identify key insights from
the transcripts. The design principles were then reviewed in a
Community Engagement Studio session with the Community
Advisory Board, who provided feedback on clarity, relevance,
and completeness. Analysis did not focus on achieving saturation
but instead prioritized triangulation across data sources and
methods for development of design principles.

Develop Phase Procedures

Community Engagement Studios
Structured Community Engagement Studio sessions were used
to elicit structured feedback during Community Advisory Board
meetings. Community Engagement Studio sessions (n=10)
focused on usability challenges, content clarity, and delivery
preferences. Community Engagement Studio sessions were
between 60 minutes and 90 minutes, included 6 to 8 participants,
and followed a structured protocol. A trained moderator guided
discussion. Discussion foci varied depending on which design
artifacts were being reviewed, Participants reflected on design
artifacts’ clarity, relevance, and usability. Sessions were
conducted, audio recorded, and transcribed using Zoom.
Transcripts and notes were then synthesized into actionable
design recommendations.

Rapid Prototyping
Rapid prototyping is an iterative design approach that quickly
develops and refines working models based on user feedback
[117]. This approach was used to transform insights from the
Define phase into working prototypes. Initial design concepts
were explored through low-fidelity mockups then iteratively
refined into medium- and high-fidelity prototypes, with
emphasis on flexibility and responsiveness to user input [117].
Designs were regularly reviewed during Community
Engagement Studios for issues such as navigation, language
complexity, and content pacing.

Deliver Phase Procedures
Usability tests (n=5) were conducted by a trained graduate
student and a university professor usability expert. Testing
followed a semistructured, task-based research protocol.
Sessions were between 60 minutes and 75 minutes and were
conducted, recorded, and transcribed using Zoom. Participants
completed 5 structured usability tasks per session while thinking
aloud and sharing their screens. Tasks assessed both
technological usability (eg, navigation, multimedia interaction)
and pedagogical usability (eg, clarity of content, microlearning
structure). Participants then completed the Comprehensive
Assessment of Usability for Learning Technologies (CAUSLT)
instrument [118]. Data were analyzed using an integrated
approach that combined observational, survey, and efficiency
metrics. Think-aloud transcripts and observer notes were
reviewed and discussed by two team members to identify
barriers. Responses to the CAUSLT instrument were
summarized using descriptive statistics and disaggregated across
the 3 instrument factors. Design flaws were prioritized using
Nielsen’s severity scale [119]. Efficiency data were extracted
from session recordings. Findings were documented in a report
that was reviewed with the Community Advisory Board, whose
feedback guided refinements in areas such as voiceover quality,
mobile navigation, and content clarity for cognitive accessibility.
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Results

Discover Phase Results

Composition of Community Advisory Board

The composition of the Community Advisory Board is presented
in Table 1. Some individuals were represented in more than one
group, as some Community Advisory Board members
self-identified with more than one category.

Table . Composition of the Community Advisory Board (n=33) including counts and role categories for members recruited purposively from clinical
partners, community organizations, academic networks, industry, and advocacy groups.

Total representatives, nCompositionCategory

24PhD researchers (n=12), psychologists (n=8),
educational technology experts (n=2), graduate
students (n=2)

Academic researchers

6Software developer (n=1), software designers
(n=5)

Industry professionals

16Individuals with TBIa (n=6), TBI care partners
(n=4), disability advocates (n=6)

Individuals with lived experience and advocates

10Occupational therapists (n=4), social workers
(n=3), rehabilitation counselors (n=3)

Rehabilitation and clinical professionals

2Blind (n=1), deaf (n=1)Individuals with physical disabilities

10LGBTQAI+b (n=4), minoritized racial and ethnic
groups (n=6)

Individuals from minoritized groups

aTBI: traumatic brain injury.
bLGBTQAI+: lesbian, gay, bisexual, transgender, queer (or questioning), asexual (or allied), intersex, plus

Preliminary Design Principles
Preliminary design principles were established based on results
of prior research and Community Advisory Board input.
Principles emphasized accessibility, emotional resonance, clarity
of messaging, and personalization, serving as our foundation
for early prototypes, visual design, and engagement strategies.
These preliminary principles were later expanded and structured

into a comprehensive hierarchy, reported in the Define Phase
Results section.

Empathy Interview Participant Demographics
We recruited 14 participants (Table 2) for empathy interviews,
including individuals with TBI (n=9) and caregivers and
providers (n=5).

Table . Participant demographics for empathy interviews (n=14), including de-identified breakdown by participant group, race or ethnicity, age bands,
and gender.

Caregivers and providers, nIndividuals with TBIa, nCharacteristics

Race

11    Hispanic

35    Caucasian or White

02    African American

10    Asian

Age (years)

04    30-39

13    40-49

01    50-59

30    60-69

10    ≥70

Gender

57    Female

02    Male

aTBI: traumatic brain injury.
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Define Phase Results

Empathy Maps
Empathy maps were created (n=9), with each map including
brief descriptors in the categories “Says,” “Thinks,” “Feels,”
and “Does.” Analysis revealed 4 key themes characterizing the
post-TBI experience: Participants experienced (1) frustration
and disorientation with everyday tasks, (2) loss of self-identity
and nostalgia for pre-injury life, (3) physical exhaustion from
therapy that decreased motivation, and (4) social isolation due
to perceived lack of family understanding. In response,
participants developed adaptive strategies including structured
skill relearning through rehabilitation and memory aids such as
sticky notes. The full set of empathy maps is provided in
Multimedia Appendix 1.

Personas
A set of personas (n=10) was created to guide design. Personas
highlighted varied life contexts, recovery journeys, and learning
needs across individuals such as veterans, students,
professionals, and retirees. Each reflected unique combinations
of cognitive, emotional, and physical challenges, along with

personal goals like regaining independence, improving memory,
or reducing stigma. Common facilitators included family
support, adaptive tools, storytelling, and professional guidance.
Despite varied barriers ranging from aphasia to fatigue to
discrimination, all personas demonstrated resilience and
motivation to recover. The complete set of personas is provided
in Multimedia Appendix 1.

Refined Design Principles
A refined set of design principles was created in the Define
phase, incorporating the preliminary set created during the
Discover phase. Using a framework proposed by Kali [120],
the design team organized these insights into a 3-tiered hierarchy
(specific, pragmatic, and metaprinciples). Pragmatic principles
reflected actionable guidance relevant to the learning design.
These pragmatic principles were grouped into 6 broader
metaprinciples, such as accessibility, emotional support,
motivation, personalization, cultural relevance, and
evidence-based action. Where applicable, specific principles
(eg, interface features, content structures) were also identified
to illustrate how the pragmatic principles would translate into
concrete design decisions (Table 3).
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Table . Design principles for Electronic Problem-Solving Training (ePST) module development, including metaprinciples, pragmatic principles, and
specific principles derived from empathy interviews, empathy maps, Community Advisory Board and Community Engagement Studio feedback, and
persona development.

Specific principlesPragmatic principleMetaprinciple

Use clear, concise, jargon-free language; include
closed captioning; support mobile-first naviga-
tion; design intuitive interaction patterns

Design for cognitive and physical inclusion1. Ensure accessibility and usability

Reinforce key concepts with reminders and visual
anchors; use chunked content and repeated expo-
sure

Support memory and comprehension1. Ensure accessibility and usability

Enable learners to proceed at their own pace; al-
low pausing and resuming lessons easily

Allow flexible engagement1. Ensure accessibility and usability

Include calming activities (eg, music, mindful-
ness cues); normalize behavioral variability in
content

Encourage emotional regulation2. Support emotional and behavioral needs

Acknowledge and adapt for speech and behav-
ioral limitations; use neutral, nonjudgmental tone

Empathize with behavioral and communication
challenges

2. Support emotional and behavioral needs

Include prompts or reflection activities to build
insight into strengths and limitations

Promote self-awareness and acceptance2. Support emotional and behavioral needs

Integrate badges, rewards, and affirming feed-
back

Use positive reinforcement3. Foster motivation and engagement

Provide explicit opportunities to set and track
goals

Emphasize goal setting and achievement3. Foster motivation and engagement

Visual progress indicators; summary pages at
lesson or module completion

Provide regular feedback3. Foster motivation and engagement

Combine visuals, audio narration, and interactiv-
ity

Use varied sensory inputs4. Enable personalized and multimodal learning

Design lessons that can be completed without
facilitator support; scaffold progressively to re-
duce reliance on help

Allow for autonomy and independence4. Enable personalized and multimodal learning

Include customizable avatars or pathways; vary
representation and examples by demographic
relevance

Tailor content for diverse learners4. Enable personalized and multimodal learning

Use testimonials from TBIa survivors and care
partners; embed quotes and real-world scenarios

Include lived experience5. Establish credibility and cultural relevance

Reference TIRRb, advocacy groups, and clinical
partners in content

Partner with trusted organizations5. Establish credibility and cultural relevance

Include diverse racial, ethnic, and gender identi-
ties; adapt content for veterans and other priority
subgroups

Practice inclusive and representative design5. Establish credibility and cultural relevance

Present supporting research in simplified lan-
guage or visuals; avoid academic jargon

Communicate evidence accessibly6. Ground content in evidence and action

End modules with clear next steps (eg, “Enroll,”
“Learn more”); include clickable links or guided
follow-ups

Use motivating calls to action6. Ground content in evidence and action

aTBI: traumatic brain injury.
bTIRR:The Institute for Rehabilitation and Research.

Develop Phase Results
During the Develop phase, design artifacts progressed from
low-fidelity storyboards to high-fidelity interactive prototypes
(Figure 4). Low-fidelity mockups were iteratively refined into
functional prototypes via structured Community Advisory Board

feedback focused on usability, content clarity, accessibility, and
delivery preferences. Key outputs included finalized lesson
content, assessments, a cohesive visual design system, and
functional prototypes. Community Engagement Studio sessions
generated actionable recommendations that were synthesized
into successive prototype iterations.
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Figure 4. Evolution of selected Electronic Problem-Solving Training (ePST) design elements from prototypes to final product with panels illustrating
iterative, prioritized changes driven by Community Advisory Board, Community Engagement Studios, and usability feedback (eg, badge redesign,
microlearning length, voiceover tone, navigation simplification).

Deliver Phase Results

Deliver Phase Participant Demographics
Participant demographics for the usability study are presented
in Table 4.
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Table . Usability study participant demographics (n=5) including individual-level characteristics of age, gender, race or ethnicity, education, employment,
years since injury, and baseline technology experience.

Technology ex-
perience

Time since in-
jury (years)

Employment sta-
tus

EducationRace or ethnicityGenderAge (years)Participanta

Capable user, no
eHealth experi-
ence

17Permanent dis-
ability

High schoolHispanicMale47Leo

Capable user,
occasional
eHealth use

11Stay-at-home
spouse

Some collegeWhiteFemale31Morgan

Experienced us-
er, frequent
eHealth use

20Permanent dis-
ability

Bachelor’s de-
gree

BlackFemale50Alexis

Experienced us-
er, occasional
eHealth use

14Permanent dis-
ability

Some collegeWhiteMale47Riley

Experienced us-
er, occasional
eHealth use

13Stay-at-home
parent

Some collegeWhiteFemale36Emma

aParticipant names are pseudonyms.

Performance Metrics
All participants (n=5) finished every module (95% CI
56.6%‐100%). Lessons were completed efficiently, with
participants spending about an average of 11.5 (SD 5.3; range

4.6‐21.4) minutes for 10 lesson completions. Knowledge
checks showed solid comprehension (8/10 items correct; 95%
CI 49%‐94%; n=5, 2 items each), meeting our objectives for
task efficiency and learning support. Performance metrics are
summarized in Table 5.

Table . Usability performance results and knowledge assessment, including task and efficiency measures (lesson completion time, tasks per lesson,
task completion rate) and knowledge-item accuracy derived from recorded usability sessions (n=5).

ResultMetric

Efficiency measures

11.47 (5.28)    Lesson completion time (minutes), mean (SD)

10.50    Completion time - Module 2 (minutes), mean

13.10    Completion time - Module 3 (minutes), mean

4.6‐21.42    Time (minutes), range

22.8    Tasks per user, mean

11.4    Tasks per lesson, mean

0.996    Task completion rate (tasks per minute), mean

Knowledge assessment

80    Overall accuracy (% correct)

60    Question 1 accuracy (% correct)

100    Question 2 accuracy (% correct)

CAUSLT Usability Assessment
Participants completed the CAUSLT, which evaluates 3
dimensions of usability in educational technology using a
5-point Likert scale (1=Strongly Disagree, 5=Strongly Agree).

Overall usability was high on the CAUSLT, with a mean score
of 4.25 out of 5 (SD 0.72; 95% CI 3.36‐5.15; n=5), supporting
our objective that the prototype be easy to use and learn. Results
are presented in Table 6 and illustrated in Figures 5-7 .
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Table . Usability scores by sociotechnical-pedagogical domain for technological, pedagogical, and sociocultural usability as measured using the
Comprehensive Assessment of Usability for Learning Technologies (CAUSLT).

Score, rangeScore, mean (SD)Usability dimension

3.50-5.004.06 (0.95)Technological usability

3.43-5.004.34 (0.77)Pedagogical usability

3.00-5.004.13 (0.87)Sociocultural usability

Figure 5. Technological usability responses collected during usability testing using the Comprehensive Assessment of Usability for Learning Technologies
(CAUSLT), showing domain and item-level means and SDs for the technological domain (navigation, performance, error tolerance).
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Figure 6. Pedagogical usability responses collected during usability testing using the Comprehensive Assessment of Usability for Learning Technologies
(CAUSLT), showing domain and item-level means and SDs for pedagogical measures (ease of learning, clarity, learning support, engagement).

Figure 7. Sociocultural usability responses collected during usability testing using the Comprehensive Assessment of Usability for Learning Technologies
(CAUSLT), showing domain means and SDs for sociocultural presence, accessibility, and relevance.

Pedagogical usability received the highest ratings (mean 4.34),
with participants particularly valuing the application’s look and
feel (mean 4.8) and core learning functions including
engagement, error recovery, and pace management (mean 4.6).
Of the participants, 100% (5/5) agreed or strongly agreed on
items related to learning engagement, pacing, and functional
adequacy, with only feedback-related items showing some

neutral responses (1/5, 20%). Technological usability scored
well overall (mean 4.06), with strongest ratings for ease of use,
task completion speed, and accessibility across different abilities.
We found 80% (4/5) agreement across most technological items,
though navigation and user control received slightly lower
ratings (3/5, 60% agreement), and content overwhelm was the
only item receiving any disagreement (1/5, 20%). Sociocultural
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usability (mean 4.13) showed more variability. Participants
were most confident about avoiding cultural prejudices (4/5,
80% agreement), while social interaction opportunities and
cross-demographic accessibility both received 60% (3/5)
agreement, with higher levels of neutrality (2/5, 40%), indicating
potential areas for enhancement.

Key Usability Findings
Qualitative analysis of think-aloud transcripts and observation
notes revealed both significant strengths and areas requiring

refinement in ePST’s usability. Content analysis identified
patterns across participants’ experiences that highlight the
application’s effectiveness at engaging users with TBI while
revealing specific technical and interface challenges that impact
user experience (Table 7). These findings provided actionable
insights for iterative design improvements, which were
incorporated between each usability testing session.

Table . Usability strengths and priority areas for improvement, summarizing positively rated features and recurrent problems identified from think-aloud
protocols, observer notes, Comprehensive Assessment of Usability for Learning Technologies (CAUSLT) responses, and Community Advisory Board
and Community Engagement Studio review.

DescriptionFinding

Usability strengths

Participants navigated the application easily and found interactive elements
engaging. One participant described the storyline object as “pretty cool,”
indicating positive reception of multimedia components.

    Intuitive interface design

Badge system and progress indicators were clearly understood and valued
by users. Representative quotes: “It looks like I’ve received one badge
1,2,3, and five more to go” and “It proves to me that I’ve done something.”

    Effective progress tracking

Varied voiceover tones, storytelling approach, and visual design elements
received positive feedback. Participants appreciated the narrative-based
learning style and accessibility features.

    Engaging multimedia elements

Adaptive feedback mechanisms enabled users to recover from errors in
knowledge checks without significant frustration, maintaining learning
continuity.

    Successful error recovery

Areas for improvement

Users experienced confusion with mobile interface controls and activity
progression. Representative quotes: “I see a button on the bottom right
that looks like a back arrow” and “Wait, where was 3.2?”

    Mobile navigation issues

Some participants misunderstood instructions or content elements. One
participant stated “Wait, this is not a question” when encountering a Sto-
ryline component.

    Content comprehension

Loading delays and playback issues disrupted user experience. Represen-
tative quotes: “Oh, it has to load all over again” and “I can’t see the whole
screen” (mobile display problems).

    Technical performance

Discussion

Principal Findings
We applied a CBPR and learning experience design–guided
formative design process to develop and evaluate ePST and
addressed 3 core questions about front-end needs,
sociotechnical-pedagogical usability, and how identified issues
were resolved through design refinements. Usability was high
across all domains, knowledge accuracy was 80% (an
encouraging result for formative testing suggesting acceptable
immediate comprehension), and mean time-on-task was 11.47
minutes per lesson while engaging in the think-aloud protocol.
Participatory activities produced concrete design changes (ie,
microlearning 5-12–minute lessons, badge refinements,
voiceover adjustments), helped identify partner-specific
priorities (ie, caregiver, clinician, lived experience perspectives),
and revealed TBI-specific requirements (ie, linear progression,
higher technical performance, explicit content signaling).

Taken together, these findings suggest that sustained community
engagement can yield measurable usability improvements and
actionable implementation guidance for TBI mHealth
interventions. These outcomes map directly to established digital
health usability constructs of effectiveness, efficiency, and
satisfaction (ISO 9241‐11) [121] and to mHealth-specific
evaluation guidance such as the validated mHealth App
Usability Questionnaire [122]. Our combined questionnaire
plus think-aloud pipeline also follows human factors and
usability engineering recommendations for medical and mHealth
systems (IEC 62366) [123,124] and recent mHealth usability
reviews [125,126].

Iterative Community Feedback Enhanced Technical
Usability
The Community Advisory Board structure (33 diverse
community partners) and structured Community Engagement
Studio sessions (n=10) enabled systematic integration of
community input across development phases. CAUSLT scores
averaged 87.3 out of 100, with pedagogical usability receiving
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the highest ratings. Participants completed lessons efficiently
and achieved 80% accuracy on knowledge assessments,
comparing favorably to cognitive rehabilitation intervention
outcomes reported in systematic reviews [127]. Empathy
interviews with TBI survivors revealed specific cognitive load
concerns that directly informed the microlearning approach
(5‐12–minute lessons) and progress tracking features.
Community Advisory Board feedback on early prototypes
resulted in modification of the badge system design and
influenced voiceover tone selection to reduce perceived
condescension. These modifications were fundamental design
decisions that addressed cognitive accessibility requirements
identified through community input [128]. Importantly, usability
issues identified through think-aloud protocols mapped directly
to areas where Community Advisory Board input had been
limited or where technical constraints overrode community
recommendations, suggesting that user involvement depth
correlates with usability outcomes [129].

Multistakeholder Representation Identified
Comprehensive Design Requirements
The Community Advisory Board’s composition systematically
identified design considerations that single partner approaches
typically overlook. Caregivers identified family involvement
features, while clinicians contributed evidence-based content
validation, and individuals with lived experience prioritized
autonomy and stigma reduction elements. This multiperspective
input directly shaped the sociocultural usability features that
scored highly in evaluation, particularly around cultural
responsiveness and inclusive design [130]. Unlike traditional
focus groups or surveys, the sustained Community Advisory
Board engagement spanning the entire development cycle
allowed for iterative refinement based on evolving understanding
of user needs. This depth of engagement appeared to contribute
to high pedagogical usability scores and enabled authentic
relationship-building rather than extractive consultation [72].

TBI-Specific Technology Design Requirements
Emerged
The usability evaluation revealed specific design requirements
for cognitive rehabilitation technology that extend beyond
general accessibility guidelines. Analysis of user interactions
demonstrated that traditional e-learning design principles require
significant adaptation for users with cognitive impairments,
consistent with cognitive load theory applications in special
populations [131]. The 21-minute range in task completion
times (range 4.6‐21.42 min) revealed that cognitive processing
variability in TBI populations requires deliberate architectural
choices rather than standard responsive design. Participants
performed optimally with linear content progression and
struggled with branching navigation structures, suggesting that
linear content progression may reduce cognitive demands
relative to complex navigation structures for users with
executive function deficits [127].

Navigation issues identified in think-aloud protocols were
predominantly mobile-specific, with participants reporting
confusion about interface cues (“I see a button on the bottom
right that looks like a back arrow”) and progression sequences.
Technical performance issues disproportionately disrupted

learning flow for participants with attention deficits, suggesting
that cognitive rehabilitation technology requires higher technical
performance standards than typical educational applications
[132]. Although participants appreciated multimedia elements
and voiceover variety, content comprehension issues arose when
instructional clarity was sacrificed for engagement, suggesting
that TBI rehabilitation technology might require explicit
signaling of content types and interaction expectations, with
clarity taking precedence over novel interface design [133].

Methodological Contributions
This study contributes methodological insights for implementing
CBPR in rehabilitation technology development. The integration
of Community Advisory Board and Community Engagement
Studio structures with learning experience design principles
demonstrates how participatory research can move beyond
consultation to systematic co-design. The sustained engagement
model (33 diverse partners across the entire development cycle)
provides a replicable framework for authentic community
involvement, providing an actionable alternative to extractive
research practices. The mapping of community input to specific
design modifications illustrates how participatory methods can
produce measurable technical improvements, not merely ethical
and accessibility compliance. Findings support the claim that
CBPR’s value extends beyond moral imperatives to offer
practical advantages in rehabilitation technology effectiveness.

The literature consistently supports that technology development
through iterative user-centered design is associated with higher
adherence and lower abandonment [134-139]. This more
frequent and consistent engagement leads to clinical benefits
[134,140]. Additionally, high usability facilitates scale-up and
sustainability [135]. Despite this, development of digital health
care technologies often fails to include patient, client, and
clinician voices through early and ongoing user-engagement
[134,141,142]. A recent scoping review [139] on reasons for
abandonment of behavioral and mental health mobile
interventions found 6 categories of reasons for abandonment,
3 of which could be directly addressed through user-centered
and participatory design: (1) poor user experience, (2) evolving
user needs and goals, and (3) content and features.

There is a growing body of literature specifically in
rehabilitation supporting that usability, acceptability, and
user-centered design contribute to implementation and
sustainability of remote, technology-support interventions
[28,143-146], but substantial work still needs to be done. A
systematic review of cognitive rehabilitation interventions for
older adults found that usability and user experience often
explained mixed effectiveness of these technology-based
interventions [147]. Though an even smaller body of research,
a few studies have examined user-centered design for assistive
technology and cognitive rehabilitation interventions for people
with TBI [28,143-146]. These papers, consistent with our own
findings, emphasized the importance of (1) tailoring the
technology to reduce cognitive load; (2) having high error
tolerance and easy error correction; (3) including multimodal
prompts; and (4) involving clinicians, care partners, and
survivors in technology design. Evidence in TBI is smaller and
more heterogeneous than in general digital mental health, but
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findings consistently point to usability as a facilitating factor
for adoption and benefit.

This study’s contribution is integrative rather than disciplinary.
We operationalized a full-cycle pipeline that combines
community-based participatory research with learning
experience design; mapped participatory inputs onto a
sociotechnical-pedagogical evaluation lens; and triangulated
think-aloud, task, and survey metrics to produce
community-informed design principles for TBI mHealth. Taken
together, this cross-disciplinary operationalization provides a
reproducible, pragmatic approach for formative mHealth
development in cognitive rehabilitation and offers concrete,
testable design guidance for teams working at the intersection
of participatory methods, instructional design, and digital health.

Limitations and Future Directions
Several limitations constrain the generalizability of our findings.
Usability testing used a small, purposive sample (n=5)
appropriate for formative evaluation but insufficient for
population-level inferences. Consequently, the effect estimates
(eg, CAUSLT mean, accuracy) had wide confidence intervals;
therefore, subgroup effects could not be assessed. Thus
CAUSLT mean, knowledge accuracy, and completion rates
should be viewed as exploratory. Our design mitigations were
purposive sampling for heterogeneity, triangulation across
qualitative and quantitative data streams, and sustained
Community Advisory Board engagement to improve ecological
validity. Nonetheless, future work should evaluate ePST in
larger, more diverse TBI samples to quantify variability across
injury characteristics, device types, demographic groups, and
contexts of use and to permit powered hypothesis testing and
subgroup analysis, which is the focus of our current feasibility
study. Further, some reported technical issues may reflect
device-specific limitations rather than design flaws, indicating
need for expanded cross-platform testing. In addition to this,
the TBI-specific design features reported here may not transfer
directly to other neurological populations, requiring investigation
of how CBPR-based approaches perform across different
rehabilitation contexts. Although initial usability testing revealed
strong satisfaction, sustainability of engagement remains
unknown, suggesting a need for longitudinal metrics capturing

retention, adherence, and health outcome durability. Future
research should focus on evaluating barriers and facilitators to
adoption and abandonment and how this engagement (or lack
thereof) affects scale-up and sustainability of health care
technologies using digital health frameworks such as the NASSS
(nonadoption, abandonment, scale-up, spread, and sustainability)
framework [135].

A direction for future research is how participatory practices
might influence long-term health outcomes and treatment
adherence beyond usability metrics. Integration of adaptive
technologies such as artificial intelligence–driven
personalization, voice-guided prompts, and real-time support
could represent promising directions for accommodating
cognitive variability in neurological populations. Additionally,
examining the scalability of intensive CBPR approaches across
diverse rehabilitation contexts (ie, stroke recovery, spinal cord
injury) could advance understanding of participatory design’s
broader applicability.

Conclusions
This study demonstrated that systematic application of CBPR
principles can produce both qualitative and quantitative
improvements in rehabilitation technology usability through
iterative community feedback, diverse stakeholder
representation, and sustained engagement processes. The
development of ePST illustrates how participatory methods can
address specific design requirements for cognitive accessibility
while maintaining high user satisfaction. The findings suggest
that cognitive rehabilitation technology can benefit from specific
design considerations including attention to cognitive load, clear
navigation patterns, and explicit content signaling to address
TBI-related challenges. This work provides further support for
CBPR as a practical methodology in rehabilitation technology
development, enhancing ethical research practices as well as
technical outcomes. Investigation of long-term engagement
sustainability and adaptive technology integration remains a
direction for future research with promise for advancing
understanding of how participatory approaches might contribute
to more equitable, personalized, and effective rehabilitation
interventions.
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and empathy-interview data to guide Electronic Problem-Solving Training (ePST) module design and accessibility decisions.
Each persona includes demographics (age, language, location), TBI characteristics and time-since-injury, goals, behaviors,
attitudes, motivations, barriers, facilitators, and concise “key attributes” used to prioritize features (eg, linear lesson flow, memory
supports, fatigue accommodations, family involvement).
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Abstract

Background: Obstructive sleep apnea (OSA) is a sleep disorder characterized by repeated breathing disruptions during sleep.
Remote patient monitoring (RPM) of OSA is important, yet contemporary methods are limited. Sensor-based digital health
technologies (sDHTs) promise a step advance in OSA RPM, but must provide meaningful, actionable, and usable outputs for
patients. While the centrality of considering patient views in sDHT development is widely acknowledged, patient perspectives
and priorities are rarely assessed.

Objective: This study aimed to identify patient-prioritized health aspects and preferences for digital measures and RPM to
enhance OSA care quality and patient experience, guided by the digital measures that matter framework.

Methods: We used a mixed methods design combining quantitative and qualitative approaches. Individuals with a formal OSA
diagnosis and persistent sleep problems (n=223) completed a survey in which they ranked items related to treatment burdens and
health priorities, and responded to open-ended questions about restoring previous quality-of-life elements and desired health
goals. To gain deeper qualitative insights, we conducted semistructured interviews with patients with OSA, patient advocates,
and health care professionals (n=11), focusing on follow-up care, attitudes toward sDHTs and RPM, and preferences for future
OSA-related sDHTs and metrics. Quantitative data were analyzed using bootstrap-aggregated Borda counts (broad support) and
Plackett-Luce modeling (intense prioritization), while qualitative data from surveys and interviews were analyzed thematically.

Results: Key meaningful aspects of health included the improvement of subjective sleep quality (top-ranked burden; health
goal for 46.5%, 93/200 of participants), an increase in daytime energy (quality-of-life aspect to restore for 35.6%, 72/202 and
health goal for 25.5%, 51/200 of participants), and physical activity (quality-of-life aspect to restore for 24.7%, 50/202 and health
goal for 16.5%, 33/200 of participants). Sleep characteristics and daytime energy were priority targets for digital measure
development. Smartwatches, sleep mats, and smart rings were preferred modalities for integration into RPM. Participants’priorities
for enhancing monitoring included (1) expanding metrics beyond the Apnea-Hypopnea Index (AHI; 36.6%, 52/142), (2) improving
measurement accuracy (20.4%, 29/142), and (3) ensuring outputs are meaningful, understandable (18.3%, 26/142), and actionable
(9.2%, 13/142). Patients also reported difficulty interpreting RPM data to determine if and when follow-up care is needed and
what type of care is appropriate.

J Med Internet Res 2026 | vol. 28 | e82460 | p.1390https://www.jmir.org/2026/1/e82460
(page number not for citation purposes)

Timmis et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:nina.haring@tno.nl
http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions: RPM solutions for OSA should expand beyond AHI, ensure accuracy and interpretability, and provide actionable
insights to support comprehensive patient-centric management.

(J Med Internet Res 2026;28:e82460)   doi:10.2196/82460

KEYWORDS

obstructive sleep apnea; digital biomarkers; remote patient monitoring; patient-centric care; wearable sensors; digital outcome
measures; patient-reported outcomes

Introduction

Obstructive sleep apnea (OSA) is a sleep-related breathing
disorder characterized by repeated episodes of partial or
complete blockage of the upper airway during sleep, leading to
oxygen desaturation events and reduced sleep quality [1].
Common symptoms include loud snoring, waking up gasping
for air or choking, and excessive daytime sleepiness. OSA is a
chronic condition, and approximately 14% of the global
population is affected [2]. Due to aging populations and
increasing rates of obesity, the prevalence of OSA is expected
to rise in the upcoming years. The chronic nature of OSA,
combined with its links to other health conditions and
multimorbidity, imposes a high burden on patients and
significantly strains health system resources [3,4].

The Apnea-Hypopnea Index (AHI) is the standard for classifying
OSA severity by counting the number of apneas (complete
pauses in breathing) and hypopneas (partial reductions in
breathing) per hour of sleep. While AHI is widely used, it has
limitations, such as not accounting for the duration and depth
of breathing interruptions, or their impact on oxygen levels and
sleep stages [5]. Consequently, AHI scores show poor
correlation with disease burden and treatment outcomes [6,7].
Moreover, AHI lacks meaning from the patient perspective, not
only because it fails to capture symptoms or daily functional
impairments, but also because many patients struggle to interpret
clinical measures and understand what pertinent changes in their
scores actually imply for their health [8].

The most common treatment options for OSA (in the
Netherlands) include continuous positive airway pressure
(CPAP) and mandibular advancement devices (MADs) [9].
CPAP is routinely supported by remote patient monitoring
(RPM) solutions. RPM refers to systems that allow health care
professionals to assess, monitor, and care for patients virtually,
often in extraclinical settings [10]. While CPAP RPM platforms
provide data on use, mask leaks, and AHI scores [11], they fail
to capture patient-centric outcomes, and often do not prevent
nonadherence [12]. In contrast, most MADs lack embedded
sensors, so adherence and treatment effectiveness are typically
assessed subjectively during follow-up visits [13].

Patient-reported outcome measures (PROMs) offer invaluable
insights into the subjective experiences of individuals with OSA,
especially regarding disease-related quality of life [14].
However, PROMs are limited by respondent burden and various
biases, such as nonresponse, fatigue, and recall bias [15,16].
Sensor-based digital health technologies (sDHTs) can be defined
as (often wearable) devices that use sensors (for instance,
accelerometers or photoplethysmography) to capture health

measures, such as symptoms and functional states, continuously
[17,18]. They have the potential to (partially) replace, or
complement, existing PROMs and thereby provide more
objective, real-time insights into patients’ health [19,20]. In the
context of OSA, sDHTs may be integrated directly into
treatment devices or used independently (eg, watches and sleep
mats). By passively and continuously capturing objective,
longitudinal data based on digital biomarkers, sDHTs also hold
potential to facilitate the prediction of treatment responses,
optimization of titration, and enhancement of adherence. This
supports the transition toward person-centered OSA care, which
empowers patients to manage their own condition [21].
Additionally, patient-centric digital end points are becoming
increasingly important for clinical research [22].

However, studies across a wide range of different settings have
shown that, for (new generations of) technologies to be properly
adopted, patients must consider them meaningful, actionable,
and usable [18,22-25]. Although the importance of considering
patient priorities in sDHT development is widely acknowledged,
the former are rarely assessed and integrated in new sDHTs
[26]. Efforts led by the Digital Medicine Society (DiMe) are
paving the way for the development of sDHTs that are truly
patient-centric [18,23]. According to DiMe’s digital measures
that matter framework, this process begins with the identification
of meaningful aspects of health—aspects of a condition that
patients wish to improve, arrest, or prevent—which then guide
the selection of measurable concepts that reflect patients’ lived
experiences and priorities [18]. Noteworthy is that the
perspectives of patients with OSA are rarely reported in
scientific literature, and we are not aware of literature published
on the priorities of patients with OSA for sDHTs. To contribute
toward addressing this knowledge gap, this study aimed to
identify meaningful aspects of health, patient and clinician
priorities, and preferences regarding sDHTs for OSA
management using a mixed methods design.

Methods

Study Design
This observational, exploratory study used a sequential mixed
methods design, integrating survey-based quantitative data with
qualitative data collected in semistructured interviews to gather
insights from individuals with OSA reporting persistent sleep
problems and health care professionals involved in OSA care.
Quantitative data were collected through a survey completed
by n=223 respondents (which is a sample size considered
sufficient in published studies with similar study aims, designs,
and settings) [27-29], between January and March 2024, while
qualitative insights were obtained from semistructured
interviews conducted in May-June 2024 with 6 patients, 2
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patient advocates, and 3 health care professionals (Table S1 in
Multimedia Appendix 1).

Survey
The survey targeted a broad population of individuals with
self-reported sleep problems; participants were included who
were aged 18 years and older and experiencing sleep problems
at least 3 times per week for a minimum of 3 consecutive
months. Moreover, we included in this analysis only those
respondents who reported receiving a formal OSA diagnosis
from a health care professional. Survey participants were
recruited via social media posts, flyers distributed in primary
and secondary sleep care settings (including physiotherapy
practices and sleep clinics), and a newsletter announcement by
the Dutch Apnea Association (ApneuVereniging). The survey
(originally developed in Dutch and translated into English for
this manuscript) consisted of 18 questions (multiple choice,
ranking, and open-ended) distributed through the online platform
Survalyzer (Multimedia Appendix 1). Respondents were only
able to participate after providing informed consent. The survey
included 3 themes. The first theme covered demographic and
background information, including medical history and sleep
disorder profile (questions 1-8). Questions 1 to 4 were adapted
from the “Netherlands working conditions” survey conducted
by the Netherlands Organization for Applied Scientific Research
(TNO) and Statistics Netherlands [30]. Questions 5 to 8 were
developed based on relevant literature and expert input from
sleep health care professionals. The second theme focused on
meaningful aspects of health (questions 9-12), with questions
developed using the digital measures that matter framework by
Manta et al [18], which provides patient-centered question
formulations to identify aspects of health most meaningful to
individuals. The third theme explored preferences and
experiences with sDHTs, adapted to the sleep field from a survey
exploring this theme in patients in the cardiovascular risk
management care pathway, using expert input and supporting
literature. The original survey is currently being prepared for
publication. In open-ended questions, participants were asked
to provide details on, for example, health goals or the aspects
that positively drove their quality of life (before their
development of OSA), which they would like to restore.
Participants had no word limit. While pretesting is a standard
step to ensure clarity and reliability, it was not feasible in this
instance due to time constraints. Face validity of the survey was
assessed by an internal panel of experts experienced in survey
design.

Survey Data Analysis
The data analysis for this study primarily involved descriptive
statistics, including the calculation of frequencies and
percentages to summarize the data and identify patterns and
trends within the dataset. Ranking items were analyzed using
both Borda counts and the Plackett-Luce model. Using both
methods allowed us to combine the accessibility of Borda counts
with the statistical rigor of Plackett-Luce and to assess
consistency across approaches. The Borda count is a point-based
voting method in which each item receives a score based on its
rank position, with scores aggregated across participants to
produce a consensus ranking [31]. We included Borda counts

because they provide a simple and easily interpretable
descriptive summary of rankings that has been widely used in
previous work. Within each question, we calculated mean scores
and 95% CIs. This method assumes complete rankings from all
participants. However, some ranking questions in our survey
elicited partial rankings, as participants were asked to rank only
their top 3 items from a larger set, potentially introducing bias.
To address this, the Plackett-Luce model was used as a
complementary approach, as it does not penalize unranked items
[32]. The Plackett-Luce model estimates the relative worth or
preference strength of each item based on observed rankings,
including partial ones. Each item is assigned a positive worth
parameter, which is interpreted comparatively: an item with a
higher worth than others is more likely to be systematically
preferred. Observations were treated as independent despite
potential within-subject correlation, as sparse data precluded
models accounting for this, and results should be interpreted
accordingly. All computations were performed in R (version
4.4.0; R Foundation for Statistical Computing) using the
PlackettLuce (version 0.4.3) and emmeans (version 1.11.1)
packages.

Open-ended survey responses were analyzed using thematic
analysis as outlined by Braun and Clarke [33]. Coding was
performed by one researcher and independently reviewed by a
second researcher to ensure consistency. Themes were
developed based on the frequency, emphasis, and contextual
richness of participant responses. In some cases, subdividing
themes into subthemes was necessary to provide a deeper
understanding of the data.

Interviews
We used purposive sampling to select adequate participants for
the interviews. The inclusion criteria were as follows: Dutch
patients who have been formally diagnosed with OSA and have
experience with (digital) RPM for OSA (current or discontinued
use; the latter, to elicit challenges for general use and
adherence); health care professionals with a specialization in
OSA and who have experience with (digital) RPM for OSA, to
elicit their perspective on clinical workflows and patient
interactions; and patient advocates for OSA, to elicit
perspectives on the pain points and needs of the broader
community of patients with OSA in the Netherlands. Our sample
included individuals from (1) patients with OSA from the survey
who provided email addresses for follow-up, (2) TNO’s network
from previous OSA collaborations, and (3) clinicians identified
through online searches for OSA expertise. The recruitment
email included detailed information on the study, including the
background of the research, its objectives, and the informed
consent form. If individuals agreed to participate, they were
able to choose between an in-person or online interview via
Microsoft Teams.

The interviews, which on average took about 60 minutes, were
conducted and recorded via Microsoft Teams by RY, who used
an interview guide that had been expert checked (by NLH and
JKT) and piloted a priori (Multimedia Appendix 1). The
interview guide was based on a conceptual framework closely
aligned with the technology acceptance model, which had been
adapted to systematically elicit the perceived usefulness and
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ease of use of, perceived needs for, and willingness to engage
with OSA RPM and pertinent communication and reporting
mechanisms in inter alia OSA follow-up care. The conceptual
framework was also used to create the initial deductive code
book.

Qualitative Data Analysis
The interviews were manually transcribed (verbatim) by RY.
To support analysis, the transcripts were imported into the
computer-assisted qualitative data analysis software (CAQDAS)
Atlas.TI (version 8.02; Scientific Software Development). The
transcripts were analyzed by RY based on the 6 steps of thematic
analysis using deductive and inductive (complementary) coding
approaches as outlined by Braun and Clarke [33]. To improve
the credibility of the analysis, 10% of the transcripts (in this
case, n=2 interviews) were independently coded by DS, see
acknowledgments. We determined intercoder reliability
(approximately 90%) by manually reviewing the codes created
and assigned by both coders for both interview transcripts. To
increase dependability, codes were carefully tabulated and
aggregated into themes based closely on the initial conceptual
framework, analyzed and discussed with NLH and JKT, and
finally reported by RY. RY also performed member checks
(providing a summary of the preliminary analysis of an interview
together with a couple of key quotes to the pertinent interviewer,
and asking for comment) with multiple interviewees to improve
confirmability. The code book and coding were reviewed by
another researcher. Finally, the process of selective coding
focused on selecting the most important and representative
codes to develop overarching themes that addressed the research
subquestions of this study [34]. Atlas.Ti was used for the coding
process. While the number of possible interviews was limited
by time and resource constraints, we, by tendency, reached data
saturation in interview 7. However, one further major concept
was revealed in interview 9. Interviews 10 and 11 revealed no
additional concepts. In consequence, data saturation can
therefore not be considered formally achieved. To enhance rigor,
we used member checks, peer debriefing, and strategies to
minimize social desirability and interview bias (eg, building
rapport). For the qualitative component of this study, we
carefully considered the 4 established quality criteria of
trustworthiness in qualitative research, namely credibility,
transferability, dependability, and confirmability, to enhance
the overall quality of the study [35].

Ethical Considerations
This study was reviewed in accordance with institutional and
national ethical standards for research involving human
participants. The research protocol was submitted to TNO’s
ethical review board, and ethical approval was obtained from
TNO’s ethical review board for both the survey (study
2023-103) and the interviews (study 2024-026). Informed
consent was obtained from participants before data collection.
Participants received no compensation for participation. Data
used in this study were anonymized, and no personally
identifiable information was retained. All data were stored on
secure, access-controlled servers in compliance with data
protection regulations. No identifiable images or personal
information of participants are included in this manuscript or

supplementary materials. Ethical approval was further granted
by TNO’s ethical review board for making data available in a
repository (study 2023-103).

Data Management and Availability
The datasets generated and analyzed during this study are
publicly available in the Harvard Dataverse repository under
the title “Replication Data for: Toward Patient-Centric Digital
Health Solutions for Obstructive Sleep Apnea Monitoring:
Perspectives from Dutch Patients and Healthcare Professionals
– a mixed-method study” [36]. The repository includes an
anonymized survey dataset (n=223) containing quantitative
responses on meaningful aspects of health, attitudes toward
remote patient monitoring, and digital health technology
preferences. To protect participant confidentiality, direct
identifiers have been removed, and free-text fields have been
redacted to avoid inadvertent disclosure of personal information.

Code Availability
The analysis code used to generate the quantitative results
reported in this study is publicly available in the same Harvard
Dataverse repository [36].

Reporting Guideline
This study adhered to the Mixed Methods Reporting in
Rehabilitation and Health Sciences guideline, and the completed
checklist is provided in Multimedia Appendix 2.

Results

The survey focused on the themes of meaningful aspects of
health, current use of and attitudes toward sDHTs or RPM, and
preferences for future OSA-specific sDHTs and RPM solutions.
To gain deeper qualitative insights, we also conducted
semistructured interviews with formally diagnosed patients with
OSA, patient advocates, and health care professionals. The
interviews covered the themes follow-up care, attitudes toward
sDHTs and RPM, and preferences for future OSA-related sDHTs
and metrics; Table S2 in Multimedia Appendix 1.

Demographic Information
A total of 404 individuals initiated the survey; after applying
eligibility criteria, the final analytic sample comprised 223
Dutch patients with a formal OSA diagnosis (Multimedia
Appendix 3). A total of 48.4% were female, and the mean age
was 65 (SD 9) years (Table 1). The majority of the sample
(133/223, 59.6%) was highly educated, and 67.3% (150/223)
of the participants worked for less than 1 day per week or not
at all. A total of 34.1% (76/223) were formally diagnosed with
at least one other sleep-related illness besides OSA. Also, other
comorbid conditions were reported by 71% (158/223), with
obesity and cardiovascular disease being the most prevalent.
All interview participants were Dutch and purposefully selected;
they had to be at least 18 years of age and have preexisting
experience with OSA RPM solutions (Table S1 in Multimedia
Appendix 1). We interviewed 6 Dutch individuals with a formal
OSA diagnosis, 2 patient advocates affiliated with the national
association for patients with OSA (ApneuVereniging), and 3
health care professionals experienced with managing OSA. This
purposive sample was designed to capture a range of
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perspectives from key stakeholder groups (patients, advocates, and clinicians; Table S2 in Multimedia Appendix 1).

Table 1. Respondent characteristics of surveyed cohort (n=223).

ValuesRespondent characteristics

67 (28-86)Age (years), median (range)

Sex, n (%)

48 (108)Male

52 (115)Female

Education, n (%)

6.7 (15)Secondary education

33.6 (75)Secondary vocational education

59.6 (133)Higher professional education and academic education

OSA care provider visited within the last year, n (%)

38 (84)General practitioner

50 (111)Medical specialist (outside sleep clinic)

6 (13)Company doctor

6 (13)Psychologist

4 (9)Sleep therapist

27 (59)Sleep clinic

3 (6)Other

30 (67)None

Sleep-related diagnoses, n (%)

100 (223)Obstructive sleep apnea

10 (22)Insomnia

12 (27)Hypersomnia

1 (2)Sleep rhythm disorder

4 (10)Parasomnia

15 (34)Sleep-related movement disorder

3 (6)Other

Other diagnoses, n (%)

33 (73)Obesity

37 (82)Cardiovascular disease

15 (34)Diabetes type 2

9 (20)Depression

18 (42)Other

29 (64)None

Meaningful Aspects of Health
Overall, we found that meaningful aspects of health for
individuals with OSA and persistent sleep problems encompass
both physical limitations and psychological burdens. Subjective
sleep quality, daytime energy levels, and physical activity
consistently emerged as key priorities—highlighted as important,
considerable burdens when impaired, and as goals for
improvement or resumption. In addition, psychological concerns
such as worrying about health impacts and difficulties
concentrating reflect the broader mental burden of OSA. We

present results from ranking exercises of prespecified health
aspects and, separately, thematic analyses of responses to
open-ended questions.

Burdens of Living With OSA (Ranking)
Worrying about OSA health impacts, sleep interruptions, and
problems concentrating were ranked highest (Figure 1, parts A
and B). Based on Borda counts, these items showed broad
support across the cohort, while Plackett-Luce modeling
revealed that certain concerns—such as falling asleep while
driving or problems concentrating – were intensely prioritized
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by subsets of respondents. Being too tired for hobbies or sport
was also considered an important burden (fourth place for both
methods).

General Health Priorities (Ranking)
While physical fitness attracted the strongest support overall,
it came in second regarding rank concentration (Figure 1, parts
C and D). This means that while physical fitness was considered
most important overall, the agreement on specific ranks selected
was less consistent than, for example, mental and emotional
well-being or chronic disease management. Subjective sleep

quality was ranked second overall, and first, based on rank
agreement (Figure 1, part D), so the reversed relationship was
observed when compared with physical fitness. Subjective sleep
quality refers to the experienced quality of sleep as perceived
by the individual, including aspects such as sleep fragmentation,
feelings of restorative sleep, and, more generally, what
respondents described as “good” sleep without providing a fixed
definition. Mental and emotional well-being, chronic disease
management, and diet came in third, fourth, and fifth,
respectively, for both analytical methods, respectively.

Figure 1. Meaningful aspects of health identified through survey questions. Parts A and B were derived from a 3-item ranking question from 9
prespecified items (n=221). Parts B and C were derived from a 2-item ranking question from 5 prespecified items (n=219). OSA: obstructive sleep
apnea.

Restoring Previous Quality of Life (Open-Ended)
A broad desire for higher daytime energy levels was expressed
by 35.5% (72/202) of respondents (Table 2). For example, one
participant reported that they missed “getting through a whole
day without constraints from extreme tiredness.” Another
explained: “I still do all things normally, only it [takes much
longer] because you are so terribly tired.” Various types of
physical activities were described by 24.8% (50/202) of

respondents as aspects that they missed from their quality of
life before disease onset, such as hiking, cycling, or exercise
more generally. Interestingly, “None” was the third most
common theme (17.8%, 36/202), reflecting respondents who
reported nothing from their previous quality of life they wished
to restore. Social activities (16.8%, 34/202), activities requiring
concentration, such as reading a book (15.8%, 32/202), and
restorative sleep (14.9%, 30/202) were also mentioned.
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Table 2. Aspects of their previous quality of life that respondents wished to restore (derived from open-ended questions; n=202).

Respondents, n (%)Items

72 (35.6)Having more energy

50 (24.8)Physical activity

36 (17.8)None

34 (16.8)Social life and leisure

32 (15.8)Concentration

30 (14.9)Subjective sleep quality

22 (10.9)Feeling more productive

16 (7.9)Daily activities

16 (7.9)Physical health

3 (1.5)Being intervention-free

Health Goals Relating to OSA Symptoms
(Open-Ended)
As shown in Table 3, “Subjective sleep quality” was the top
health goal for our sample (46.5%, 93/200). For example, one
participant explained that their goal was: “no more lying awake
after going to the toilet at night.” The themes weight loss and
daytime energy levels both came in second (25.2%, 51/200).

Participants explained their desire to feel less tired and more
energetic throughout the day. The third most frequently
mentioned aspect was physical activity (16.3%, 33/200).
Additionally, 14.4% (29/200) of participants wish to improve
“health aspects related to physical health,” including, for
example, addressing night sweats, palpitations, or restless leg
syndrome.

Table 3. Health goals related to obstructive sleep apnea symptoms derived from open-ended questions (n=200).

Respondents, n (%)Items

93 (46.5)Subjective sleep quality

51 (25.2)Daytime energy levels

51 (25.2)Weight loss

33 (16.3)Physical activity

29 (14.4)Physical symptoms

22 (10.9)Improved treatment

16 (7.9)Concentration

13 (6.4)Mental health

8 (4)Social life and leisure

5 (2.4)Other

3 (1.5)None

OSA Follow-Up Care in the Netherlands
Based on the survey data, half of the participants reported
contact with medical specialists, and 38% with general
practitioners, respectively. A total of 30% (67/223) indicated
that they had no physical follow-up health care visits. 26.4%
(59/223) indicated that they had visited sleep centers during the
past year (Table 1). Notably, several respondents who selected
the option “other” explained that they had not attended physical
follow-up visits but were, instead, relying on remote monitoring
by their CPAP devices or self-monitoring of their condition.
For example, one participant explained:

No. I haven’t seen a specialist since I got the [CPAP
device]. According to the pulmonologist, everything
was under control, and there was no need to return.

According to some interviewees, follow-up care is
straightforward but limited, as exemplified here by the following
comment:

[I was] diagnosed [with] sleep apnea [and]
provided...with the CPAP mask. A year later, I had
a follow-up appointment...to ensure my mask fit well
and that everything was in order. After that, I received
no follow-up care anymore. [Participant B8; patient
with OSA who is also a general practitioner]

B3 (patient with OSA) highlighted that they were not even sure
what type of care they should be receiving: “I received no
follow-up care. I don’t even know what follow-up care you
should get.” Participant B11 (a patient advocate) explained that
this was likely due to resource constraints:
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Clinics don’t have the capacity to provide follow-up
care for all these patients. There are long waiting
lists, and those waiting for OSA diagnosis are
prioritized, meaning that those who should receive
follow-up care need to wait. [Participant B11; patient
advocate]

By the same token, the two interviewed somnologists
highlighted that, on the one hand, patients have a role in taking
charge if issues occur, and, on the other, follow-up care can
indeed vary greatly based on patients’ needs and the severity
of their OSA. Participant B7 (a somnologist) explained,
“Doctors expect that patients will initiate contact if there’s a
problem....Effective communication and reporting in follow-up
care...also requires patients to allocate time.” Participant B9
(pulmonologist/somnologist) provided a top-level view of her
patient-centered approach to follow-up care:

I do an initial evaluation after 6-8 weeks
post-diagnosis, then plan further check-ups based on
the patient’s condition and needs. If a patient is doing
well, I schedule a follow-up after a year..... If there
are any issues, I see them sooner, using RPM data
from their CPAP device to guide decisions.
[Participant B9]

Nevertheless, participant B5 (a patient with OSA) explained,
other hurdles might exist in achieving good continuity of care:
“I called my supplier, who said that they had sent a report of
my monitored data to the hospital, but the hospital claimed they
that hadn’t received any report from my supplier.”

sDHTs Used and Attitudes Toward RPM
Based on the survey data, 86% (182/212) of participants agreed
that sDHTs could contribute toward improving management of
their OSA. Table 4 shows that, in our sample, the most
frequently used device for self-monitoring was CPAP (87.1%,
155/178), followed by weight scales (47.8%, 85/178), blood
pressure monitors (46.6%, 83/178), and smart watches (35.4%,
63/178 for heart rate measurements and 19.7%, 35/178 for sleep

tracking). Sleeping mats were used least frequently (n=1). Figure
2, parts A and B, shows that, when asked to rank different form
factors according to their preference, smart watches were ranked
first, both in terms of overall frequency and subgroup
concentration. The least preferred technology was clothing with
integrated sensors. Notably, only a single participant reported
using a sleep mat, yet when participants were asked to rank their
preferred technologies, sleeping mats were ranked among the
top three. While the majority of participants (67%, 119/178)
agreed that both they themselves, as well as their care providers,
should have access to data collected with sDHTs, 28% (49/178)
thought their care providers should have access only under
certain conditions—merely 4% (7/178) indicated that they
should be the only party with access to their data.

Also, the majority of our interviewees held positive views
toward the usability of RPM technologies for supporting OSA
management. Participant B6 (a patient with OSA), for example,
was particularly enthusiastic: “RPM tools [are] a great addition
because of the shortage of health care professionals now, so I
think it’s fantastic that we’re focusing on that.” By the same
token, some patients with OSA had concerns regarding the
dependability of the RPM ecosystem and the actionability of
information contained therein. For example, a patient with OSA
stated:

I appreciate RPM, but it’s only effective if I receive
feedback from the RPM technology supplier or
hospital. Ideally, it should alert you promptly if issues
like stopped breathing arise, which can ensure
constant surveillance and timely intervention.
[Participant B3; patient with OSA]

Moreover, there exists an unmet need regarding the
interpretation of data: A patient with OSA explained:

I do see my sleep apnea values, for example, an AHI
score of 11.3, [but] is that good? What does this score
mean for my health, and how can I improve it? I’m
missing this information, and I think many do.
[Participant B4; patient with OSA]

Table 4. Currently used technologies to monitor health are derived from multiple-choice questions (n=178).

Respondents, n (%)Items

155 (87.1)CPAPa

85 (47.8)Weight scale

83 (46.6)Blood pressure monitor

63 (35.4)Smartwatch (heart rate)

46 (25.8)Pulse oximeter

35 (19.7)Smartwatch (sleep)

21 (11.8)Health app

16 (9)Glucose monitor

5 (2.8)Other

1 (0.6)Sleep mat

aCPAP: continuous positive airway pressure. Images of devices are shown in Multimedia Appendix 1.
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Figure 2. Form factor preferences. Parts A and B were derived from the full ranking of 7 prespecified items (n=109).

This was somewhat echoed, albeit in more general terms, by
the somnologist (Participant B7), who was of the view that
current RPM solutions have not yet reached the degree of
maturity required for effective OSA remote management:

Follow-up care cannot be provided as effectively
through digital health technologies like RPM
compared to clinical care. As a doctor, you need to
see, touch, and smell a patient to provide optimal
care. You miss the human aspect of care when
everything is digitized and managed through
technologies that provide RPM. [Participant B7]

Nevertheless, our data indicate that some patients are actively
engaged with their RPM data. Participant B2 (a patient with
OSA) explained:

I read my reported data from the screen of my device.
Then I have the DreamMapper app [patient-facing
app showing CPAP data]. I take out the SD card of
my [CPAP] device and plug it into my computer, on
which I have installed the Oscar program. This
program gives me a comprehensive report on my
monitored sleep apnea. Oscar is usually a very good
program, but the hospitals don’t want to use it
because it’s not validated. [Participant B2]

This quote quite vividly illustrates that, while solutions exist
that can be meaningful for patients with OSA who want to dive
deeper into their data and better understand their disease, these
might be located outside of traditional clinical care pathways
(and therefore lack clinical oversight and supervision).

Improving Digital Measures for the Future of OSA
RPM
Participants were asked to rank which three digital measures
would help them gain more insight into their OSA. Sleep

characteristics ranked highest overall. However, broad support
in the Borda count analysis and rank agreement in the
Plackett-Luce model for both sleep characteristics and daytime
energy levels (second rank) indicate that these are the top targets
for future digital measures (Figure 3, parts A and B). Physical
activity was the only other item that came in at the identical
rank (8) for both methods of analysis. When asked how current
OSA measurement practices could be improved, the most
frequently given answer related to suggestions for additional
measurements (mentioned by 52/142, 36.6% of respondents;
Table 5). Specifically, the majority of survey participants were
interested in OSA vitals beyond AHI, such as heart rate–derived
and saturation-based measures. Obtaining insights into sleep
characteristics, such as sleep stages, was also mentioned by
several survey participants. Other suggestions included improved
accuracy and reliability of measurements, and a more
comprehensible presentation of monitoring data. For example,
one survey participant highlighted the need for more clarity in
analysis reports, such as presentation in layman’s terms, whereas
another patient expressed the desire for more monitoring and
guidance from OSA professionals and home care providers.
Also, the more general value of digital measures for OSA
monitoring was underscored. For example, one survey
participant indicated that they would like to add monitoring
options to their MAD-based treatment:

Many people have MADs but have no proof – except
through complaints (snoring) or feeling fit –
[indicating] whether it helps..... It would be great
if...[a wearable or smart watch], or other technology
could do that [track and report]
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Figure 3. Health aspects participants would like to understand better. Parts A and B were derived from a 3-item ranking of 9 prespecified items (n=213).
OSA: obstructive sleep apnea.

Table 5. Suggestions for improving obstructive sleep apnea remote patient monitoring. Thematically analyzed responses to an open-ended question.
Obstructive sleep apnea management advice includes lifestyle advice and contact with a health care provider (n=142).

Respondents, n (%)Items

Additional measurements

52 (36.6)All

21 (40.4)OSAa severity measuresb

16 (30.8)Sleep characteristics

11 (21.2)Metabolic health

4 (7.7)Unspecified

32 (22.5)None

29 (20.4)Accuracy and reliability

26 (18.3)More comprehensible presentation

13 (9.2)OSA management advice

5 (3.5)Product design

6 (4.2)Other

aOSA: obstructive sleep apnea.
bOSA severity measures: heart rate–derived measures, breathing, saturation.

The interview data provided additional detail on a range of
potential improvements for future OSA management. The
majority of patients with OSA preferred noninvasive sDHTs
and emphasized the need for a stronger product design focus
on less disruptive and more convenient devices for daily use,
and better integration with daily attire. A patient with OSA
explained:

I already use a [smart watch]...for my heart
monitoring, but it would be nice if future RPM
technologies are non-invasive, like an App or a small
device beside the bed. Large or intrusive devices are
uncomfortable for light sleepers like me. [Participant
B6; patient with OSA]

Participant B4 (a patient with OSA) also mentioned the, inter
alia, visual product design of wearable RPM technology: “A

smartwatch-like device that tracks my heart rate and oxygen
saturation would be ideal, as long as it’s non-invasive and looks
good.” Regarding specific measures, participant B4 (a patient
with OSA) said: “I would like to measure my oxygen saturation
during the night. This could be an improvement regarding RPM
metrics for OSA.”

Discussion

Principal Findings
This mixed methods study, guided by DiMe’s digital measures
that matter framework, aimed to, first, identify meaningful
aspects of health and care needs of individuals with OSA, and,
second, inform the improvement of existing, and the
development of new, pertinent digital measures and RPM
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solutions. Based on our two Dutch cohorts (patients, their
representatives, and specialized health care professionals), our
principal findings are that, first, improving subjective sleep
quality, increasing physical activity, and increasing daytime
energy levels are key meaningful aspects. Second, sleep
characteristics (particularly sleep fragmentation), daytime energy
(especially fatigue and excessive daytime sleepiness), and
nighttime oxygen saturation are priority targets for digital
measure development. Third, smartwatches, sleep mats, and
smart rings are strongly preferred as modalities for sDHTs that
can be integrated into future RPM solutions. Fourth, current
digital monitoring practices should be enhanced by focusing on
expanding metrics beyond AHI, improving measurement
accuracy, and ensuring that digital measures are meaningful,
understandable, and actionable for end users. Finally, patients
lack the ability to determine from RPM output whether they
need to seek follow-up care and, if so, what type of care is
appropriate.

Comparison With Previous Work
Our principal findings highlight that improving subjective sleep
quality, increasing physical activity, and enhancing daytime
energy levels are key meaningful aspects of health for patients
with OSA. Each can (potentially) be assessed using
sDHT-derived metrics, though these technologies vary widely
in maturity and clinical readiness.

Sleep was a consistently prioritized health aspect, essential to
daily functioning and overall well-being. Participants expressed
skepticism about the accuracy and clinical utility of sleep data
from personal devices, echoing World Sleep Society
recommendations that, while sDHTs hold potential for
monitoring sleep patterns, their proprietary algorithms often
lack validation in sleep disorders [37]. Recent studies in OSA
populations show promising results for tracking metrics like
total sleep time and sleep efficiency, with some devices showing
moderate-to-strong agreement with polysomnography; however,
broader validation is still needed to ensure accuracy and clinical
relevance [38-42].

Physical activity emerged as another key health aspect, with
participants identifying it as a health priority and an area they
wished to improve. Physical activity is both a meaningful health
goal and a key factor in OSA management, as increasing activity
can help reduce OSA severity while effective treatment may,
in turn, support higher activity levels. Structured exercise
interventions can reduce AHI, improve oxygenation, and
alleviate daytime sleepiness [43-45]. However, evidence for
physical activity levels as an outcome of CPAP therapy is mixed,
with studies reporting, despite improved symptoms, modest or
no changes in physical activity levels [46-48]. sDHTs could
help monitor physical activity as a potential biomarker of
functional gains and support behavior change in OSA care.

Daytime energy levels emerged as a top-rated health aspect,
with participants identifying it as a key priority, an important
health goal, and the most valued quality-of-life factor to restore.
This reflects both excessive daytime sleepiness and fatigue,
which present heterogeneously across patients and persist in
some even after optimal therapy [49-51]. While these symptoms
are typically assessed using PROMs, such as the Epworth

Sleepiness Scale and Fatigue Severity Scale, their use is limited
by respondent burden, recall bias, and low temporal resolution
[51]. sDHTs offer a promising, noninvasive alternative for
continuous monitoring of these symptoms. Metrics, such as
heart rate variability and physical activity, are actively being
explored, yet validated digital measures for routine monitoring
are lacking—making this a clear priority for innovation [51,52].

Implications for Practice and Policy

For Developers of sDHTs and RPM Solutions
Developing new digital measures and RPM solutions is complex
and resource-intensive, often requiring significant time before
their impact reaches clinical practice. In the short term, the rapid
rise of consumer wearables creates an opportunity to validate
and optimize digital measures—such as sleep and physical
activity—for specific populations like people with OSA. This
should be prioritized as a practical step toward innovation.
Beyond creating new measures, improving existing RPM tools
is equally urgent. Enhancing reporting platforms with clear
explanations, contextualized feedback, and actionable
suggestions could better support patients in managing their
condition. Interfaces that let users toggle between simplified
and detailed views would help accommodate diverse preferences
and levels of health literacy.

For Policymakers and Payers
On a broader scale, policymakers and payers should consider
setting standards to ensure RPM systems deliver accurate,
patient-centric, harmonized, and actionable data presentations.
A key requirement is that digital measures embedded in RPM
solutions are validated for accuracy, reliability, usability, and
clinical relevance in target populations, such as patients with
OSA [22,23]. Establishing such validation criteria will help
ensure that these tools provide meaningful insights and support
clinical decision-making. These standards could also guide
reimbursement decisions and accelerate the adoption of RPM
solutions that empower patients, improve treatment outcomes,
and reduce health care burden.

For Clinical Practice
Our findings underscore several opportunities to strengthen
clinical care. First, follow-up care for patients with OSA is often
limited and fragmented, highlighting the need for better
alignment between home care providers and clinicians and a
clearer definition of follow-up pathways. Telemedicine offers
a promising, cost-effective avenue to facilitate structured and
timely follow-up. Second, patients frequently report difficulties
in interpreting RPM data; clinicians and home care providers
should therefore provide guidance to ensure patients understand
the outputs from their CPAP. Finally, as patients increasingly
adopt self-monitoring solutions outside formal care pathways,
clinicians should be supported in evaluating the reliability of
these tools and integrating relevant patient-generated data into
care when appropriate.

Limitations and Strengths
Our study has several limitations. First, the sample was skewed
toward more highly educated individuals and included a higher
proportion of women, likely reflecting the greater prevalence
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of comorbid insomnia in female patients with OSA [53-55].
Second, the survey was not pretested, which might impact its
validity. Third, the number of participating health care
professionals was limited to 3 (1 somnologist, 1
somnologist/pulmonologist, and 1 general practitioner), which
means their perspectives may not fully capture the diversity of
clinical views and could reflect individual experiences.
However, several of their insights were echoed by patients,
supporting their relevance to the themes identified. Furthermore,
the surveyed cohort focused on individuals with OSA who report
persistent sleep problems despite treatment. While this subgroup
may not fully represent the broader OSA population, it
highlights a group with substantial unmet needs and provides
valuable insights into priorities for digital health innovations
and RPM solutions. Another strength is that our patient-centric
approach aligns with value-based health care principles and was
guided by the digital measures that matter framework to identify
outcomes that matter most to individuals with OSA. The
combination of quantitative survey data and qualitative

interviews, including input from patient representatives, ensured
the perspectives captured reflect a broad OSA population.

Conclusion
Rather than relying solely on clinical end points such as AHI,
our findings suggest that outcomes such as physical activity,
restorative sleep, and daily functioning are central to patients’
lived experiences—and are therefore critical targets for sDHTs
and RPM metric innovation. Developing and validating new
digital measures that capture these experiences will require time,
interdisciplinary collaboration, and ongoing involvement of
patients to ensure relevance and usability. In the meantime,
existing RPM systems can be strengthened by improving
transparency, accessibility, and contextual interpretation of
currently collected data, making these platforms more
meaningful and actionable for patients. The broad patient
priorities identified in this study can serve as an excellent
starting point for defining patient-centric digital measures,
allowing for comprehensive disease management.
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Abstract

Background: Stress resilience is a dynamic process shaped by the interaction between demands and adaptive resources. Existing
measures assess stress and resilience as separate constructs, limiting their use in digital health and workplace interventions. An
integrated measure capturing both domains is needed.

Objective: We developed and validated the WONE Index, a multidimensional stress resilience tool designed to measure both
current stress load and adaptive resources among full-time working adults.

Methods: We developed the 32-item WONE Index through literature review, expert consultation, and iterative refinement to
assess stress load and resilience resources across behavioral, cognitive, and social domains. Phase 1 (N=1005; United States– or
United Kingdom–based full-time employees) evaluated the initial item pool using exploratory and confirmatory factor analyses
to establish the preliminary factor structure and assess reliability and validity. Phase 2 (N=306; United States–based adults)
expanded underperforming domains, refined items, and tested incremental validity, test-retest reliability, and measurement
invariance. Data were collected online through CloudResearch (Connect) and Prolific (Prolific Academic Ltd) using secure survey
platforms.

Results: Phase 1 supported a 2-domain structure: a Stress Load factor (Work Stress, Personal Stress, and Burnout) and a
Resilience Resources factor (Emotion Regulation and Coping, Social Connectedness, and Sleep). Model fit indices were excellent
(comparative fit index, CFI=0.95; Tucker-Lewis index, TLI=0.94; and root mean square error of approximation, RMSEA=0.05).
Phase 2 replicated and extended this structure, expanding Resilience Resources into 7 domains (adding Purpose and Prosociality,
Physical Activity, Dietary Intake, and Perseverative Thinking). Confirmatory factor analyses supported a 2-domain structure,
comprising a higher-order Stress Load factor with 3 subdomains (Work Stress, Personal Stress, and Burnout) and a higher-order
Resilience Resources factor with 7 subdomains (Emotion Regulation and Coping, Social Connectedness, Purpose and Prosociality,
Sleep, Physical Activity, Dietary Intake, and Perseverative Thinking). The Stress Load model demonstrated excellent fit (χ²33=64.18;
P=.01; CFI=0.99; TLI=0.98; RMSEA=0.06; and standardized root mean square residual=0.05), and the Resilience Resources
model also fit well (χ²443=745.20, P<.001; CFI=0.94; TLI=0.94; RMSEA=0.05; and standardized root mean square residual=0.06).
All subscales showed strong internal consistency (composite reliability: mean 0.84, SD 0.10; range 0.74‐0.93) and excellent
test-retest reliability over 3 weeks (intraclass correlation coefficients 0.77‐0.90, 95% CI 0.87-0.93). The index showed strong
convergent validity (r=0.73 with Connor-Davidson Resilience Scale and r=–0.66 with Perceived Stress Scale-4) and explained
additional variance beyond established measures in predicting depression, anxiety, and well-being (ΔR²=0.07‐0.11; P<.001).

Conclusions: The WONE Index provides a psychometrically robust tool for assessing stress resilience capacity in working
adults. Its integrated structure captures dynamic relationships between stress exposure and resilience resources, thereby supporting
personalized intervention delivery in digital health platforms and organizational well-being programs.

(J Med Internet Res 2026;28:e81714)   doi:10.2196/81714
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psychological stress; occupational stress; psychological resilience; occupational health; psychometrics; factor analysis; measurement
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Introduction

Background
Stress exposure is a pervasive challenge affecting individuals
across work, personal, and societal domains, with
well-documented impacts on psychological functioning, physical
health, and quality of life [1,2]. While stress is common,
individuals vary dramatically in their capacity to maintain
well-being and adapt effectively under adversity—a quality
captured by the concept of stress resilience [3-5]. As digital
platforms increasingly seek to deliver personalized mental health
support at scale, the ability to comprehensively assess individual
resilience capacity has become critical [6,7]. However, existing
resilience measures face fundamental limitations: they typically
assess stress and resilience as separate constructs, provide
insufficient detail to guide personalized interventions, and fail
to capture the temporal dynamics through which resilience
operates [8]. Addressing these measurement gaps is essential
for advancing both resilience science and the development of
effective digital mental health interventions across diverse
contexts.

Resilience as a Dynamic, Multifaceted Process
We define stress resilience as the dynamic capacity to effectively
respond to, recover from, and adapt in the face of adversity
while maintaining psychological well-being and functional
capacity [9-11]. Rather than reducing resilience to a fixed trait
or the simple absence of pathology, this view conceptualizes it
as an active and multifaceted process [9]. This process emerges
from the interaction between current stress exposure and
available protective resources or vulnerabilities, spanning
cognitive, behavioral, social, affective, and physiological
domains [4,5].

Job Demands-Resources Framework
This conceptualization aligns with the well-established job
demands-resources (JD-R) model, which posits that
psychological well-being results from the balance between
demands that require sustained effort and resources that help
manage those demands [12,13]. While originally developed for
occupational contexts, this framework has been successfully
extended to general stress and resilience processes,
demonstrating that the demands-resources balance operates
across life domains [14].

When demands exceed available resources, individuals
experience strain and potential burnout. When resources are
sufficient to meet demands, individuals can maintain well-being
and even experience growth. This framework recognizes that
resilience capacity is fundamentally determined by 2 interrelated
but distinct domains: Stress Load (current psychological
demands that require sustained effort) and Adaptive Resilience
Resources (capacities that buffer demands and facilitate
recovery).

Resilience Resources encompass the behavioral, cognitive,
affective, and social capacities that enable adaptive responding
to demands and facilitate recovery from adversity. These include
emotion regulation skills, social support networks, physical
health behaviors, cognitive flexibility, and meaning-making

abilities. These resources function as protective factors against
stress-related impairment [11]. Critically, many of these
resources are modifiable through intervention, making them
valuable targets for resilience-building efforts.

Having established the resource component of the JD-R
framework, we now turn to the demands side of this balance,
focusing on perceived stress. The JD-R framework aligns closely
with the transactional model of stress [15-17], which emphasizes
that the subjective appraisal of situational demands, rather than
their objective frequency or intensity, is a strong determinant
of psychological outcomes. We thus emphasize perceived stress
rather than only objective stressors because individual appraisals
of situational demands are more predictive of well-being and
adaptation than event counts [16,17]. Within this perspective,
cognitive appraisal serves as a regulatory mechanism that shapes
whether a demand functions as a challenge that mobilizes
engagement or as a hindrance that accelerates depletion.

The assessment of perceived stress presents both opportunities
and challenges for resilience measurement. Perceived stress
captures the subjectively experienced burden that directly
impacts psychological functioning, making it more predictive
of mental health outcomes than objective stressor inventories
[18]. However, stress perceptions are themselves influenced by
available resilience resources—individuals with stronger
emotion regulation skills, social support, or coping strategies
may appraise the same objective situation as less threatening
[16,17]. This creates a dynamic relationship where resilience
resources both protect against stress impact and influence stress
perceptions themselves. Rather than viewing this complex
relationship as a hindrance to accurate measurement, our
framework recognizes this interdependence as fundamental to
understanding stress resilience capacity.

Bringing these elements together, the demands-resources
framework explains how stress resilience emerges from the
interaction between these domains. High current demands
deplete available psychological resources and can overwhelm
coping capacity. On the other hand, strong resilience resources
buffer against demand-related impact and facilitate faster
recovery [14,19]. This dynamic interaction means that resilience
capacity cannot be accurately assessed by measuring either
demands or resources alone; comprehensive evaluation requires
understanding both current demands (stress load) and available
adaptive capacities (resilience resources).

However, a critical limitation remains in the classic JD-R model:
it does not specify the temporal dynamics of these
processes—the timescales over which demands erode resources
or resources recover. This limitation is consequential for
measurement. Because resilience represents an evolving balance
rather than a fixed trait, capturing resilience capacity requires
understanding both someone’s current demands and resources
as well as how that balance changes over time. An individual
experiencing high demands with adequate resources today may
show progressive depletion over subsequent weeks, while
another may maintain equilibrium or recover capacity despite
similar initial states.
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The Need for New Measurement
The dynamic, interconnected nature of stress resilience processes
creates significant measurement challenges. Traditional
approaches that assess stress and resilience as separate, static
constructs fail to capture the fundamental demands-resources
interactions that determine resilience capacity [9]. This
measurement gap is particularly problematic in digital mental
health contexts. Assessment tools must simultaneously provide
accurate evaluation of current psychological states and generate
actionable insights for personalized intervention delivery.

Current measures have 3 critical limitations that prevent them
from capturing these complex dynamics. First and most
fundamentally, they fail to simultaneously assess both current
perceived stress demands and available protective resources
within the same framework. Traditional approaches measure
either stress or resilience in isolation, missing the critical
interplay between demands and adaptive capacities that
determines whether individuals can maintain equilibrium,
experience depletion, or build capacity. This separation makes
it difficult to understand how an individual’s current
psychological burden relates to their available coping capacities,
limiting the ability to identify whether intervention should focus
on stress reduction, resource building, or both.

Second, among measures that assess resilience, most are either
too general or too narrow to guide personalized intervention.
General measures, such as the Connor-Davidson Resilience
Scale (CD-RISC [20]), effectively assess overall resilience
characteristics but do not provide the detailed mapping of
specific modifiable capacities—such as emotion regulation
skills, social support quality, sleep patterns, or physical activity
levels—that practitioners and digital platforms need to develop
targeted intervention plans. Conversely, aspect-specific
measures, such as the Brief Resilience Scale (BRS [21]), assess
particular processes, such as stress recovery, effectively but do
not capture the full range of behavioral, cognitive, and social
factors that contribute to overall resilience capacity.

Third, existing measures do not adequately capture the temporal
dynamics of resilience processes. As established earlier,
resilience represents an evolving balance rather than a fixed
trait, yet current measures typically provide only
single-time-point snapshots rather than enabling tracking of
how the balance between demands and resources changes over
time.

Digital mental health platforms require assessment tools that
address all 3 limitations by bridging the gap between
comprehensive scientific measurement and practical intervention
guidance. Such measures must simultaneously assess both stress
and resources within a unified framework, provide sufficient
detail to guide personalized interventions across multiple
modifiable domains, and enable tracking of resilience
trajectories over time through repeated administration. Critically,
these tools must also be optimized for digital delivery
contexts—brief enough for repeated mobile administration
without user burden, structured to enable automated scoring
and feedback, and designed to inform real-time algorithmic
personalization of intervention content. The need for
theoretically grounded measures meeting these criteria has

become increasingly urgent as digital platforms seek to provide
effective, scalable mental health interventions that address the
dynamic nature of stress resilience capacity.

To address these measurement and intervention challenges, we
developed the Walking on Earth (WONE; Walking on Earth,
Ltd) Index as the assessment foundation for WONE, a digital
stress resilience platform. Unlike traditional assessment tools
developed for paper-and-pencil or clinical interview
administration, the index was specifically designed for digital
delivery via the WONE platform using mobile-optimized item
presentation, response formats suited to digital interfaces, and
brevity enabling repeated monthly assessment without user
fatigue.

Two-Phase Validation Strategy
The validation of the WONE Index used a systematic 2-phase
approach designed to address the complexity of developing a
theoretically grounded yet multidimensional measure. This
strategy allowed empirical findings from Phase 1 to inform the
refinement of Phase 2.

Phase 1 served as an exploratory foundation study with four
primary aims: (1) establishing the initial factor structure through
traditional psychometric approaches, (2) identifying items and
domains with adequate psychometric properties, (3) assessing
convergent and criterion validity with established measures,
and (4) revealing measurement challenges requiring refinement
to inform Phase 2.

Phase 2 functioned as a confirmatory refinement phase with
four key objectives: (1) implementing refined measurement
models based on Phase 1 findings, (2) addressing identified
measurement limitations through expanded item development,
(3) establishing comprehensive psychometric properties,
including temporal stability, and (4) demonstrating incremental
validity beyond existing gold-standard measures.

Methods

Methods (Phase 1)

Participants
Participants (N=1005; 502 in the United States, and 503 in the
United Kingdom) were recruited through CloudResearch (US
sample) and Prolific (UK sample) using nonprobability quota
sampling. Inclusion criteria included being aged 18‐65 years
and working full-time (because the WONE user base targets
adults working full-time), living in the United States or the
United Kingdom (as the WONE platform currently operates
primarily with companies based in these regions), and being
fluent in English. We set quotas for gender within the
CloudResearch and Prolific platforms to ensure adequate
representation, such that neither men nor women are considered
less than 45% of the study sample. Power analyses are provided
in the “Data Analysis” section. Participants were balanced by
gender (51% women in the United States and 48% in the United
Kingdom), predominantly White (71% in the United States and
70% in the United Kingdom), with a mean age of 37.2 (SD 9.6)
years in the United States and 36 (SD 10.4) years in the United
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Kingdom. Complete demographic characteristics for Phase 1
are provided in Table S1 in Multimedia Appendix 1 [22-24].

Procedures
All study procedures were conducted remotely using Qualtrics
(Qualtrics, LLC) survey software. Participants accessed the
survey through secure links distributed via CloudResearch (US
sample) and Prolific (UK sample). After providing informed
consent, participants completed the WONE Index and validation
measures in a single sitting (approximately 20‐30 minutes).
The survey was compatible with desktop and mobile devices.
Built-in attention checks were included to ensure data quality.
Participants who were unable to complete the survey in 1
session, except those who reported technical difficulties, or who
did not pass at least 75% of attention checks, were disqualified.
Participants were compensated for their time with US $6.25 or
£4.50 for the US and UK samples, respectively.

Initial Item Development
The WONE Index item pool was developed through a targeted
literature review and iterative expert consultation. We focused
the literature review on identifying core constructs empirically
linked to stress adaptation and resilience, drawing from
theoretical and measurement work in stress appraisal, coping,
self-regulation, social support, health behaviors, and well-being.
We synthesized findings to determine the primary domains of
adaptive capacity most consistently associated with mental
health and performance outcomes.

Four health psychologists with expertise in stress and resilience
then identified the constructs to be represented across both stress
load and resilience resource domains, drawing on existing
measures of perceived stress, burnout, resilience, coping, and
health behaviors. In addition, we created new items to address
domains not captured in previous tools, particularly those
relevant to digital health and workplace contexts.

Through several collaborative meetings, the experts reviewed
empirical evidence, debated conceptual boundaries, and
progressively refined a broad initial pool into a smaller set of
candidate items. Two specialists in digital health survey design
then reviewed these items to evaluate clarity, readability, and
redundancy for digital administration, after which additional
consolidation produced the final 32-item instrument
encompassing both current stress experiences and resilience
resources.

Rather than imposing a fixed structure, the item pool was
intentionally designed to allow empirical testing of whether
stress load- and resource-related elements would remain distinct,
overlap, or converge into higher-order domains. This
theoretically grounded yet empirically flexible approach reflects
our view of resilience as a dynamic, multidimensional construct
rather than a static trait.

Current Stress Experiences

We tested 10 items to assess current stress load and burnout.
For current stress, we assessed the following constructs:
perceived stress, anxiety, and overwhelm at work and perceived
stress, anxiety, and overwhelm at home/in one’s personal life.
Our approach to stress measurement for perceived work and

personal stress acknowledges that individuals conceptualize
and express psychological strain differently in real-world
contexts [25,26]. Rather than relying on a single “stress”
indicator, we assessed 3 related but distinct constructs—stress,
anxiety, and overwhelm—within both work and personal life
domains.

Research demonstrates that individuals vary considerably in
how they conceptualize and articulate psychological distress,
with significant cultural and individual differences in whether
experiences are described as “stress,” “anxiety,” “overwhelm,”
or other terms [25,27]. Although academic literature often treats
these as separate constructs, everyday users may not make such
distinctions when describing their experiences [28]. Cultural,
educational, and personal factors fundamentally influence how
psychological experiences are articulated and understood
[29,30].

For example, some individuals may more readily identify with
feeling “overwhelmed” by their responsibilities, while others
may describe similar experiences as “stress” or “anxiety.” By
capturing all 3 dimensions, the WONE Index ensures a
comprehensive assessment regardless of how someone naturally
conceptualizes their distress, while also reflecting the
interconnected nature of these stress-related experiences in daily
life [31]. This inclusive measurement strategy maximizes the
tool’s utility across diverse user populations and contexts.

We also included 4 indicators of burnout, which assessed
cynicism, disengagement, reduced productivity, and mental
exhaustion related to work, reflecting the core dimensions of
occupational burnout as conceptualized in the Maslach Burnout
Inventory framework [32,33]. These burnout indicators capture
chronic workplace stress that differs qualitatively from acute
stress experiences.

Resilience Resources

Resilience resources represent the psychological, social, and
behavioral capacities that enable individuals to adapt to stress,
recover from strain, and maintain well-being. This domain
reflects the resources side of the WONE Index framework,
balancing the stress-load indicators as described in the “Current
Stress Experiences” section above.

Altogether, we tested 22 items to measure resilience resources.
Nine emotion regulation and coping items consisted of emotion
regulation, perceived ability to cope, tendency to bounce back
after a stressor, adaptability, stress-related growth mindset,
effective coping techniques, perspective-taking ability,
frequency of positive affect, and perceived life meaning and
purpose. Three self-efficacy and perceived control items
assessed: self-efficacy beliefs, perceived control, and the sense
that things were going smoothly. Two social support items
assessed: trusted support availability and support satisfaction.
Four sleep and energy items assessed: sleep quality, duration,
latency, disturbances, and overall energy levels. Two dietary
intake items included alcohol consumption and nutritious diet
quality. Finally, 2 physical activity items assessed moderate
and vigorous physical activity and sedentary time.
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Response Formats
Items used varying response formats optimized for each domain,
all on 1‐5 point scales with domain-appropriate anchors, where
higher numbers indicate better resilience. For example, response
options included frequency scales (eg, “Never” to “Always”),
agreement scales (eg, “Strongly Disagree” to “Strongly Agree”),
and intensity scales (eg, “Not at all” to “Extremely”), selected
based on item content and established measurement practices
for each construct.

The WONE Index is organized into sections that pair
construct-specific introductory instructions with
domain-appropriate response formats. For example,
stress-related items begin with “In the past month, how often
have you felt…,” burnout items use agreement anchors, and
health behavior items use categorical duration or quality scales.
These variations are intentional, aligning response structure
with the theoretical nature of each construct to ensure
interpretability across diverse domains of stress and resilience.
All items used a standardized 1-month timeframe (eg, “Over
the past month...” or “In an average week over the past
month…”) to ensure consistency, capture relatively stable
patterns, and remain sensitive to change.

External Validation Measures
Validated external scales were administered to assess criterion
validity across stress, resilience, and mental health domains.
These measures were used in both studies 1 and 2.

Stress Assessment
Perceived stress was assessed using the Perceived Stress Scale-4
(PSS-4 [18]), a brief version of one of the most widely used
instruments for measuring stress perception [34]. The PSS-4
has demonstrated acceptable internal consistency (α=.60-.82
[34]) and good test-retest reliability over 4 weeks (r=0.73 [35]).
It also shows strong convergent validity with measures of
distress and discriminant validity from indicators of well-being
[18]. The PSS-4 was selected for its brevity and suitability for
rapid data collection while maintaining adequate psychometric
robustness.

Resilience Assessment
Two established measures were used to assess resilience. The
10-item CD-RISC-10 [36] measures the ability to cope with
adversity and demonstrates excellent internal consistency
(α=.85-.92) as well as good convergent and discriminant validity
across populations [36]. Although test-retest reliability was not
re-examined for the 10-item version, the original 25-item
CD-RISC shows strong temporal stability (r=0.87 [20]).

The 6-item BRS [21] measures the ability to recover or “bounce
back” from stress and demonstrates high internal consistency
(α=.80-.91), 1-month test-retest reliability (r=0.69), and robust
convergent and discriminant validity with measures of affect,
optimism, and neuroticism [21].

Mental Health and Well-being Outcomes
Depressive symptoms were measured using the Patient-Reported
Outcomes Measurement Information System Short Form-8a
(PROMIS-SF-8a [37]), which demonstrates excellent internal

consistency (α>.90) and robust convergent validity with legacy
measures such as the Patient Health Questionnaire-9 (PHQ-9)
and Center for Epidemiologic Studies Depression (CES-D) [38]
scales. Although test-retest data are not yet available for the
fixed 8-item form, the PROMIS Depression computerized
adaptive test shows high temporal stability (intraclass correlation
coefficient [ICC]=0.86 [39]).

Anxiety was assessed with the Generalized Anxiety Disorder-7
(GAD-7 [40]), which has high internal consistency (α=.89-.92),
good test-retest reliability (r=.83), and robust convergent and
discriminant validity relative to other anxiety and depression
scales [41].

Well-being was measured with the World Health Organization-5
Well-Being Index (WHO-5 [42]), which shows good internal
consistency (α=.80-.90) and strong 5-day test-retest reliability
(ICC=0.87 [43]), as well as robust convergent validity with
measures of life satisfaction and positive affect [42].

Data Analysis

Statistical Software
Statistical analyses were conducted using IBM SPSS Statistics
(version 29.0). Confirmatory factor analyses were performed
using IBM SPSS AMOS (version 22.0).

Data Quality, Screening, and Analytic Assumptions
Participants’data were excluded from analyses if their responses
to qualitative screening questions were nonsensical or irrelevant
to the questions asked, as these were indicators of either
automated responses or insufficient English fluency for valid
participation. All survey items were required responses, resulting
in no missing data for the final analytic sample.

Descriptive statistics and normality assessments were conducted
for all key variables. Skewness and kurtosis values were all
within the acceptable range of ±1.0, indicating reasonably
symmetric distributions without problematic tail behavior. While
Shapiro-Wilk tests indicated significant departures from
normality for all variables (all Ps<.001), this is expected given
the large sample sizes, as these tests become overly sensitive
to minor deviations with substantial samples [44]. Visual
inspection of histograms and Q-Q plots confirmed that
distributions were approximately normal with no severe
violations.

Outlier analysis using boxplot methods identified a small
number of extreme cases across variables (1‐11 outliers per
variable, representing approximately 1%‐4% of cases). These
outliers were retained as they represented valid responses within
the expected range of the constructs and did not appear to result
from data entry errors. Given the acceptable skewness and
kurtosis values, robust nature of maximum likelihood estimation,
and large sample sizes, the data were deemed appropriate for
the planned factor analyses and correlational analyses.

Analytic Procedures

Exploratory Factor Analysis

Exploratory factor analysis (EFA) was conducted using principal
axis factoring with Promax rotation to identify the underlying
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factor structure. Factor retention was determined using multiple
criteria: (1) eigenvalues >1.0 (Kaiser criterion), (2) scree plot
inspection, (3) theoretical interpretability, and (4) total variance
explained. The Kaiser-Meyer-Olkin (KMO) measure of
sampling adequacy and Bartlett test of sphericity were used to
assess data appropriateness for factor analysis. We
systematically evaluated items and retained them based on the
following criteria: primary factor loadings ≥0.40, cross-loadings
<0.30, difference between primary and secondary loadings
≥0.15, communalities ≥0.30, and theoretical coherence with
factor interpretation.

Confirmatory Factor Analysis

We conducted a higher-order confirmatory factor analysis (CFA)
using maximum likelihood estimation with robust SEs
(Huber-White). The higher-order factors in the model consisted
of latent factors related to (1) current stress experiences and (2)
resilience resources. We evaluated model fit using multiple
indices: χ²/df ratio (<5.0 acceptable and <3.0 good), comparative
fit index (CFI ≥0.90 acceptable and ≥0.95 good), Tucker-Lewis
index (TLI ≥0.90 acceptable and ≥0.95 good), root mean square
error of approximation (RMSEA ≤0.08 acceptable and ≤0.06
good) and standardized root mean square residual (SRMR ≤0.08
acceptable and ≤0.06 good).

Reliability Assessment (Phase 1)

We assessed reliability using composite reliability (CR)
estimates, which are more appropriate than Cronbach alpha for
factor-based models, particularly in structural equation modeling
frameworks [45]. CR was calculated using standardized factor
loadings: CR=(Σλ )²/[(Σλ )² + Σ(1-λ ²)] [46]. Reliability ≥0.70
was considered acceptable for subscales and ≥0.90 for total
scales.

Validity Testing (Phase 1)

Convergent validity was assessed through multiple approaches:
(1) within the CFA by examining factor loading magnitudes
(≥0.60 preferred and ≥0.40 minimum), statistical significance,
and average variance extracted (AVE ≥0.50); and (2) through
Pearson correlations with theoretically related established
measures administered concurrently.

Discriminant validity was evaluated through multiple methods:
(1) examining the CFA factor structure for cross-loadings and
modification indices (MIs) suggesting misspecification, (2)
computing the heterotrait-monotrait (HTMT) ratio with
conservative (0.85) and liberal (0.90) thresholds, and (3)
evaluating correlation patterns demonstrating stronger
relationships between similar constructs than dissimilar
constructs.

Concurrent validity was assessed using Pearson correlations
with established measures administered simultaneously,
specifically examining relationships between WONE Index
scales and corresponding validated measures of the same
constructs (eg, WONE Resilience Index with CD-RISC and
BRS).

Criterion-related validity was evaluated by examining
correlations between WONE Index scales and important mental

health and well-being outcomes, including depression, anxiety,
and psychological well-being.

Power Analysis

We conducted comprehensive a priori power analyses to
determine the appropriateness of our targeted sample size of
1000 for the planned statistical tests, including factor analysis,
reliability testing, validity assessment, and measurement
invariance testing. We used a 2-tailed significance level of α=.05
for all analyses. Detailed power analyses are provided in
Multimedia Appendix 1.

Methods (Phase 2)

Participants and Procedure
We used the same nonprobability quota sampling recruitment
strategy as Phase 1, except that we focused on US participants
and recruited through CloudResearch. Participants were asked
to complete surveys at 2 time points spaced 3 weeks apart.
Participants were compensated US $5 at Time 1 and US $4 at
Time 2; payment at Time 2 was slightly lower due to fewer
items (eg, demographics). The analyses presented here focus
on Time 1 data (N=306) for all EFAs and CFAs, with Time 2
used to assess test-retest reliability. Power analyses are provided
within the “Data Analysis” section.

Theoretical Framework
Phase 2 was designed to refine and confirm the factor structure
of the WONE Index based on the findings from Phase 1.

Phase 1 demonstrated that stress-related items formed a
coherent, well-fitting factor structure, while several resilience
domains—particularly health behaviors—required additional
development. The strong validity evidence for the core stress
and resilience skills components provided a solid foundation
for expansion, while the challenges with nutrition, physical
activity, and other behavioral domains indicated the need for
larger item pools and more comprehensive domain coverage.

Phase 2 addresses these findings through several key design
features. First, we substantially expanded the item pools for
domains that showed promise but required development,
particularly health behavior and social connection domains.
Second, we adopted a domain-specific analytical approach,
rather than the hierarchical approach used in Phase 1, allowing
for comprehensive factor identification within each theoretical
area while reducing model complexity. Third, we maintained
the successful stress measurement structure from Phase 1 while
expanding the resilience assessment to capture the full breadth
of protective factors identified in resilience literature.

Domain Structure, Changes, and Measurement Strategy
Based on the findings and item performance from Phase 1, we
adopted a staged, domain-specific approach that reflects both
empirical patterns and theoretical considerations. The item pool
was divided into 2 conceptually distinct domains for
psychometric modeling and was analyzed within their respective
models.
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Resilience Resources Domain

Included items assessing behavioral and psychological capacities
expected to support stress resilience. These spanned Emotion
Regulation and Coping, Social Connectedness, Prosocial Values,
Sleep, Physical Activity, and Dietary Intake. This
comprehensive approach allowed for detailed examination of
each resilience pathway while maintaining theoretical coherence
across domains.

Stress Domain

We included the previously tested items under the Stress
domain, reflecting stress experiences in one’s work and personal
life, with strategic modifications based on Phase 1 findings and
contemporary contextual factors. In addition, recognizing the
chronic stress that has characterized daily life since the
COVID-19 pandemic [47], including polarizing societal and
political experiences that have become the norm within the past
decade [48], global conflicts, and economic uncertainty, we
added 1 item specifically assessing stress, anxiety, and
overwhelm due to current societal, political, and economic
issues. This addition acknowledges that contemporary stress
experiences extend beyond traditional work and personal life
domains to include broader societal stressors [49] that have
become increasingly prominent in recent years.

Measurement Strategy
Items were scored such that higher scores indicate greater stress
or resilience resources when assessed separately, and the
stress-load items were reverse-coded when assessed together
so that higher overall scores reflected greater resilience. We
analyzed both stress and resilience within their own respective
models to reduce model complexity while still maintaining
theoretical relevance. This staged approach is supported by
previous psychometric validation practices, especially in
multidimensional well-being assessments [50], and it allows
for comprehensive development of each theoretical domain
while maintaining the overarching framework that proved
successful in Phase 1.

The domain-specific approach also identifies optimal factor
structures for each area without the constraints imposed by
simultaneous analysis of all domains. This approach is
particularly important for health behavior domains that showed
measurement challenges in Phase 1, allowing for detailed
examination of their factor structure and item performance.

The WONE Index was developed and is copyrighted by Walking
on Earth, Inc. The full administration materials, including
detailed instructions and response options, are proprietary and
therefore not publicly available. However, the measure may be
available for use upon reasonable request to WONE via the
website.

External Validation Measures
The same validated external scales from Phase 1 were
administered in Phase 2 to assess validity, with 2 additional
measures included.

Depressive Symptoms
In addition to the PROMIS-SF-8a [37], which was used in Phase
1, we also administered the PHQ-8 [51], a modified version of
the PHQ-9 that omits the ninth item on thoughts of death or
self-harm. The PHQ-8 demonstrates high internal consistency
(α=.82-.89 [51,52]) and strong short-term test-retest reliability
(r=0.89 [52]). It also demonstrates diagnostic performance
comparable to the PHQ-9, with nearly identical sensitivity,
specificity, and overall accuracy [52,53]. We included this
measure to enable comparison with the digital health literature
that frequently uses PHQ-based instruments and to triangulate
depression assessment using complementary approaches. While
the PROMIS-SF-8a provides an abstract, mood-focused
assessment with reduced somatic bias, the PHQ-8 offers a
behaviorally anchored assessment directly mapping onto DSM
(Diagnostic and Statistical Manual of Mental Disorders) criteria
[51,54]. Together, the 2 instruments strengthen construct
validation by capturing depressive symptoms from 2 distinct
measurement approaches.

Personality Assessment
To assess discriminant validity, we included the brief Big Five
Inventory (BFI-10 [55]). This short-form instrument measures
extraversion, agreeableness, conscientiousness, neuroticism,
and openness to experience, using 2 items per domain. The
BFI-10 demonstrates acceptable internal consistency across
traits (α=.65-.82), strong test-retest reliability (r=0.72-0.84),
and high convergent validity with the full 44-item BFI
(r=0.91-0.96 [55]).

Data Quality, Screening, and Analytic Assumptions
Participants’data were excluded from analyses if their responses
to qualitative screening questions were nonsensical or irrelevant
to the questions asked, as these were indicators of either
automated responses or insufficient English fluency for valid
participation. All survey items were required responses, resulting
in no missing data for the final analytic samples (N=1005 for
Phase 1 and N=306 for Phase 2).

Descriptive statistics and normality assessments were conducted
for all key variables in both studies. Skewness and kurtosis
values were all within the acceptable range of ±1.0 across both
samples, indicating reasonably symmetric distributions without
problematic tail behavior. Shapiro-Wilk tests indicated
significant departures from normality for all variables in Phase
1 (all P<.001), which is expected given the large sample size.
In Phase 2, normality tests were significant for external
validation measures but not significant for the full WONE Index
or Stress Subscale, with the Resilience Subscale showing
marginal significance (P=.05). These patterns reflect the
expected sensitivity of normality tests to sample size, with larger
samples detecting minor deviations that are not practically
meaningful [44]. Visual inspection of histograms and Q-Q plots
confirmed that distributions were approximately normal with
no severe violations.

Outlier analysis using boxplot methods identified minimal
extreme cases: Phase 1 showed 1‐11 outliers per variable
(representing 1%‐4% of cases), while Phase 2 showed
substantially fewer outliers (0‐1 outliers per variable,
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representing <1% of cases). These outliers were retained as they
represented valid responses within the expected range of the
constructs and did not appear to result from data entry errors.
Given the acceptable skewness and kurtosis values, the robust
nature of maximum likelihood estimation, and adequate sample
sizes, the data were deemed appropriate for the planned factor
analyses and correlational analyses.

Analytic Procedures

EFA
We used a staged EFA approach to identify the underlying factor
structure within each domain. Principal axis factoring with
Promax (oblique) rotation was used to accommodate the
anticipated correlations between factors within each domain.
For each EFA, sampling adequacy was assessed via the KMO
statistic and Bartlett test of sphericity. Factor retention decisions
were guided by eigenvalues >1.0, scree plot inspection, and
theoretical coherence.

Items were retained if they met the following criteria: (1)
primary loading ≥0.30, (2) minimal cross-loadings, and (3)
thematic and theoretical fit with the emerging factor.

CFA
Following EFA, we specified and tested confirmatory factor
models for each domain using maximum likelihood estimation
with robust SEs. This domain-specific modeling strategy was
selected to preserve theoretical clarity, allow for comprehensive
factor development within each area, and build on the empirical
structure observed in Phase 1, where resilience-related indicators
and stress indicators showed distinct loading patterns.

Current Stress Model

Items loaded onto 3 first-order latent factors identified in Phase
1: Work Stress, Personal Stress, and Burnout. This model
replicates the successful stress structure from Phase 1 while
incorporating any additional stress-related items developed for
Phase 2.

Resilience Resources Model

Items loaded onto 7 first-order latent factors representing
expanded domains: Emotion Regulation and Coping, Social
Connectedness, Purpose and Prosociality, Sleep, Physical
Activity, Dietary Intake, and Perseverative Cognition. This
expanded structure addresses the measurement challenges
identified in Phase 1 by providing comprehensive coverage of
resilience domains with sufficient items for stable factor
identification.

The separate modeling approach allows for optimal factor
structure identification within each domain while maintaining
the theoretical framework established in Phase 1. Following
successful domain-specific CFAs, the models can be integrated
to test the overarching 2-factor higher-order structure (Stress
and Resilience Resources) that demonstrated excellent validity
in Phase 1. Model fit was evaluated using standard indices: CFI
≥0.90, RMSEA ≤0.08, and SRMR ≤0.08, consistent with
conventional guidelines [56,57]. Model modifications were
considered only when theoretically justifiable and indicated by
MIs ≥10. When MIs suggested potential improvements, we

prioritized residual covariances and factor-to-error covariances
over cross-loadings to maintain interpretable factor structures
while acknowledging theoretically expected relationships among
constructs.

Reliability Assessment (Phase 2)
Reliability assessment was performed using the same method
as described above for phase 1.

Validity Testing (Phase 2)
Convergent validity, concurrent validity, and criterion-related
validity was assessed through multiple approaches, as described
above for phase 1.

Test-Retest Reliability
A subset of participants completed the WONE Index at a second
time point approximately 3 weeks after their initial assessment
to evaluate temporal stability. Test-retest reliability was assessed
using ICC with a 2-way mixed-effects model for consistency
of agreement. Single-measure ICCs (ICC[2,1]) were calculated
for the full WONE Index, Stress Subscale, and Resilience
Subscale. ICC values were interpreted using established
guidelines: <0.50=poor, 0.50‐0.75=moderate,
0.75‐0.90=good, and >0.90=excellent reliability [58].

Incremental Validity
Incremental validity was assessed through hierarchical multiple
regression analyses to determine whether the WONE Index
provides a meaningful prediction of mental health outcomes
beyond established measures. Models tested incremental validity
beyond: (1) the Perceived Stress Scale, (2) the CD-RISC, (3)
the BRS, and (4) combined established measures. Mental health
outcomes included depressive symptoms, anxiety symptoms,
and well-being. Incremental validity was demonstrated by
statistically significant R² change (ΔR²) when the WONE Index
was added to models.

Measurement Invariance Testing
We assessed measurement invariance of the Current Stress
model using multigroup CFA, following the standard stepwise
approach: configural, metric, scalar, and strict invariance. Each
step imposed increasingly restrictive equality constraints across
groups. Model fit was evaluated using commonly accepted
thresholds for change in fit indices (ΔCFI ≤0.01, ΔRMSEA
≤0.015, and ΔSRMR ≤0.03 for metric invariance and ≤0.01 for
scalar and strict invariance [59]). Fit was considered adequate
when CFI and TLI were ≥0.95, RMSEA ≤0.06, and SRMR
≤0.08.

Power Analysis
We conducted comprehensive a priori power analyses to
determine the appropriateness of our targeted sample size of
300 for the planned statistical tests. We used a 2-tailed
significance level of α=.05 for all analyses. Detailed power
analyses are provided in Multimedia Appendix 1.
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Weighting Methodology

Hybrid Weighting Strategy Development
The WONE Index used a novel hybrid weighting approach that
systematically integrates empirical prediction with theoretical
importance and practical actionability. This methodology
addresses a critical limitation in traditional psychometric
approaches, in which purely data-driven weighting may
undervalue theoretically important but empirically complex
constructs, particularly in intervention-focused applications.

Empirical Weight Derivation
Empirical weights were derived through multiple regression
analyses using each validation measure as a dependent variable
and the 10 WONE factor scores as predictors. Standardized beta
coefficients were extracted from regression models predicting
6 priority outcomes: CD-RISC-10, BRS, PSS-4, PHQ-8, GAD-7,
and WHO-5.

Final empirical weights were calculated using a weighted
average of standardized beta coefficients, with priority weights
assigned based on theoretical importance: CD-RISC (25%),
BRS (22%), PSS-4 (18%), PHQ-8 (15%), GAD-7 (12%), and
WHO-5 (8%). For measures where higher scores indicate poorer
outcomes (PSS-4, PHQ-8, and GAD-7), beta coefficients were
reverse-scored to ensure all factors contributed positively to
overall resilience scoring.

Theoretical Weight Framework
Theoretical weights were developed through a literature review
[11,60-62] and author consensus, guided by the WONE Index’s
core conceptual model emphasizing resilience capacity through
perceived stress (resource depletion) and modifiable
protective/risk factors (resource building/depletion). Theoretical
weights were assigned based on three primary criteria: (1)
strength of empirical evidence linking the construct to stress
resilience outcomes, (2) theoretical importance within
established resilience frameworks, and (3) behavioral
actionability for intervention purposes.

Hybrid Integration and Final Weights
The final hybrid weights were calculated using a 50/50
integration formula: Final Weight = (Theoretical Weight×0.5)
+ (Empirical Weight×0.5). This approach preserves empirical
predictive validity while ensuring meaningful representation of
theoretically important and behaviorally actionable constructs.
A minimum weight floor of 5% was applied to ensure all
constructs maintain sufficient influence for generating actionable
user recommendations in digital health application contexts.
Constructs falling below this threshold after hybrid calculation
were elevated to 5%, with proportional reductions applied to
higher-weighted constructs to maintain a total weight sum of
100%.

Ethical Considerations
This investigation was conducted in accordance with the
Declaration of Helsinki and was determined to be exempt from
Institutional Review Board (IRB) review after meeting ethical
standards as evaluated by the Western Clinical Group IRB under
45 CFR § 46.104(d)(2) on November 27, 2024 (IRB ID

20244893). All participants provided informed consent before
participation. Surveys were completed using SurveyMonkey
(SurveyMonkey Inc), a GDPR-compliant platform with data
encryption in transit and at rest, password-protected access
controls, and secure data storage. Phase 1 participation was fully
anonymous; no personally identifiable information was
collected, and responses were recorded without linkage to any
identifiers. In Phase 2, participant tracking across survey waves
was managed through CloudResearch’s “Waves” feature, which
assigns a randomly generated 32-character hexadecimal string
as an identifier. This procedure enabled longitudinal matching
of responses while preventing access to identifying information.
Researchers did not have access to participants’ identities, and
because surveys were administered in SurveyMonkey
independently of CloudResearch, neither platform possessed
both identity and response data. All data were stored on
encrypted servers and analyzed in deidentified form.

Results

Phase 1: Results

Sample Demographics
Phase 1 included 1005 adults from the United States and the
United Kingdom. Both samples were balanced by gender and
predominantly White (refer to Table S1 in Multimedia Appendix
1).

Reliability of External Validation Measures

Stress Assessment

The PSS-4 demonstrated acceptable to good internal
consistency, with reliability improving from Phase 1 (Cronbach
α=0.79, 95% CI 0.77‐0.81; McDonald ω=0.84) to Phase 2
(Cronbach α=0.85, 95% CI 0.82‐0.88; McDonald ω=0.88).
These reliability coefficients exceeded conventional thresholds
for research use, supporting the measure’s suitability for
criterion validity analyses.

Resilience Assessment

Both resilience measures exhibited excellent internal consistency
across studies. The CD-RISC-10 maintained consistent
reliability (Phase 1: Cronbach α=0.91, 95% CI 0.90‐0.92;
McDonald ω=0.92 and Phase 2: Cronbach α=0.91, 95% CI
0.90‐0.93; McDonald ω=0.93), while the BRS improved from
Phase 1 (Cronbach α=0.88, 95% CI 0.87‐0.90; McDonald
ω=0.92) to Phase 2 (Cronbach α=0.92, 95% CI 0.91‐0.94;
McDonald ω=0.94). The convergence between reliability indices
confirms robust psychometric performance and establishes a
strong foundation for resilience-related criterion validity.

Mental Health and Well-Being Outcomes

All mental health measures demonstrated exceptional reliability
with coefficients consistently exceeding 0.90. The PROMIS
Depression Short Form-8a achieved the highest consistency
(Phase 1: Cronbach α=0.95, 95% CI 0.95‐0.96; McDonald
ω=0.97 and Phase 2: Cronbach α=0.96, 95% CI 0.95‐0.97;
McDonald ω=0.97), followed by the Generalized Anxiety
Disorder-7 (Phase 1: Cronbach α=0.92, 95% CI 0.91‐0.93;
McDonald ω=0.94 and Phase 2: Cronbach α=0.93, 95% CI
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0.92‐0.94; McDonald ω=0.96) and WHO-5 (Phase 1: Cronbach
α=0.91, 95% CI 0.90‐0.92; McDonald ω=0.93 and Phase 2:
Cronbach α=0.92, 95% CI 0.91‐0.94; McDonald ω=0.92).
These high reliability values ensure that criterion validity
relationships reflect true associations rather than measurement
error.

EFA
Data demonstrated excellent suitability for factor analysis
(KMO=0.926; Bartlett test: χ²351=13002.56; P<.001). Initially,
7 factors emerged—Resilience Skills and Beliefs, Work Stress,
Personal Stress, Sleep, Burnout, Social Support, and
Control—which accounted for 60.4% of the combined variance.
Items related to alcohol, nutrition, sedentary time, and physical
activity did not load onto any factor at ≥0.3, so they were
removed. These findings indicated that health behavior domains
required expanded item pools with more comprehensive
measurement to achieve stable factor identification, which
informed item development for Phase 2. The energy item loaded
erroneously onto the Control factor and demonstrated a low
Sleep loading, so it was also removed.

The final EFA with 27 items yielded a clear, interpretable
6-factor solution explaining 64.2% of the total variance:
Resilience Skills and Beliefs, Work Stress, Personal Stress,
Sleep, Burnout, and Social Support. Notably, the mental
exhaustion item loaded onto the Work Stress factor instead of
the Burnout factor. Although unexpected, mental exhaustion is
typically the first symptom of burnout [63] and aligns
conceptually with workplace stress; thus, the item was retained
within the Work Stress factor. These items were then tested
using the same factor placements in CFAs.

CFA
A 2-factor higher-order CFA was conducted to test the proposed
measurement model. The model specified Stress as a
second-order latent construct comprising 3 first-order factors
(Work Stress, Personal Stress, and Burnout) and Resilience
Resources as a second-order latent construct comprising 3
first-order factors (Resilience Skills and Beliefs, Social Support,
and Sleep Quality). The model included 33 observed indicators
across 6 first-order factors. The initial higher-order model
demonstrated adequate fit (χ²317=11,593.27; P<.001; CFI=0.90;
TLI=0.89; RMSEA=0.07, 95% CI 0.06‐0.07; SRMR=0.058).

Following examination of MIs, residual covariances were freed
for 15 conceptually related item pairs with MIs exceeding 20.
The refined model achieved excellent fit (χ²302=993.30; P<.001;
CFI=0.95; TLI=0.94; RMSEA=0.049, 95% CI 0.046‐0.052;
SRMR=0.052). Although the chi-square test remained
statistically significant—consistent with large sample size
sensitivity [64]—all practical fit indices met or exceeded
conventional standards for excellent model fit [56].

The Resilience Skills and Beliefs factor demonstrated strong
overall performance, with loadings ranging from acceptable to
strong (0.40≤ λ ≤0.76). Social Support emerged as the most
cohesive first-order factor, with both indicators demonstrating
exceptionally strong loadings (λ >0.80). Sleep showed a mixed
but interpretable pattern, with 1 dominant indicator (sleep

quality; λ=0.87) and 3 secondary indicators with more modest
loadings (0.52≤ λ ≤0.63). The 3 stress factors (Work Stress,
Personal Stress, and Burnout) all demonstrated strong
psychometric properties (0.40≤ λ ≤0.76; refer to Table S3 in
Multimedia Appendix 1).

Second-Order Factor Structure
The higher-order structure received strong empirical support,
with all second-order loadings exceeding 0.60 and demonstrating
appropriate magnitudes. The Stress factor showed balanced
contributions from its 3 constituent factors, with loadings
ranging from 0.71 to 0.741, indicating that Work Stress, Personal
Stress, and Burnout represent relatively equal contributors to
the overarching stress construct.

Resilience Resources exhibited a more hierarchical structure,
with Resilience Skills and Beliefs serving as the dominant
indicator (λ=0.94) and Social Support and Sleep Quality
contributing more modestly but substantially (λ=0.67 and 0.62,
respectively). This pattern suggests that while all 3 resources
are important components of resilience, individual resilience
skills may serve as the core organizing feature of this
higher-order construct.

Reliability and Validity Testing

Internal Consistency Reliability
All factors demonstrated acceptable to excellent internal
consistency reliability, as provided in Table S4 in Multimedia
Appendix 1. CR estimates exceeded established thresholds
across all factors. The full WONE Index showed excellent
reliability, while subscale reliability was consistently strong
across all first-order factors. All reliability estimates met or
exceeded the 0.70 threshold for acceptable reliability, with most
surpassing the 0.80 standard for good reliability.

Convergent Validity
The WONE Index demonstrated strong convergent validity with
theoretically related established measures via correlations with
externally validated measures. Resilience constructs showed
substantial positive correlations with validated resilience
measures: the Resilience Index correlated strongly with the
CD-RISC (r=0.74; P<.001) and moderately with the BRS
(r=0.68; P<.001). These correlations fall within the large effect
size range [65], indicating that the WONE Resilience Index
captures similar underlying resilience constructs while
maintaining distinctiveness.

Stress constructs exhibited strong convergent validity with
established stress and mental health measures. The Stress
subscale correlated substantially with the PSS (r=0.66; P<.001),
demonstrating convergent validity for the overall stress
construct. Individual stress components showed expected
relationships: positive correlations with depressive symptoms,
anxiety symptoms, and perceived stress, as well as a negative
correlation with well-being, were observed, supporting the
validity of the stress measurement model.

AVE estimates, calculated as the mean of the communalities
(R²) for each factor’s items (refer to Table S3 in Multimedia
Appendix 1), provided evidence of convergent validity for most
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factors. Four factors met or exceeded the 0.50 criterion, while
2 factors showed AVE values below 0.50 but above 0.40. While
AVE values below 0.50 suggest some concern for convergent
validity, the strong CR estimates and substantial factor loadings
discussed previously indicate that convergent validity is still
adequate for these factors [46].

Discriminant Validity
HTMT analysis provided strong evidence for discriminant
validity. All HTMT values fell well below the conservative 0.85
threshold, with an average value of 0.49, indicating excellent
discriminant validity between all factor pairs (refer to Table S4
in Multimedia Appendix 1).

Concurrent Validity
The WONE Index demonstrated excellent concurrent validity
with established criterion measures (refer to Table S5 in
Multimedia Appendix 1). The Resilience subscale showed strong
concurrent validity with both the CD-RISC and BRS, 2
well-validated resilience measures with different theoretical
emphases. The Stress subscale demonstrated substantial
concurrent validity with the PSS, a widely used measure of
subjective stress appraisal.

Criterion-Related Validity
The WONE Index showed strong criterion-related validity with
important mental health and well-being outcomes (refer to Table
S5 in Multimedia Appendix 1). The full WONE Index
demonstrated robust associations with all criterion measures,
showing positive correlations with well-being and negative
correlations with both depressive and anxiety symptoms.

The Stress subscale exhibited strong criterion-related validity,
with negative associations with well-being and positive
associations with both depressive and anxiety symptoms. The
Resilience subscale demonstrated complementary
criterion-related validity, with positive associations with
well-being and negative associations with both depressive and
anxiety symptoms.

Phase 2 Results

Sample Demographics
Phase 2 included 306 US adults. The sample was balanced by
gender and predominantly White (refer to Table S6 in
Multimedia Appendix 1). Although the study was open to
participants aged 18‐64 years, the youngest participant was
aged 20 years, and the oldest was aged 63 years, resulting in an
age range of 20‐63 years.

Reliability of External Validation Measures

Depressive Symptoms

The PHQ-8 demonstrated excellent internal consistency
(Cronbach α=0.90, 95% CI 0.88-0.91; McDonald ω=0.93). This
strong reliability supports its use as a complementary measure
to the PROMIS-SF-8a and strengthens construct validation
through convergent evidence across different measurement
approaches.

Personality

Reliability for the BFI-10 subscales was modest, consistent with
expectations for short-form personality measures. Extraversion
(α=.71 and ω=0.71) and Neuroticism (α=.77 and ω=0.77)
showed adequate reliability, while Conscientiousness (α=.58
and ω=0.63), Agreeableness (α=.57 and ω=0.57), and Openness
(α=.58 and ω=0.63) were lower. These results are consistent
with previous findings indicating that short-form personality
measures often exhibit attenuated reliability due to their limited
item coverage per construct.

EFA Results

Stage 1: Resilience Factors Analysis

Data Suitability and Sample Characteristics

Analysis was conducted on 306 participants using 51
resilience-related items. Data demonstrated excellent suitability
for factor analysis: KMO measure of sampling adequacy=0.91
(excellent), and Bartlett test of sphericity was highly significant
(χ²528=5790.89; P<.001), confirming the appropriateness of the
correlation matrix for factorization.

Factor Extraction and Retention Strategy

Based on theoretical considerations, we specified a maximum
of 7 factors corresponding to hypothesized resilience domains:
(1) Emotion Regulation and Coping Tendencies, (2)
Resilience-Related Beliefs, (3) Positive Psychology Buffers,
(4) Social Connectedness, (5) Dietary Intake, (6) Physical
Activity, and (7) Sleep.

Item Reduction and Refinement Process

Through iterative analysis, we applied stringent psychometric
criteria for item retention. Items were systematically removed
based on (1) low communalities (<0.30), (2) inadequate factor
loadings (<0.40), and (3) theoretically inappropriate
cross-loadings. This process resulted in the removal of 15 items.

Final Factor Structure and Variance Explained

The final 7-factor solution with 33 items explained 66.04% of
the total variance, demonstrating substantial explanatory power.
Factor loadings ranged from 0.42 to 1.00, with the majority of
items (26/33, 78.79%) exceeding 0.50, indicating strong
factor-item relationships. Alternative solutions with 5 or 6
factors were examined but yielded weaker, less interpretable
factor structures.

Stage 2: Stress Factors EFA

Data Suitability and Factor Extraction
Analyses using 13 stress-related items with the same sample
(N=306) demonstrated good data suitability (KMO=0.87;
Bartlett test χ²55=2186.66; P<.001). Based on theoretical
considerations and Phase 1 findings, we specified 3 stress factors
corresponding to distinct stress domains, assuming that the new
item related to societal, political, and economic stress would
align with the Personal Stress factor. Principal axis factoring
with Promax rotation converged in 6 iterations.
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Factor Structure and Item Performance
The 3-factor solution explained 74.76% of total variance. Two
items were removed due to substantial cross-loadings across
stress domains: Perceived Control (“Felt that you have control
over the important things in your life”) and Smooth (“That
things were going smoothly for you”) both loaded significantly
onto both Work Stress and Personal Stress factors, indicating
these items captured general perceived control and life
satisfaction rather than domain-specific stressors. The final 11
items demonstrated a clear factor structure with strong
psychometric properties.

Notably, the exhaustion item loaded onto the Work Stress rather
than the Burnout factor, which is consistent with theoretical
models positioning exhaustion as an early indicator of
work-related stress that may precede full burnout syndrome.

Integrated Factor Structure Summary
The staged EFA approach successfully identified a robust
10-factor structure encompassing 43 items: 7 resilience factors
(32 items) and 3 stress factors (11 items). This comprehensive
framework captures both current stress exposure and modifiable
factors that influence resilience capacity, providing a
theoretically grounded and empirically supported foundation
for comprehensive stress resilience assessment.

The excellent psychometric properties, substantial variance
explained (66.04% for resilience factors and 74.76% for stress
factors), and strong reliability estimates support the validity of
this multidimensional approach to measuring stress resilience
capacity in applied settings.

CFA Results

Current Stress Model
We conducted a CFA to evaluate the structure of the Current
Stress domain, which specified a higher-order latent factor
(Stress) comprised of 3 latent factors: Work Stress, Personal
Stress, and Burnout. The initial model demonstrated adequate
fit to the data (χ²41=204.52; P<.001; CFI=0.92; TLI=0.90;
RMSEA=0.11; and SRMR=0.07). We used MIs ≥10 to identify
potential covariances between item residuals and added the
following theoretically justified covariances to improve model
fit without altering the core factor structure (refer to Multimedia
Appendix 1).

These modifications reflected close semantic or contextual
overlap among items and improved the overall model fit.
Factor-to-error covariances were preferred over cross-loadings
to maintain clear factor interpretation while acknowledging
systematic relationships between theoretically related stress
constructs.

The revised model demonstrated excellent fit to the data
(χ²33=64.18; P=.001; CFI=0.99; TLI=0.98; RMSEA=0.06; and
SRMR=0.05). All standardized factor loadings were statistically
significant and strong, ranging from 0.54 to 0.92 across the 11
items. Most loadings exceeded 0.75, supporting the construct
validity of the latent factors. Squared multiple correlations (R²)
showed that most items explained a substantial proportion of
variance, ranging from 0.29 to 0.84. Full standardized factor
loadings, SEs, and communalities are provided in Table 1. The
WONE Index is a proprietary measure copyrighted by Walking
on Earth, Inc. Full administration materials are available upon
reasonable request.

J Med Internet Res 2026 | vol. 28 | e81714 | p.1417https://www.jmir.org/2026/1/e81714
(page number not for citation purposes)

Roos et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Standardized factor loadings and communalities for Phase 2 confirmatory factor analysis (CFA) models.

Communality (R²)SEStandardized loadingaDomainFactorConstruct

0.84—b0.92StressPersonal StressStress (personal)

0.750.050.87StressPersonal StressAnxiousness (personal)

0.740.050.86StressPersonal StressOverwhelm (personal)

0.290.060.54StressPersonal StressSocietal, political, and
economic stress

0.82—0.90StressWork StressStress (work)

0.580.060.76StressWork StressAnxiousness (work)

0.690.060.83StressWork StressOverwhelm (work)

0.630.070.79StressWork StressMental exhaustion

0.74—0.86StressBurnoutDisengagement

0.560.080.75StressBurnoutCynicism

0.560.080.75StressBurnoutLack of productivity

1.000.110.99Resilience ResourcesPhysical ActivityVigorous physical activ-
ity

0.40—0.63Resilience ResourcesPhysical ActivityModerate physical ac-
tivity

0.72—0.85Resilience ResourcesSleepSleep quality

0.550.070.74Resilience ResourcesSleepFatigue

0.220.100.47Resilience ResourcesSleepSleep duration

0.380.080.62Resilience ResourcesSleepSleep latency

0.410.080.64Resilience ResourcesSleepSleep disturbances

0.42—0.65Resilience ResourcesDietary IntakeNutritious food intake

0.250.130.50Resilience ResourcesDietary IntakeProcessed food intake

0.100.130.32Resilience ResourcesDietary IntakeCaffeine intake

0.270.190.52Resilience ResourcesDietary IntakeCaffeine reliance

0.680.060.74Resilience ResourcesEmotion Regulation
and Coping

Emotion regulation

0.370.060.61Resilience ResourcesEmotion Regulation
and Coping

Emotional understand-
ing

0.490.060.70Resilience ResourcesEmotion Regulation
and Coping

Distress tolerance

0.250.060.50Resilience ResourcesEmotion Regulation
and Coping

Acceptance

0.580.060.76Resilience ResourcesEmotion Regulation
and Coping

Ability to bounce back

0.530.050.73Resilience ResourcesEmotion Regulation
and Coping

Adaptability

0.69—0.83Resilience ResourcesEmotion Regulation
and Coping

Effective coping

0.470.060.68Resilience ResourcesEmotion Regulation
and Coping

Self-efficacy

0.430.060.66Resilience ResourcesEmotion Regulation
and Coping

Cognitive flexibility

0.82—0.91Resilience ResourcesPerseverative ThinkingDwelling

0.780.060.88Resilience ResourcesPerseverative ThinkingWorrying
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Communality (R²)SEStandardized loadingaDomainFactorConstruct

0.440.100.54Resilience ResourcesPurpose and Prosociali-
ty

Meaning and purpose

0.610.090.78Resilience ResourcesPurpose and Prosociali-
ty

Gratitude

0.400.090.63Resilience ResourcesPurpose and Prosociali-
ty

Compassion for others

0.450.070.67Resilience ResourcesPurpose and Prosociali-
ty

Consideration for oth-
ers

0.63—0.79Resilience ResourcesPurpose and Prosociali-
ty

Making a positive dif-
ference

0.790.050.89Resilience ResourcesSocial ConnectionTrusted support system

0.760.060.87Resilience ResourcesSocial ConnectionSupport satisfaction

0.76—0.87Resilience ResourcesSocial ConnectionStrength from close
others

0.720.050.85Resilience ResourcesSocial ConnectionBelongingness

0.690.060.83Resilience ResourcesSocial ConnectionLoneliness

aAll factor loadings are statistically significant at P<.001.
bSE not reported when factor loading was fixed to 1 for model identification.

Second-Order Factor Structure
The higher-order Stress factor was well supported by strong
loadings from all 3 first-order factors. Work Stress showed the
strongest loading (λ=0.80 and SE=0.12), followed by Personal
Stress (λ=0.76) and Burnout (λ=0.67 and SE=0.13). The
second-order loadings ranged from 0.67 to 0.80, with an average
of 0.74, indicating that all 3 stress domains contribute
substantially and relatively equally to the overarching stress
construct. The squared multiple correlations for the first-order
factors (0.44-0.65) demonstrate that the higher-order factor
explains a substantial proportion of variance in each stress
domain.

Resilience Resources Model
We then conducted a CFA to assess the structure of the
Resilience Resources model, which specified a higher-order
latent factor (Resources) comprised of 7 first-order latent
domains: Emotion Regulation and Coping, Social
Connectedness, Compassion and Gratitude, Sleep, Physical
Activity, Dietary Intake, and Perseverative Thinking. The initial
model demonstrated adequate fit to the data (χ²458=1081.71;
P<.001; CFI=0.88; TLI=0.87; RMSEA=0.07; and SRMR=0.09).
After reviewing MIs≥10, we added theoretically grounded
modifications (refer to Multimedia Appendix 1 for specifics).

These modifications reflect meaningful psychological
relationships among resilience constructs and improved model
fit substantially while preserving the primary factor structure.
This approach was chosen over alternative specifications (eg,
cross-loadings) to maintain interpretability while acknowledging
the theoretically expected interconnections among resilience
domains.

The revised model fit the data well (χ²443=745.20; P<.001;
CFI=0.94; TLI=0.94; RMSEA=0.05; and SRMR=0.06). All
standardized factor loadings were statistically significant,

ranging from 0.31 to 0.99. Most loadings exceeded 0.60,
indicating strong relationships between latent constructs and
their corresponding indicators. Squared multiple correlations
(R²) demonstrated good explanatory power for most observed
variables, supporting the reliability and coherence of the factor
structure. The confirmed 10-factor structure represents the final,
validated framework of the WONE Index. Each factor captures
specific theoretical domains as described in the “Second-Order
Factor Structure" section. Item-level psychometric details are
provided in Table 1, and theoretical descriptions of the factors
are included in the “Discussion” section for Phase 2.

Second-Order Factor Structure
The higher-order Resilience Resources factor showed a more
varied pattern of loadings from the 7 first-order factors, ranging
from 0.31 to 0.88 (average=0.59). Emotion Regulation and
Coping emerged as the dominant contributor (λ=0.88), followed
by Perseverative Thinking (λ=0.73) and Sleep (λ=0.78). Social
Connection showed a moderate loading (λ=0.55), while Purpose
and Prosociality (λ=0.37) and Physical Activity (λ=0.31)
contributed more modestly to the overarching construct. This
hierarchical pattern suggests that while multiple domains
contribute to resilience resources, cognitive-emotional regulatory
capacities serve as the primary organizing feature, with
behavioral and social factors providing important but secondary
contributions.

Although each domain was analyzed separately for model
estimation and reporting, together these 2 validated higher-order
structures conceptually represent a correlated higher-order
framework consistent with JD-R theory. This framework
conceptualizes Stress Load and Resilience Resources as distinct
but interrelated systems that cannot be reduced to a single
overarching factor. The correlated-factor interpretation was
retained over a bifactor alternative because it better reflects the
theoretical position that resilience emerges from dynamic
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interactions among multiple interdependent subsystems rather
than from a single general dimension.

The 2 higher-order factors were also strongly correlated at the
scale level, which indicates that higher stress load was
statistically associated with lower resilience resources, although
this relationship was not modeled within the same CFA
structure. The squared multiple correlations for the first-order

factors ranged from 0.10 to 0.78, indicating substantial variation
in how well the higher-order factor explains variance across
different resilience domains.

Validity and Reliability
All correlations between the WONE Index and external
measures are provided in Table 2.
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Table . Phase 2 correlations between the Walking on Earth (WONE) Index and established measures.

BFI-

Ol
BFI-

Nk
BFI-

Cj
BFI-

Ai
BFI-

Eh
WHO-

5g
GAD-

7f
PROMIS-
SF-

8ae

PHQ-

8d
BRScCD-

RISCb
PSSaWONE

re-
silience
sub-
scale

WONE
stress
sub-
scale

Full
WONE
Index

Variable

Full WONE Index

–0.03–0.740.450.460.310.83–0.77–0.79–0.770.740.75–0.810.98–0.841r

.56<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001—mP val-
ue

WONE stress subscale

0.030.66–0.39–0.31–0.21–0.680.750.710.69–0.57–0.520.73–0.711–0.84ar

.59<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001—<.001P val-
ue

WONE resilience subscale

–0.03–0.710.440.470.330.82–0.71–0.76–0.730.750.77–0.781–0.710.98ar

.58<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001—<.001<.001P val-
ue

PSS

0.020.61–0.41–0.36–0.26–0.740.760.800.72–0.68–0.661–0.780.73–0.81r

.74<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001—<.001<.001<.001P val-
ue

CD-RISC

–0.06–0.650.420.330.330.66–0.53–0.57–0.520.831–0.660.77–0.520.75r

.27<.001<.001<.001<.001<.001<.001<.001<.001<.001—<.001<.001<.001<.001P val-
ue

BRS

–0.05–0.680.390.400.270.62–0.58–0.57–0.5310.83–0.680.75–0.570.74r

.44<.001<.001<.001<.001<.001<.001<.001<.001—<.001<.001<.001<.001<.001P val-
ue

PHQ-8

0.050.55–0.41–0.34–0.22–0.750.810.851–0.53–0.520.72–0.730.69–0.77r

.36<.001<.001<.001<.001<.001<.001<.001—<.001<.001<.001<.001<.001<.001P val-
ue

PROMIS-SF-8a

0.040.55–0.41–0.40–0.29–0.760.7810.85–0.57–0.570.80–0.760.71–0.79r

.45<.001<.001<.001<.001<.001<.001—<.001<.001<.001<.001<.001<.001<.001P val-
ue

GAD-7

0.060.67–0.33–0.30–0.19–0.6710.780.81–0.58–0.530.76–0.710.75–0.77r

.27<.001<.001<.001<.001<.001—<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

WHO-5

–0.04–0.610.430.420.321–0.67–0.75–0.760.620.66–0.740.82–0.680.83r

.53<.001<.001<.001<.001—<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

BFI-E

0.02–0.330.250.3010.32–0.19–0.22–0.290.270.33–0.260.33–0.210.31r
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BFI-

Ol
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Nk
BFI-

Cj
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Ai
BFI-

Eh
WHO-

5g
GAD-

7f
PROMIS-
SF-

8ae

PHQ-

8d
BRScCD-

RISCb
PSSaWONE

re-
silience
sub-
scale

WONE
stress
sub-
scale

Full
WONE
Index

Variable

.75<.001<.001<.001—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

BFI-A

–0.05–0.330.3410.300.42–0.30–0.35–0.400.400.33–0.340.47–0.310.46ar

.34<.001<.001—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

BFI-C

0.02–0.3810.340.250.43–0.33–0.41–0.410.340.42–0.410.44–0.390.45ar

.76<.001—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

BFI-N

0.021–0.38–0.33–0.33–0.610.670.550.55–0.68–0.650.61–0.710.66–0.74r

.67—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

BFI-O

10.020.02–0.050.02–0.040.060.050.04–0.05–0.060.02–0.030.03–0.03r

—<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001<.001P val-
ue

aPSS: Perceived Stress Scale.
bCD-RISC: Connor-Davidson Resilience Scale.
cBRS: Brief Resilience Scale.
dPHQ-8: Patient Health Questionnaire-8.
ePROMIS-SF-8a: Patient-Reported Outcomes Measurement Information System Short Form 8a.
fGAD-7: Generalized Anxiety Disorder-7.
gWHO-5: World Health Organization-5 Well-Being Index.
hBFI-E: Big Five Inventory-Extraversion
iBFI-A: Big Five Inventory-Agreeableness
jBFI-C: Big Five Inventory-Conscientiousness
kBFI-N: Big Five Inventory-Neuroticism
lBFI-O: Big Five Inventory-Openness
mNot applicable.

Construct-Level Convergent Validity
The WONE Index demonstrated strong construct-level
convergent validity with established measures of stress and
resilience. The Stress Subscale showed a large positive
correlation with the PSS, indicating that higher scores on our
stress measure align closely with higher perceived stress as
measured by this gold-standard instrument.

For resilience measures, the Resilience Subscale demonstrated
excellent convergent validity with both the CD-RISC-10 and
the BRS. Similarly, the Full WONE Index showed strong
positive correlations with both resilience measures. These large
correlations (all exceeding Cohen benchmark for large effects
[65]) with established resilience measures are consistent with
the WONE Index measuring conceptually related but distinct
aspects of stress resilience, as would be expected given its
emphasis on specific behavioral resources and

demands-resources integration versus the trait-based
conceptualizations of the CD-RISC and BRS. These patterns
support construct validity while indicating that the WONE Index
captures additional variance beyond established measures.

Concurrent Validity
The measure demonstrated excellent concurrent validity with
theoretically related mental health and well-being outcomes,
with all correlations in the expected directions and magnitudes.

Stress-Mental Health Relationships

The Stress Subscale showed strong positive correlations with
both depressive symptom measures (PHQ-8 and
PROMIS-SF-8a) and anxiety symptoms (GAD-7). Conversely,
the Stress Subscale demonstrated a strong negative correlation
with well-being (WHO-5), indicating that higher stress is
associated with lower well-being, as expected.
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Resilience-Mental Health Relationships

The Resilience Subscale showed strong protective relationships
with mental health outcomes. Higher resilience scores were
associated with lower depressive symptoms on both measures,
lower anxiety symptoms, and higher well-being.

Full WONE Index Concurrent Validity

The Full WONE Index demonstrated excellent concurrent
validity across all mental health outcomes, with large negative
correlations with depressive and anxiety symptoms and a large
positive correlation with well-being. These strong relationships
across all mental health domains support the Full Index as a
comprehensive measure of stress resilience capacity.

Comparative Performance

Notably, the WONE Index demonstrated stronger correlations
with mental health outcomes than established resilience
measures and comparable correlations with the PSS for
stress-related outcomes (refer to Table 2).

Discriminant Validity
The WONE Index showed appropriate discriminant validity
when examined against personality traits, with one theoretically
meaningful exception that actually supports construct validity.

Neuroticism (Supporting Evidence for Construct
Validity)
The Full WONE Index demonstrated a strong negative
correlation with neuroticism. Rather than representing a
discriminant validity concern, this relationship provides
important construct validity evidence. Neuroticism,
characterized by heightened stress reactivity and emotional
instability, would be expected to show a strong negative
relationship with stress resilience capacity. This correlation
suggests our measure successfully captures individual
differences in stress vulnerability and resilience resources,

making it particularly valuable for identifying individuals who
may benefit most from resilience-building interventions.

Other Personality Traits
The Index showed moderate correlations with agreeableness
and conscientiousness, suggesting some overlap with these
adaptive personality traits, though correlations remained below
the threshold indicating construct redundancy. The measure
showed a smaller correlation with extraversion and was
essentially uncorrelated with openness, demonstrating good
discrimination from these personality dimensions.

Discriminant Validity Between Domains
HTMT ratios were calculated to assess discriminant validity
between measurement domains. All HTMT values fell below
the conservative threshold of 0.85, with most below 0.70,
supporting discriminant validity between domains while
confirming their theoretical relationships.

Stress Domain Relationships
The 3 stress domains showed moderate to strong relationships,
confirming that they capture related but distinct stress
experiences (refer to Table S7 in Multimedia Appendix 1).

Resilience Domain Relationships
Resilience domains demonstrated appropriate discriminant
validity. The strongest relationships were observed between
conceptually related domains (Emotion Regulation and Coping
↔ Sleep; Purpose and Prosociality ↔ Social Connection),
supporting the theoretical structure while confirming domain
distinctiveness (refer to Table S8 in Multimedia Appendix 1).

Internal Consistency
The CR estimate for the overall scale was 0.84. Estimates for
individual factors ranged from 0.62 to 0.96, with 9 of 10 factors
exceeding the 0.70 threshold for acceptable reliability. Eight
factors achieved good to excellent reliability (CR ≥0.80; refer
to Table 3).
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Table . Factor-level test-retest reliability and internal consistency.

AVEbCRbICCa (95% CI)Subscale and factor

——0.90 (0.87-0.93)WONEc Index

——0.84 (0.80-0.88)Stress subscale

0.640.900.90 (0.87-0.92)    Personal Stress factor

0.670.910.89 (0.85-0.91)    Work Stress factor

0.580.840.87 (0.82-0.90)    Burnout factor

——0.90 (0.87-0.92)Resilience subscale

0.490.890.95 (0.93-0.96)    Emotion Regulation and Coping
factor

0.740.940.93 (0.91-0.95)    Social Connectedness factor

0.490.830.93 (0.91-0.95)    Purpose and Prosociality factor

0.510.830.90 (0.87-0.93)    Sleep factor

0.310.620.90 (0.86-0.92)    Dietary Intake factor

0.700.810.81 (0.74-0.85)    Physical Activity factor

0.800.890.79 (0.72-0.84)    Perseverative Thinking factor

aICC: intraclass correlation coefficient.
bComposite reliability (CR) and average variance extracted (AVE) estimates are not applicable to the full WONE Index, as it is calculated as a composite
of 2 separate confirmatory factor models, rather than being estimated as a latent factor within a single measurement model.
cWONE: Walking on Earth

The Dietary Intake factor showed marginal reliability (CR=0.62
and AVE=0.31), likely reflecting the conceptual diversity of
dietary behaviors assessed (caffeine reliance, processed food
consumption, and nutritious diet quality). The marginal
reliability of the Dietary Intake factor likely reflects the
conceptual diversity of dietary behaviors rather than
measurement inadequacy. Despite the lower statistical
indicators, these items were retained due to their theoretical
importance in the resilience framework and the nascent state of
dietary behavior measurement in resilience research.

Test-Retest Reliability
The WONE Index demonstrated excellent temporal stability
across all major scales over 3 weeks (Table 3). The Full WONE
Index showed excellent test-retest reliability, indicating highly
consistent measurement of overall stress resilience capacity
over time. Both subscales also demonstrated strong temporal
stability, with the Resilience Subscale exhibiting excellent
reliability and the Stress Subscale showing good reliability.

These findings indicate that the WONE Index provides a stable
and consistent measurement of both stress and resilience
resources across time. The excellent temporal stability of the
WONE Index supports its use as a reliable assessment tool for
tracking stress resilience capacity. The high test-retest reliability
coefficients indicate that observed changes in WONE scores
over time reflect true changes in an individual’s stress resilience
capacity rather than measurement error, making the instrument
suitable for monitoring intervention effects and tracking
progress.

Individual WONE factors also showed strong to excellent
test-retest reliability across the 3-week interval (Table 3). Nine
of 10 factors achieved excellent temporal stability (ICC >0.85).

Incremental Validity Results
The WONE Index provided significant incremental prediction
over a combination of existing gold-standard measures. All
hierarchical regression models demonstrated statistically
significant incremental validity, indicating that the WONE Index
provides meaningful prediction beyond established measures
across all mental health outcomes tested. The WONE Index’s
superior correlational performance relative to established
resilience measures and comparable performance to the PSS
provides the foundation for these incremental validity findings.

Model 1: Beyond Perceived Stress Scale
The WONE Full Index provided significant incremental
prediction beyond the PSS across all outcomes. Even after
accounting for perceived stress, the WONE explained additional
variance in depressive symptoms (PHQ-8: ΔR²=0.10, P<.001;
PROMIS-SF-8a: ΔR²=0.06, P<.001; GAD-7: ΔR²=0.07, P<.001;
and WHO-5: ΔR²=0.16, P<.001).

Model 2: Beyond Established Resilience Measures

Model 2a (Beyond CD-RISC)

The WONE Index demonstrated substantial incremental validity
beyond the CD-RISC across all outcomes, with particularly
strong incremental prediction for depressive symptoms and
well-being (PHQ-8: ΔR²=0.32, P<.001; PROMIS-SF-8a:
ΔR²=0.31, P<.001; GAD-7: ΔR²=0.31, P<.001; and WHO-5:
ΔR²=0.26, P<.001).

Model 2b (Beyond BRS)

Similar patterns were observed when testing incremental validity
beyond the BRS, with significant ΔR² values across all mental
health outcomes (PHQ-8: ΔR²=0.31, P<.001; PROMIS-SF-8a:
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ΔR²=0.31, P<.001; GAD-7: ΔR²=0.25, P<.001; and WHO-5:
ΔR²=0.31, P<.001).

Model 3: Beyond Combined Established Measures
Most importantly, the WONE Index provided significant
incremental prediction even beyond the combination of both
established stress and resilience measures (PSS, CD-RISC, and
BRS). This represents the most stringent test of incremental
validity, as it demonstrates that WONE adds meaningful
prediction beyond current best practices that would use both
stress and resilience assessments (PHQ-8: ΔR²=0.11, P<.001;
PROMIS-SF-8a: ΔR²=0.07, P<.001; GAD-7: ΔR²=0.07, P<.001;
and WHO-5: ΔR²=0.11, P<.001).

Measurement Invariance for Stress

Measurement Invariance Testing Across Gender
Multigroup CFA indicated good configural fit across women
(n=164) and men (n=142), suggesting a consistent factor
structure (χ²66=115.71; P<.001; CFI=0.98; TLI=0.96;
RMSEA=0.05; and SRMR=0.06). Constraining factor loadings
(metric model) maintained a strong fit (χ²76=125.58; P<.001;
CFI=0.98; TLI=0.97; RMSEA=0.05; and SRMR=0.06),
supporting metric invariance. Adding intercept constraints
(scalar model) yielded an acceptable fit (χ²86=151.50; P<.001;
CFI=0.97; TLI=0.96; RMSEA=0.05; and SRMR=0.07),
supporting latent mean comparisons. The strict model (residual
variances constrained) also fit well (χ²99=163.14; P<.001;
CFI=0.97; TLI=0.97; RMSEA=0.05; and SRMR=0.07),
supporting full invariance across gender.

Measurement Invariance Across Race
Participants were grouped as White (n=211) and non-White
(n=95). Configural fit was strong (χ²66=100.62; P=.01;
CFI=0.99; TLI=0.98; RMSEA=0.04; and SRMR=0.05),
indicating consistent structure. The metric model (loadings
constrained) also showed excellent fit (χ²76=100.62; P=.03;
CFI=0.99; TLI=0.98; RMSEA=0.03; and SRMR=0.05). Scalar
constraints (intercepts) retained good fit (χ²86=111.65; P=.03;
CFI=0.99; TLI=0.99; RMSEA=0.03; and SRMR=0.04),
allowing for latent mean comparisons. The strict model
(residuals constrained) showed acceptable fit (χ²99=129.24;
P=.02; CFI=0.97; TLI=0.98; RMSEA=0.03; and SRMR=0.045),
indicating full invariance across race.

Measurement Invariance Across Age Groups
Participants were split into ages 20‐39 years (n=175) and
40‐64 years (n=131). The configural model demonstrated good
fit (χ²66=95.23; P=.01; CFI=0.99; TLI=0.98; RMSEA=0.04;
and SRMR=0.06). Metric invariance was supported with
excellent fit when loadings were constrained (χ²76=102.98;
P=.02; CFI=0.99; TLI=0.98; RMSEA=0.03; and SRMR=0.06).
The scalar model (adding intercept constraints) showed a strong
fit (χ²86=127.18; P=.003; CFI=0.98; TLI=0.98; RMSEA=0.04;
and SRMR=0.06), permitting latent mean comparisons. The
strict model (residuals constrained) also fit well (χ²99=143.23;
P<.002; CFI=0.98; TLI=0.98; RMSEA=0.04; and SRMR=0.06),
indicating strict invariance across age groups.

Measurement Invariance for Resilience Resources

Measurement Invariance Across Gender
We evaluated measurement invariance for the Resilience
Resources model across gender (women: n=164 and men:
n=142) using multigroup CFA. The configural model
demonstrated good fit (χ²886=1223.58; P<.001; CFI=0.94;
TLI=0.93; RMSEA=0.04; and SRMR=0.08), indicating a
consistent factor structure across groups. Constraining factor
loadings in the metric model yielded similar fit (χ²917=1288.44;
P<.001; CFI=0.93; TLI=0.92; RMSEA=0.04; and SRMR=0.08),
supporting equivalence of loadings. The scalar model, which
additionally constrained item intercepts, also showed good fit
(χ²949=1360.84; P<.001; CFI=0.92; TLI=0.92; RMSEA=0.04;
and SRMR=0.09). The strict model, which further constrained
residual variances, continued to meet fit thresholds
(χ²988=1413.10; P<.001; CFI=0.92; TLI=0.92; RMSEA=0.04;
and SRMR=0.09), supporting full measurement invariance
across gender.

Measurement Invariance Across Race
We next assessed invariance across race, comparing White
(n=211) and non-White (n=95) participants. The configural
model demonstrated good fit (χ²886=1326.95; P=.01; CFI=0.92;
TLI=0.91; RMSEA=0.04; and SRMR=0.07), indicating a
consistent factor structure. The metric model, which constrained
factor loadings, showed similar fit (χ²917=1363.49; P<.001;
CFI=0.92; TLI=0.91; RMSEA=0.04; SRMR=0.07). The scalar
model, which additionally constrained item intercepts,
maintained good fit (χ²949=1433.49; P<.001; CFI=0.91;
TLI=0.91; RMSEA=0.04; and SRMR=0.07). The strict model,
which further constrained residual variances, also met fit
thresholds (χ²988=1540.42; P<.001; CFI=0.90; TLI=0.90;
RMSEA=0.04; and SRMR=0.07), supporting full measurement
invariance across race.

Measurement Invariance Across Age Groups
Participants were grouped by age 20‐39 years (n=175) and
40‐64 years (n=131). The configural model demonstrated
acceptable fit (χ²886=1352.55; P<.001; CFI=0.92; TLI=0.91;
RMSEA=0.04; and SRMR=0.07). Metric invariance was
supported with excellent fit when loadings were constrained
(χ²917=1385.98; P<.001; CFI=0.92; TLI=0.91; RMSEA=0.04;
and SRMR=0.08). The scalar model (adding intercept
constraints) showed strong fit (χ²949=1458.55; P<.001;
CFI=0.91; TLI=0.90; RMSEA=0.04; and SRMR=0.08),
permitting latent mean comparisons. The strict model (residuals
constrained) also fit well (χ²988=1542.30; P<.001; CFI=0.90;
TLI=0.90; RMSEA=0.04; and SRMR=0.08), indicating strict
invariance across age groups.

Weighting

Empirical Weight Distribution
The regression-derived empirical weights revealed a clear
hierarchical structure dominated by psychological and
stress-related constructs (Table 4). Emotion Regulation and
Coping emerged as the most critical predictor (44.6%), followed
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by Personal Stress (16.3%) and Perseverative Cognition (8.3%).
Notably, Physical Activity received minimal empirical weighting

(0.2%), likely reflecting mediation through other measured
constructs rather than a lack of theoretical importance.

Table . Empirical, theoretical, and final hybrid weights.

Final weight, %Hybrid weight, %Theoretical weight, %Empirical weight, %Construct

3132.320.044.6Emotion Regulation and
Coping

1313.210.016.3Personal Stress

1212.918.07.8Social Connectedness

1111.214.08.3Perseverative Thinking

87.99.06.9Sleep

55.65.06.2Dietary Intake

55.25.05.3Burnout

53.67.00.2Physical Activity

54.07.01.0Work Stress

54.55.03.9Purpose and Prosociality

Theoretical Weight Rationale
Theoretical weights addressed empirical limitations while
ensuring comprehensive coverage of modifiable resilience
factors. Social Connectedness received high theoretical
weighting based on robust meta-analytic evidence linking social
support to stress resilience outcomes [66,67]. Sleep and Physical
Activity received substantial theoretical weights given their
well-documented roles in stress buffering and physiological
recovery mechanisms [68-70].

Work Stress received meaningful theoretical weighting despite
minimal empirical contribution, reflecting complex nonlinear

relationships observed in organizational research, where higher
work demands correlate positively with resilience in certain
populations [71], suggesting stress inoculation effects [72] or
self-selection mechanisms.

Hybrid Weight Validation
Cross-sectional validation demonstrated superior performance
of the hybrid weighting approach across all criterion measures
(Table 5). The weighted approach showed consistent
improvements over unweighted alternatives, with particularly
strong gains for primary resilience measures: CD-RISC (+0.06
vs unweighted) and BRS (+0.08 vs unweighted).

Table . Validation performance comparison.

Best performing versionItem-levelUnweightedHybrid weightedOutcome measure

Weighted0.73b0.68b0.75bCD-RISCa

Weighted0.71b0.67b0.74bBRSc

Weighted−0.79b−0.77b−0.81bPSS-4d

Item-level−0.77b−0.76b−0.77bPHQ-8e

Weighted−0.79b−0.77b−0.79bPROMIS-SF-8af

Weighted−0.73b−0.74b−0.77bGAD-7g

Item-level0.84b0.81b0.83bWHO-5h

aCD-RISC: Connor-Davidson Resilience Scale.
bP<.001
cBRS: Brief Resilience Scale.
dPSS-4: Perceived Stress Scale-4.
ePHQ-8: Patient Health Questionnaire-8.
fPROMIS-SF-8a: Patient-Reported Outcomes Measurement Information System Short Form 8a.
gGAD-7: Generalized Anxiety Disorder-7.
hWHO-5: World Health Organization-5 Well-Being Index.
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Validation Performance Summary
The hybrid approach demonstrated meaningful improvements
across resilience-related outcomes while maintaining strong
correlations with mental health indicators. The greatest
improvements occurred for measures most directly assessing
resilience capacity (CD-RISC and BRS), suggesting the
theoretical components successfully enhanced the measurement
of core resilience constructs.

Notably, the hybrid approach outperformed both purely
unweighted and item-level averaging approaches, indicating
that the systematic integration of empirical prediction with
theoretical importance creates optimal measurement properties.
The modest improvement for depression (PHQ-8) likely reflects
the already strong empirical weighting of constructs most
relevant to depressive symptoms.

Final Weight Structure and Clinical Implications
The final hybrid weights create a theoretically coherent
hierarchy that preserves predictive validity while ensuring
comprehensive intervention guidance. Emotion Regulation and
Coping maintains prominence, consistent with its central role
in stress resilience frameworks. Core stress and cognitive
constructs receive substantial representation: Personal Stress,
Social Connectedness, and Perseverative Thinking.

Critically, all behavioral and contextual factors achieve
meaningful weighting for intervention purposes: Sleep, Physical
Activity, Work Stress, Dietary Intake, Burnout, and
Compassion/Gratitude/Meaning. This distribution supports the
WONE Index’s dual function as both a predictive assessment
and behavioral intervention guidance system.

Longitudinal validation using Time 1 WONE scores to predict
Time 2 outcomes (n=203) further confirmed the superior
predictive performance of the weighted approach across all
validation measures, though detailed longitudinal analyses are
beyond the scope of the current phase.

Discussion

Principal Findings
The WONE Index was developed and validated through a
2-phase process to progressively refine its measurement model.
Phase 1 provided strong initial psychometric evidence,
establishing a 6-factor structure organized into 2 higher-order
domains: Stress Load (Work Stress, Personal Stress, and
Burnout) and Resilience Resources (Resilience Skills and
Beliefs, Social Support, and Sleep). While statistically robust,
this model did not fully capture the multidimensional and
dynamic nature of resilience, particularly with respect to health
behaviors and cognitive processes.

Phase 2 expanded and refined this framework into a 10-factor
structure organized within 2 higher-order domains, which we
propose as the finalized structure. Seven resource-related factors
(Emotion Regulation and Coping, Social Connection, Purpose
and Prosociality, Sleep, Physical Activity, Dietary Intake, and
Perseverative Thinking) and 3 stress factors (Work Stress,
Personal Stress, and Burnout) were identified and grouped into
the higher-order domains of Stress Load and Resilience

Resources. In both phases, we followed standard CFA practice
by incorporating theoretically justified modifications suggested
by MIs, including correlated residuals within conceptually
related item sets. These refinements improved model fit while
preserving the theoretical structure. Model fit indices for both
Phase 1 and Phase 2 were strong, but the Phase 2 model offered
comparable psychometric performance while adding domains
that improved interpretability and intervention relevance, making
it the preferred structure. By incorporating additional factors,
the final model allows for greater precision in identifying areas
of vulnerability and creates more actionable pathways for
intervention.

Importantly, the Index allows us to move beyond identifying
whether someone is “resilient” to understanding how their
system is functioning. It captures systemic imbalances in how
individuals perceive, feel, adapt, and respond to stress, thereby
holistically measuring resilience and highlighting where
interventions should target. For example, someone experiencing
high stress load but with depleted resources may benefit most
from micro-moment stress-reduction strategies that support
daily functioning before resource-building can take hold.
Conversely, individuals with low external stressors but
insufficient resilience resources may require preventive
interventions to expand their repertoire of coping and regulatory
skills.

This perspective also acknowledges paradoxical cases such as
“skin-deep resilience,” in which individuals may appear
psychologically resilient to chronic stress, yet their bodies still
carry physiological costs (eg, accelerated aging, immune
dysregulation, and cardiovascular risk). In such cases, building
resilience resources remains essential, as resource strengthening
may buffer against hidden biological wear-and-tear even when
stress load is not consciously perceived as high [73,74]. By
integrating both stress load and resilience resources, the WONE
Index provides a nuanced lens for identifying vulnerability,
tailoring interventions, and supporting resilience development
across populations and contexts.

The WONE Index also demonstrated excellent temporal
stability, strong reliability across scales, and robust validity with
multiple established measures of resilience, stress, and mental
health outcomes. Together, this evidence supports the Index as
both a rigorous scientific tool and a practical framework for
understanding resilience in diverse populations.

The hybrid weighting methodology is a key innovation of this
work. It integrates empirical weights derived from predictive
modeling of mental health and well-being outcomes with
theoretical weights grounded in resilience science and dynamical
systems constructs (eg, Sleep, Social Connection, and Emotion
Regulation). This dual approach produces scores that are both
predictively robust and have practical utility in digital health
and applied psychology.

Conceptually, this framework aligns with multidimensional
outcome systems such as the Treatment Outcome Package [75],
which emphasizes comprehensive assessment across multiple
domains to guide individualized feedback and treatment. The
WONE Index adopts a similar logic by balancing empirical
evidence with theoretical modifiability, ensuring that domain
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scores capture both predictive value and potential for change
through intervention. This approach enhances the Index’s
relevance for digital health applications by identifying
high-impact targets while also laying the foundation for future
integration of predictive modeling approaches to further enhance
precision and personalization. In doing so, it bridges traditional
clinical feedback models with data-driven precision frameworks,
offering a scalable approach to personalized resilience
assessment.

Together, these findings establish the WONE Index as a
comprehensive, multidimensional, and psychometrically
rigorous measure of resilience, conceptualized as adaptive
capacity emerging from the balance between stress load and
resilience resources, and designed to both measure resilience
and inform targeted intervention.

Comparison With Previous Work
O’Donohue et al [76] identified 45 distinct measurement
approaches with substantial heterogeneity in stress resilience
conceptualization and operationalization. Critical limitations
documented across existing measures include: (1) most measures
assess stress or resilience separately rather than their dynamic
interaction, with only 17.5% using resilience measures and
many relying solely on stress indices; (2) predominant use of
trait-based rather than process-based conceptualizations (eg,
CD-RISC, BRS, and RSA which focus on stable characteristics),
limiting sensitivity to temporal change; and (3) limited
validation for repeated measurement contexts, with most
instruments designed for single-timepoint assessment [8]. In
addition, widely used resilience measures—including the
CD-RISC, BRS, and RSA—focus predominantly on perceptual
attitudes (“I can deal with whatever comes”) rather than
behaviorally specific, modifiable resources, and do not integrate
health behavior determinants—including sleep, physical activity,
and nutrition—documented as protective factors that buffer
stress and promote resilience [20,21,77-80].

The WONE Index addresses these gaps through 3 key
distinctions. First, it integrates stress load and resilience
resources within a unified framework, operationalizing the
demands-resources balance emphasized by JD-R theory rather
than measuring constructs separately [12]. Second, it provides
comprehensive domain coverage spanning psychological
resources (emotion regulation, coping, and perseverative
cognition), social resources (connection and support),
meaning-oriented resources (purpose, gratitude, and
prosociality), and health behavioral resources (sleep, physical
activity, and nutrition)—a combination rarely found in existing
validated measures to our knowledge. Third, it emphasizes
behaviorally specific, modifiable capacities providing concrete
intervention targets for digital health applications. However,
longitudinal validation is needed to establish sensitivity to
intervention-related change, and comparative effectiveness
research must determine whether this integrated approach
provides advantages over using established measures in
combination, while independent replication by researchers
without commercial affiliations is essential for confirming
generalizability across diverse populations and contexts.

The WONE Index contributes to a growing literature
emphasizing that stress and resilience are not opposite poles of
a single construct but distinct domains with unique predictive
value. Similar to existing resilience frameworks [4,11], our
results underscore the centrality of regulatory skills, social
connection, emotion, and meaning-making, but the Index also
extends previous tools in several important ways. Unlike widely
used measures that treat demands and resources as isolated
constructs (eg, PSS [18], CD-RISC [20], and BRS [21]), the
Index embeds them in a unified structure reflecting how these
factors interact as interdependent subsystems. This
operationalization enables the measure to serve dual purposes:
scientifically, it captures multidomain adaptive capacity aligned
with JD-R and systems-based models; practically, it functions
as an intervention guidance system that balances measurement
rigor with intervention utility.

The 10-factor structure within 2 higher-order domains provides
a multidimensional systems approach to resilience that begins
to approximate a network of interdependent resilience domains
by capturing distinct contributions from cognitive, behavioral,
social, and emotional domains, each of which showed robust
factor loadings and validity evidence in Phase 2. Cognitive (eg,
perseverative thinking), social (social connection and
purpose/prosociality), emotion (eg, emotion regulation and
positive affect), health behavior (eg, sleep, physical activity,
and diet), and stress exposures (eg, personal, work, and burnout)
are all included, creating a systemic framework rather than a
1D scale, which has been popular in established measures of
resilience.

This expanded domain coverage forms the foundation of its
systems perspective. This aligns with allostatic models, JD-R,
and complex dynamical systems models of psychopathology,
which emphasize how individuals may become “stuck” in
maladaptive states or transition toward adaptive states depending
on system-level dynamics [81]. By conceptualizing resilience
as adaptive capacity emerging from the balance between stress
load and resilience resources, the WONE Index provides a
practical operationalization of these theoretical models.

As mentioned in the previous paragraph, the WONE index
builds directly on the JD-R framework [12,13], which posits
that health, well-being, and performance are determined by the
interplay between demands (eg, workload, role conflict, and
emotional strain) and resources (eg, social support, coping
strategies, and recovery experiences). Our higher-order domains
map closely to this model: Stress Load reflects job and life
demands, while Resilience Resources reflect the protective
assets available to meet them. Importantly, the JD-R framework
distinguishes acute strain driven by demands from the chronic
exhaustion that develops into burnout. The WONE Index mirrors
this theoretical distinction by separately modeling work stress
and burnout, offering a psychometric tool for examining how
short-term strain may evolve into longer-term depletion and
maladaptive system states.

Beyond alignment, the Index extends JD-R in 2 important ways.
First, it broadens the scope by incorporating personal, societal,
and health behavior domains, increasing relevance across
multiple life contexts rather than being limited to occupational
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settings. Second, the hybrid weighting methodology adds
precision to JD-R by quantifying the relative impact of different
resources. Whereas JD-R theory broadly emphasizes the
buffering role of resources, the WONE Index specifies which
domains—such as sleep, coping, or social connection—are both
theoretically central and empirically predictive of outcomes
such as depression, anxiety, and well-being. In this way, the
Index operationalizes the JD-R concept of resources while also
extending it to a wider range of life demands and contexts.

Applications to Digital Mental Health
The WONE Index advances digital mental health measurement
in several important ways.

First, it was developed and validated specifically within digital
delivery contexts, ensuring its psychometric properties hold
when administered via web and mobile interfaces rather than
assuming transferability from traditional formats. The index
was validated via a digital survey/platform, providing confidence
that observed reliability and validity reflect real-world digital
administration rather than performance under idealized
controlled conditions.

Second, the Index enables a measurement-based care approach
at scale. Traditional assessment typically occurs at discrete time
points (eg, intake and discharge) with results informing
clinician-delivered interventions. In contrast, the WONE Index
supports continuous assessment cycles where monthly
administration generates updated resilience profiles that
automatically inform algorithmic personalization of intervention
content. This creates feedback loops between assessment and
intervention that are difficult to achieve in traditional service
delivery models, allowing platforms to adaptively adjust
recommendations as users’ stress-resource balance shifts over
time.

Third, the multidimensional structure provides actionable
granularity for automated intervention matching. Rather than
producing a single resilience score requiring clinician
interpretation to determine intervention targets, the 10 factors
within 2 overarching domains assessed in the WONE Index
directly map onto intervention modules within the platform.
Low scores on emotion regulation trigger recommendations for
regulation-focused techniques, depleted social connection scores
prompt social relationship-focused interventions, and poor sleep
activates sleep hygiene interventions. This direct
assessment-to-intervention mapping enables digital platforms
to deliver truly personalized care pathways without requiring
human clinical judgment for every user.

Fourth, the measure’s design supports population-level insights
alongside individual assessment. Aggregated anonymized data
reveal organizational stress patterns, high-risk subgroups, and
systemic factors affecting workforce resilience. This dual-level
utility, individual personalization plus population surveillance,
distinguishes the Index from traditional measures designed
solely for individual clinical assessment. Organizations can
identify when specific teams show declining resilience resources
or elevated stress load, enabling proactive organizational
interventions before individual crises emerge.

Finally, the hybrid weighting methodology reflects digital
health’s unique requirements. Pure empirical weighting
maximizes prediction but may undervalue behaviorally
modifiable domains showing weaker cross-sectional associations
yet greater intervention responsiveness. Theoretical weighting
ensures the Index prioritizes domains where digital platforms
can deliver effective interventions (eg, sleep, physical activity,
and social connection) even when these show modest concurrent
prediction. This methodology acknowledges that digital health
assessment serves intervention guidance, not just prediction,
requiring weights that balance predictive validity with behavioral
actionability.

Together, these features distinguish the WONE Index from
existing stress and resilience measures, which typically assess
either protective or risk factors in isolation, rely on static
trait-based designs, and lack validation for digital health or
workplace contexts. By integrating stress load and resilience
resources within a unified, multidomain structure specifically
designed for digital mental health contexts and linking
assessment directly to intervention personalization, the WONE
Index operationalizes the demands-resources framework for
temporal tracking through repeated administration in applied
digital settings.

Strengths
This study has several notable strengths. First, it used a
multiphase design, beginning with exploratory development
and culminating in confirmatory validation. This sequential
approach provides both a rigorous psychometric foundation and
evidence of generalizability. Second, the WONE Index advances
the field by integrating multiple domains of resilience into a
hierarchical structure, capturing stress load alongside resilience
resources. This systemic framing reflects how resilience operates
across cognitive, social, behavioral, and meaning-oriented
processes rather than as a single dimension.

Third, the Index demonstrated robust psychometric qualities,
including strong reliability, validity across multiple criteria, and
temporal stability, supporting its use for both research and
applied purposes. Fourth, the hybrid weighting methodology
represents a novel contribution to measuring development,
balancing empirical prediction with theoretical modifiability
and enhancing the practical utility of final scores.

Limitations
Several limitations should also be noted. First, the data were
cross-sectional, which precludes causal inference. While
test-retest analyses support temporal stability, the design limits
the ability to determine whether changes in stress load or
resilience resources precede improvements in outcomes. Future
longitudinal studies are needed to examine how resilience
processes evolve over time and in response to intervention.

Second, the study relied on self-report measures, which
introduces potential for bias, such as recall inaccuracy or social
desirability effects. We sought to mitigate these issues by using
validated instruments with well-established psychometric
properties and by using a brief, single-session survey format to
minimize fatigue-related error. Nevertheless, self-report bias
could have influenced observed relationships among constructs.
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Future studies should integrate behavioral and physiological
indicators (eg, ecological momentary assessment, wearables,
and biomarkers) to strengthen validity and reduce reliance on
self-report alone.

Third, although the sample was diverse and measurement
invariance was supported across gender, race, and age, the use
of online convenience sampling (CloudResearch and Prolific)
may limit generalizability to digitally-engaged populations.
Participants were primarily from the United States and the
United Kingdom and were predominantly White, which may
constrain cultural generalizability. Accordingly, future research
should aim to validate the WONE Index across more diverse
cultural, linguistic, and global populations to ensure
measurement equivalence and capture potential cultural
differences in how stress load and resilience resources manifest.

Fourth, brief item pools for some domains such as diet and
physical activity, while necessary for reducing participant
burden, may have limited construct breadth. The Dietary Intake
factor, in particular, showed lower reliability, representing a
known measurement limitation. We retained this domain due
to its theoretical relevance and behavioral actionability in digital
health contexts.

In addition, these health behavior domains may capture variance
from aspects of resilience not fully represented in other adaptive
resource domains (eg, energy balance or embodied forms of
adaptation). It is also possible that shared variance among
closely related constructs may have partially attenuated their
distinct contributions. Future research should be mindful that
diet and physical activity may relate more strongly to
multimodal and objective data sources (eg, wearables and
ecological monitoring) given their greater overlap with
physiological processes compared to psychosocial resources.

Further, while the hybrid weighting system enhances both
predictive power and practical relevance, the process of
assigning theoretical weights remains partly subjective. We
sought to balance theoretical rationale with empirical model fit,
but weighting decisions could still introduce bias in the relative
importance of certain domains. Future work should refine these
weightings through stakeholder engagement and cross-validation
in applied contexts.

Finally, the WONE Index was developed within a digital health
implementation context, providing access to large-scale user
samples and enabling iterative refinement based on real-world
engagement. While this design addresses documented
measurement gaps through integrated assessment of stress and
resilience resources, establishing whether this approach provides
practical advantages over existing measures requires additional
validation. Future research should examine predictive validity
for clinical outcomes and intervention response, longitudinal
sensitivity to change in intervention contexts, and
generalizability across demographic and cultural groups.

Comparative effectiveness research will be valuable to determine
whether integrated assessment offers advantages over
domain-specific measures used in combination, or whether
different measurement approaches serve complementary
purposes depending on the implementation context. Independent

validation by researchers without commercial affiliations will
also be valuable for confirming generalizability and providing
an unbiased evaluation of the measure’s comparative utility
across different use cases.

Future Directions
This work lays the foundation for several important lines of
future research. First, longitudinal studies are needed to examine
how resilience resources and stress load interact over time and
to test whether the WONE Index is sensitive to
intervention-related changes. Such research will help clarify
the dynamic nature of adaptive capacity and resilience plasticity
and help examine whether certain domains play different roles
in resilience decline versus recovery. This work may also reveal
that the factors contributing to stress-related problems differ
from those most critical for recovery, information that could
further refine how digital platforms prioritize and sequence
intervention recommendations to maximize impact during
different phases of the resilience process.

Second, clinical applications represent a critical next step.
Embedding the WONE Index into treatment contexts could
provide insights into how resilience factors contribute to
therapeutic outcomes, as well as identify which domains serve
as leverage points for recovery. The hierarchical, multidomain
structure is particularly well-suited for monitoring differential
change across domains during intervention.

Third, contextual and multimethod integration holds promise
for advancing ecological validity. Pairing the Index with
ecological momentary assessment could capture the contexts
in which stress triggers arise and the adaptive strategies
mobilized in response, illuminating how resilience unfolds in
daily life. This could be further enhanced through pairing with
objective markers, including wearable-derived measures (eg,
sleep patterns, activity, and heart rate variability) and biomarkers
(eg, cortisol and inflammatory cytokines). Such multimethod
approaches would reduce reliance on self-report alone, allow
researchers to examine how subjective and biological processes
align or diverge, and provide a more complete picture of
adaptive capacity as a multilevel system.

Fourth, cross-cultural research is needed to explore how
resilience processes manifest across diverse sociocultural
contexts. While the Index demonstrated measurement invariance
across gender, race, and age, expanding to other cultural and
occupational groups would strengthen its generalizability and
highlight context-specific resilience mechanisms.

Finally, continued methodological innovation will be essential
for advancing resilience science. While the hybrid weighting
system provides a balanced approach to scoring, the WONE
Index also creates opportunities for more advanced analytic
methods that can further expand resilience science. Machine
learning can extend beyond traditional statistical models by
prioritizing prediction and generalizability. It can leverage the
Index’s structure to detect complex nonlinear interactions,
uncover latent resilience profiles through clustering methods,
and integrate multimodal data (eg, self-report, wearables, and
biomarkers). Machine learning’s emphasis on out-of-sample
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accuracy and scalability makes it particularly useful for precision
prediction in digital health contexts.

Future research can also incorporate Bayesian and systems-based
approaches to deepen mechanistic understanding. Bayesian
approaches can model uncertainty around resilience estimates,
incorporate previous theoretical knowledge, and improve
estimation in smaller or intensive longitudinal samples such as
ecological momentary assessment. Additional frameworks,
including network analysis, dynamical systems modeling, and
mixture modeling, could further illuminate how resilience
operates as a system, identify leverage points, and detect early
warning signals of maladaptive change. Together, these
approaches position the WONE Index as both a measurement
tool and a platform for advancing predictive and mechanistic
models of resilience.

Conclusion
The WONE Index successfully bridges scientific rigor and
practical utility, addressing the assessment-intervention gap that

has limited resilience research impact in applied settings. Strong
incremental validity beyond gold-standard measures
demonstrates that the Index captures unique aspects of
stress-resilience capacity not assessed by existing tools. The
methodological innovation of hybrid weighting—balancing
empirical prediction with theoretical modifiability—establishes
a strengthened standard for intervention-focused measurement
development.

By simultaneously assessing stress load and resilience resources
within a unified framework specifically designed for digital
delivery, the Index enables personalized intervention matching
at scale while maintaining rigorous psychometric standards. As
digital mental health expands, measures that satisfy both
scientific and practical requirements will be essential for
enhancing treatment effectiveness and accessibility. The WONE
Index provides a scientifically grounded foundation for this
evolution, serving as both a research tool and a
platform-integrated assessment system.
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Abstract

Background: Counseling in family dementia care aims to support caregivers in mastering challenges. The use of information
and communication technologies (ICT) to administer counseling can improve accessibility. Evidence syntheses report inconsistent
findings on the effectiveness of technology-assisted counseling. There is a considerable heterogeneity in outcomes assessed in
clinical trials, and approaches to develop and evaluate interventions are not guided by theory in most cases.

Objective: This study aims to develop an initial program theory of a technology-assisted counseling intervention for family
dementia caregivers and to create the data basis for the consensus process of a core outcome set.

Methods: We integrated the methodological strands for the development of a program theory and a core outcome set in an
innovative way. A scoping review was conducted to collect data on characteristics and theoretical foundations of
technology-mediated counseling interventions as well as outcomes of clinical studies. We explored the lived experience of relevant
interest-holders and conducted semistructured interviews applying a phenomenological approach to data analysis. Synthesis of
findings was performed by developing a logic model and formulating an initial program theory.

Results: We included 69 records reporting on 34 interventions. Designs and other study characteristics vary, and interventions
are heterogeneous in terms of components and ICT used for delivering counseling. We conducted interviews with 15 family
caregivers and 12 counselors. The themes being affected, feeling insecure and helpless in the face of the health care system, and
search for information and communicative exchange illustrate the caregivers’ lifeworld perception. Themes identified in counselors’
interviews comprise work attitude and standards, unpredictability, expectations, working conditions, organizational influence,
and tools: techniques and networking. The constitutive pattern of having/being somebody to count on was incorporated into the
program theory. In the theory of change, we describe the way to a sustainable supportive cooperation between caregivers and
counselors ensuring ongoing support throughout the caregiving process. We explicate the effects of the technology-assisted
counseling intervention such as improved knowledge, attitude, and interaction, as well as stability and safety of care in the
outcomes chain. The theory of action comprises the inputs, activities, and outputs of the intervention. The graphical synthesis of
findings is presented in the logic model.

Conclusions: To effectively develop, implement, and evaluate technology-assisted counseling in family dementia care, a
theory-led approach is essential. A carefully modeled intervention that combines technological options with in-person counseling
may help to overcome disparities in access to health care and improve accessibility to counseling. A supportive working environment
for counselors, in which artificial intelligence is used to reduce time spent on documentation and administrative tasks, may help
mitigate the effects of the growing shortage of skilled professionals.

Trial Registration: Core Outcome Measures in Effectiveness Trials (COMET) Initiative 2884;
https://www.comet-initiative.org/Studies/Details/2884

(J Med Internet Res 2026;28:e81669)   doi:10.2196/81669
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Introduction

Counseling interventions in family dementia care aim to support
caregivers in mastering challenges in caregiving. Information
and communication technologies (ICT) are used to deliver
counseling in an easily accessible way [1-3].

Counseling may contribute to mitigating the negative impact
family dementia care can exert on caregivers, which is described
in terms of burden, depression, decreased health and quality of
life, as well as social isolation [4,5]. In light of the predicted
increase in the number of persons with dementia [6], the need
for support interventions for family caregivers is also likely to
increase. Provided by professionals, counseling can be defined
as the “use of an interactive helping process focusing on the
needs, problems, or feelings of the patient and significant others
to enhance or support coping, problem-solving, and interpersonal
relationships” [7]. The use of ICT is discussed to reduce barriers
to utilization by overcoming distances, enabling persons who
are homebound or living in rural areas to participate in services,
offering anonymous counseling, or fostering asynchronous
communication beneficial for persons who are employed [3,8].
Types of ICT have expanded over time: long-established
helpline services use the telephone as a widespread and
undemanding technology. More recently, counseling is provided
via videoconferencing software, email, or chats using mobile
devices and applications, thus leading to increased demands on
technological infrastructure, equipment, and digital literacy [8].

Technology-assisted counseling (also referred to as
“technology-based” in previous publications) is a complex
intervention [9], and the development, implementation, and
evaluation of complex interventions are challenging. The
effectiveness of technology-assisted counseling in dementia has
not yet been proven: Evidence syntheses of technology-assisted
psychosocial interventions including counseling for caregivers
of persons with dementia show inconsistent findings on positive
effects on outcomes such as burden, depression, or quality of
life [1-3,10]. Our own meta-analyses revealed no significant
effects of technology-assisted counseling on depressive
symptoms, burden, and self-efficacy or mastery perceived by
family caregivers of persons with dementia [11]. We found a
considerable heterogeneity in outcomes and a lack of theoretical
approaches guiding the development, implementation, and
evaluation of the interventions [8,11].

Therefore, we conducted the ProCOS project: “Development
and Evaluation of a Technology-Assisted Counseling
Intervention for Family Caregivers of Persons With Dementia
– Program Theory and Preparation of a Core Outcome Set”
[12]. Within the 12-month project, we aimed at creating the
foundation for the future consensus process of a core outcome
set (COS) and at developing a program theory by combining
the methodological strands of the two developmental processes
in an innovative way.

A COS is “an agreed standardized collection of outcomes which
should be measured and reported, as a minimum, in all trials
for a specific clinical area” [13]. The use of a COS reduces
heterogeneity in clinical trials and enhances comparability and
thus synthesis of evidence [13]. Core outcome sets for the

evaluation of health care interventions and of psychosocial
community-based interventions for persons with dementia living
at home predominately focus on outcomes of persons with
dementia [14,15]. A set of measures has been recommended to
evaluate a broad range of psychosocial interventions for persons
with dementia and their family caregivers [16]. There is no COS
that specifically focuses on technology-assisted counseling
interventions for family dementia caregivers.

The Framework for Developing and Evaluating Complex
Interventions identifies program theory as a core element of
complex interventions [9]. This underlines the importance of
theoretical approaches to successfully develop, implement, and
evaluate complex interventions. A program theory is an “explicit
theory of how an intervention is understood to contribute to its
intended or observed outcomes” [17]. Following the approach
introduced by Funnell and Rogers [17], we developed a
“purposeful program theory” comprising the theory of change,
the outcomes chain, and the theory of action. The theory of
change explicates the central mechanism of how the intended
changes can be achieved, and the theory of action explains how
the intervention is designed to initiate the theory of change.
These elements are linked by the outcomes chain comprising
the immediate and intermediate outcomes and the impact of the
intervention, as well as hypothesized relationships between
outcomes [17]. In line with the updated UK Medical Research
Council framework, we understand a program theory as a
detailed textual description [18]. Logic models serve as visual
representations of program theories [17,18]. Detailed logic
models graphically illustrate the (assumed) causal mechanisms
through which an intervention is expected to produce outcomes,
as well as contextual dependencies and preconditions [18].
Developing a program theory that incorporates perspectives of
diverse interest-holders and integrates theoretical and empirical
knowledge at the beginning of interventional research is
considered best practice [9]. Program theories and logic models
are adapted and refined throughout the development,
implementation, and evaluation of complex interventions to
address the question, “What works in which circumstances and
how?”—thus applying a theory-based approach [9].

As the methodological strands both for developing a program
theory and a COS integrate knowledge obtained from literature
and perspectives from different interest-holders [13,17], we
brought these two processes together to develop a program
theory and prepare the consensus process of a COS of a
technology-assisted counseling intervention for caregivers of
persons with dementia. The central instrument for this innovative
approach is the logic model. As graphical representations of
program theories [17], logic models have been used to
synthesize data [19,20] and to visualize assumed causal
relationships and mechanisms of action of complex interventions
[21]. By fostering a shared understanding among interest-holders
[9,17], we used the logic model for data synthesis, and we will
integrate it in the future consensus process of the COS, allowing
interest-holders to critically review the quality of the program
theory. To our knowledge, this approach has not yet been
implemented.

By drawing on previous work on the effectiveness and
implementation success of technology-assisted counseling in
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dementia [8,11,22], we therefore aimed at addressing gaps in
knowledge. Thus, our first objective was to develop a program
theory of a technology-assisted counseling intervention for
family dementia caregivers. Our secondary objective was to
compile lists of (potential) outcomes that have been identified
by caregivers or counselors or assessed in clinical studies.

The following two sets of questions guided our research:

1. What interventions that use ICT to provide counseling for
family dementia caregivers are described in literature? What
are the characteristics of these interventions? What
theoretical underpinnings for intervention development and
implementation are explicated in the form of theoretical
references, program theories, or logic models? What
outcomes have been examined in clinical trials? What
assessment instruments have been used?

2. How do family caregivers for persons with dementia and
counselors experience counseling services? What
expectations do persons seeking or providing counseling
have of each other? Which outcomes should or could be
achieved through counseling, and how can these outcomes
be achieved? Which factors have an impact on the
effectiveness of counseling? What are possible outcomes
for assessing the effectiveness of counseling interventions?

Methods

The ProCOS project was registered with the Core Outcome
Measures in Effectiveness Trials (COMET) Initiative [23]. The
study protocol has been published [12].

Study Design
We adopted a multimethod design including a literature review
and a qualitative substudy [24]. Results were graphically
synthesized into a logic model and an initial program theory
was formulated comprising the theory of change, the outcomes
chain, and the theory of action [17].

We applied the PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses, Extension for Scoping
Reviews) [25], the SRQR (Standards for Reporting Qualitative
Research) [26], and the COS-STAR (Core Outcome
Set—Standards for Reporting) [27] to structure our report.

Scoping Review
We aimed to map the knowledge on technology-assisted
counseling interventions for family caregivers of persons with
dementia and followed the Joanna Briggs Institute
methodological guidance for scoping reviews [28].

Eligibility Criteria
We included studies on interventions using ICT to deliver
individualized counseling to caregivers of persons with
dementia. Publications in the German or English language were
accepted, irrespective of their design. Detailed inclusion and
exclusion criteria according to the Population-Concept-Context
scheme are provided in the study protocol [12].

Search Strategy and Information Sources
By updating the literature search of a previous systematic review
[8,11,22], we searched the databases CINAHL, MEDLINE via
PubMed, Cochrane Library, and PsycINFO (December 2023)
and conducted additional forward and backward citation
searching as well as a free web search (April 2024). The
database-specific search strategies and the search terms of the
free web search are provided in Multimedia Appendix 1.

Selection of Sources of Evidence
Titles, abstracts, and full texts were screened independently by
two researchers (DB and RH) using the Rayyan web app [29].
Discrepancies in decisions were resolved by discussion.

Data Charting Process and Data Items
We extended a previously developed data extraction sheet and
extracted data on study characteristics (year of publication,
country of study conduct, design and methods, and number of
participants) and on outcomes examined as well as assessment
instruments used in included studies. We also applied criteria
from the Template for Intervention Description and Replication
(TIDieR) checklist [30] and from the revised Criteria for
Reporting the Development and Evaluation of Complex
Interventions (CReDECI 2) guideline [31] in order to collect
information on objectives, components, theoretical
underpinnings of counseling interventions, technology and
materials used for delivering counseling, frequency and duration
of sessions, and implementation issues. Data extraction was
performed by one reviewer (DB). A cross-check of extracted
data was conducted by another researcher (RH) for 20% of
included interventions indicating accuracy and completeness
of data extraction.

Qualitative Substudy
With the aim to explore the lived experience of counseling in
dementia care, we conducted interviews with interest-holders
in caregiving and counseling in the context of family dementia
care.

Qualitative Approach and Research Paradigm
We adopted a phenomenological perspective [32] and focused
on the lifeworld experiences of caregivers and counselors.

Context, Researcher Characteristics, and Reflexivity
All interviews and a preliminary analysis were conducted by
the primary investigator (DB), who is experienced in
phenomenological research. Results were then discussed within
the research team. Team members are nursing scientists with
extensive experience in nursing practice and dementia research,
and a physiotherapist.

Units of Study and Sampling Strategy
Interviews were conducted with family caregivers and
counselors. We used a purposive sampling strategy [33] to
obtain a heterogeneous sample. Predefined criteria for
recruitment of dementia caregivers were age, gender,
socioeconomic status, and family relationship, as well as spatial
and emotional proximity to the person receiving care. Predefined
criteria for recruitment of counselors were disciplinary
background, professional qualifications, duration of counseling
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experience, and characteristics of employing organizations. We
included persons who have received or delivered counseling
via technology, in-person, or both. While our efforts to recruit
a heterogeneous sample of family dementia caregivers had
limited success, we succeeded more in engaging counselors
with diverse characteristics.

Invitations to participate and study information were distributed
via existing contacts and networks established through previous
research projects and the State Competence Center for Dementia
of the German federal state of Saxony-Anhalt. In addition, we
contacted counseling services and self-help organizations of
family caregivers throughout Germany. Recruitment was
completed when no new information emerged from interviews
indicating that data saturation was achieved [34,35].

Data Collection Methods and Data Processing
We performed semistructured interviews using an interview
guide with open-ended questions to give interviewees room to
share their experiences [36]. Questions focusing on experiences
in receiving and providing counseling were asked in the course
of the interview. Finally, additional data on sociodemographic
characteristics, information on the care arrangement, or on the
professional situation were collected. The translated interview
guide is provided in Multimedia Appendix 2.

Interviews were arranged at participants’ convenience to
minimize time exposure and burden for participants. We planned
to conduct individual interviews, but switched to group
interviews at the request of some participating caregivers and
counselors.

Recordings of interviews were transcribed verbatim using f4
transcription software [37]. Transcripts were checked for
accuracy and pseudonymized by one researcher (RH).

Data Analysis
We conducted an interpretive phenomenological analysis
applying the following modified working steps described by
Diekelmann [38]:

1. The transcripts are read several times to obtain an overall
understanding.

2. An interpretive summary of each interview is written.
3. Interpretive summaries are analyzed and discussed to

identify emerging themes.
4. Disagreements in interpretation are resolved by returning

to the text.
5. Through comparing and contrasting texts, the themes that

recurred and reflected the shared practices and common
meanings are identified and described.

6. As themes are compared, a constitutive pattern emerges
that links the themes and is present in all interviews.

7. The themes and the constitutive pattern are described using
quotations to illustrate findings.

Themes and the constitutive pattern illuminate the lifeworld
perception of receiving or providing counseling in the context
of family dementia care.

In addition, outcomes designated by caregivers and counselors
were independently extracted from the transcripts by two

researchers (DB and JW) and discussed intensively in order to
include them as accessible statements [39] into the future
consensus-building process.

Synthesis of Data Through Logic Model Development
and Formulation of a Preliminary Program Theory
Contrary to the original plan to conduct the data synthesis into
the logic model and the formulation of the program theory
consecutively, we brought these two working steps together in
an iterative process. We switched back and forth between
writing memos and graphically synthesizing the data. Following
the recommendation made by Funnell and Rogers [17], we
combined the inductive and deductive approach with articulating
interest-holders’ mental models to develop the program theory.
Mental models are diverse interest-holders’ beliefs about how
a program achieves its results [17]. We integrated the mental
models explicated by caregivers and counselors with data
derived from literature and with information on programs
operating in practice. We treated data extracted from studies
included in the scoping review as qualitative data [20]. Data
were charted and categorized [20], and assigned to the elements
of the program theory [17].

The starting point for the development of the theory of change
was the situation analysis for which we applied the guiding
questions formulated by Funnell and Rogers [17]. Key aspects
of the situation analysis are depicted as macro-, meso-, and
microcontext in the logic model.

We then explicate our assumptions of how the intended changes
can be achieved by formulating the theory of change:
(hypothesized) mechanisms of effective counseling, as described
by interview partners or identified in literature, were
incorporated into the theory of change.

Outcomes derived from clinical studies or mentioned by
participants were summarized in tables and served as the
foundation of the outcomes chain. The development of the
outcomes chain followed the steps outlined by Funnell and
Rogers [17]: (1) listing of possible outcomes, (2) clustering
outcomes and assigning working labels to each cluster, (3)
arranging outcomes in a chain of if-then statements, (4)
identifying feedback loops, and (5) validating the outcomes
chain.

By explicating how the intervention is designed to initiate the
theory of change, we developed the theory of action and
identified resources (inputs), activities, and outputs [17]. We
incorporated intervention components and strategies that were
reported in the literature or by study participants as helpful or
effective in achieving the intended outcomes in the theory of
action.

Patient and Public Involvement
We established a study advisory board consisting of a person
with long-term experience in caring for family members with
dementia and engagement in an informal support network for
family caregivers, a person with extensive counseling
experience, and an experienced researcher in the field of
dementia care. Representing different groups of interest-holders,
the members of the study advisory board critically reviewed

J Med Internet Res 2026 | vol. 28 | e81669 | p.1439https://www.jmir.org/2026/1/e81669
(page number not for citation purposes)

Bauernschmidt et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the instruments and approaches for data collection and were
involved in the discussion of results and conclusions for the
design of a technology-assisted counseling intervention. Three
virtual meetings were held in addition to feedback provided via
email over the course of the 12-month project.

Techniques to Enhance Trustworthiness
We applied the strategies of expert consultation and peer
debriefing by consulting the members of the study advisory
board throughout the research process.

Ethical Considerations
The ethics committee of the Medical Faculty of the Martin
Luther University Halle-Wittenberg approved the ProCOS study
(no. 2023‐093). Persons interested in participating received
written information on procedures prior to the interview. The
time and place of the interviews were determined based on the
participants’ preferences. We obtained written informed consent
from the participants who were informed that the consent to
participate can be withdrawn at any time. We maintained the
security of data by storing data protected from access by persons

who are not involved in the project. Audio recordings of
interviews were pseudonymized during the transcription process.
Study participants received a small gift (equivalent to US $5),
but no financial compensation.

Results

Scoping Review

Selection of Sources of Evidence
The updated database search yielded 3995 records. An additional
1965 records were identified through complementary search
strategies. After the removal of 1448 duplicates of reports
identified via database search and 332 duplicates of reports
identified via other methods, 4180 titles and abstracts were
screened. A total of 141 full texts were screened for eligibility.
Of these, 17 records reporting on 7 interventions were included.
These new studies were combined with 52 records on 27
interventions from the previous review, resulting in 69 records
reporting on 34 interventions that were included in the scoping
review (Figure 1).

Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses, Extension for Scoping Reviews) flow diagram for
updated reviews [40].

Characteristics of Sources of Evidence
The studies were published between 1993 and 2024 (last search
April 2024) and were conducted in 10 countries (Australia,
Canada, Germany, Israel, Italy, Japan, the Netherlands, Sweden,
the United Kingdom, and the United States).

As we included studies irrespective of their design, topics, and
methodological approaches varied. The effectiveness of 7
interventions on outcomes such as depressive symptoms, burden,

and self-efficacy (refer to Table 1) has been evaluated by
randomized controlled trials (RCTs) [41-63], including a
small-scale RCT in the context of a pilot and feasibility study
[64,65]. Nonrandomized trials [66-68] and a
pre-post-intervention trial [69] assessed the effects on
caregivers’ ability in disease management, burden, or mental
health; quantitative descriptive approaches were conducted to
examine sociodemographic characteristics of service users,
reasons for use and topics discussed, advice provided, and
satisfaction with services, as well as ways of access to
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counseling [70-82]. Qualitative approaches were used to explore
expectations and experiences of caregivers with
technology-assisted counseling services [59,65,70,83-92]. Case
studies [93-95] examined individual counseling processes
reflecting on the complexity of delivering counseling via ICT,
as well as skills and knowledge needed to provide effective
support. We included two process evaluation studies focusing
on implementation issues when linking eHealth interventions

to existing support [96] and combining a cognitive rehabilitation
program with education and counseling [97]. Mixed methods
approaches were applied to achieve an in-depth understanding
of how the intervention works, to assess usability, and to
describe and explain (non-)usage of services [56,57,98-103].
Detailed information on included references is presented in
Multimedia Appendix 3 [8,30,31,41-109].
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Table . Outcomes identified in the literature.

ReferencesInterventionaOutcomes and assessment instruments

Outcomes for caregivers

    Depression

[42]Coynea comparator or experimental        Zung Self-Rating Depression Scale

[44-50]FITT-Cb        Center for Epidemiology Studies Depression
Scale (CES-D)

[54-60,64,65]RCTMc

[98,104-106]CuidaTEXT        Center for Epidemiologic Studies Depres-
sion Scale (CES-D-10)

[69]TeleFAMILIESd        Center for Epidemiologic Studies Depres-
sion Scale–Revised (CESD-R)

[43]FITT-De        Geriatric Depression Scale (GDS)

[54-60]RCTMc        Mood Assessment Scale (MAD)

    Grief

[64,65]RCTMc        Caregiver Grief Scale (CGS)

    Guilt

[64,65]RCTMc        Caregiver Guilt Questionnaire (CGQ)

    Anxiety

[64,65]RCTMc        Geriatric Anxiety Inventory (GAI)

    Burden or caregiver distress

[42]Coynea comparator or experimental        Zarit Burden Interview (ZBI)

[44-50]FITT-Cb

[43]FITT-De

[69]TeleFAMILIESd

[98,104-106]CuidaTEXT        Zarit Burden Interview (ZBI-6)

[90-92,99-101]ICSSf        Burden Scale for Family Caregivers (BSFC)

[66]Natalea        Caregiver Burden Inventory (CBI)

[82]De Colaa

    Subjective stress

[54-60]RCTMc        Not specified (7-item measure of care-relat-
ed strain; 1-item measure assessing the caregiv-
er’s difficulty with the relative’s mental or emo-
tional state); Adapted Zarit Burden Interview
(ZBI)

    Perceived stress

[64,65]RCTMc        Perceived Stress Scale (PSS)

    Caregiver strain

[98,104-106]CuidaTEXT        Modified Caregiver Strain Index (CSI)

    Reaction to care-receiver behavior

[44-50]FITT-Cb        Revised Memory and Behavior Problem
Checklist (RMBPC)

[43]FITT-De

[69]TeleFAMILIESd
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ReferencesInterventionaOutcomes and assessment instruments

    Emotional impact of neuropsychiatric symp-
toms

[61-63,67,68,96]Dementelcoach        Neuropsychiatric Inventory (NPI) Burden
subscale

    Upset

[51-53]Lavera        Caregiver Behavioral Occurrence and Upset
Scale (modeled on the Agitated Behavior in De-
mentia Scale)

    Behavioral symptom severity–distress

[98,104-106]CuidaTEXT        Neuropsychiatric Inventory–Questionnaire
(NPI-Q) Distress

    Coping

[98,104-106]CuidaTEXT        Coping Orientation to Problems Experi-
enced Inventory (COPE-28)

    Affect

[98,104-106]CuidaTEXT        Scale of Positive and Negative Experience
(SPANE)

    Self-perception of negative and positive as-
pects of caregiving

[102,103,107]InformCare        Carers of Older People in Europe (COPE)
Index

    Positive aspects of caregiving

[44-50]FITT-Cb        Positive Aspects of Caregiving (PAC) Scale

[98,104-106]CuidaTEXT

    Self-efficacy

[41]Care Consultation or Care Consultation Plus        PROMIS Self-Efficacy for Emotions (de-
rived from the Self-Efficacy for Managing
Chronic Disease (SEMCD) questionnaire)

[44-50]FITT-Cb        Self-Efficacy Questionnaire (SEQ)

[43]FITT-De

[54-60]RCTMc

    Mastery

[51-53]Lavera        Caregiving Mastery Index (CMI)

    Sense of capability

[61-63,67,68,96]Dementelcoach        Short Sense of Competence Scale (SSCQ)

[54-60]RCTMc

    Caregiving competence

[98,104-106]CuidaTEXT        Preparedness for Caregiving Scale (PCS)

    Psychological well-being

[102,103,107]InformCare        World Health Organization Well-Being In-
dex (WHO-5)

    Happiness

[61-63,67,68,96]Dementelcoach        TOPICS-MDSg item

    Quality of life

[44-50]FITT-Cb        Euro Quality of Life Visual Analog Scale
(EQ-5D VAS)
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ReferencesInterventionaOutcomes and assessment instruments

[61-63,67,68,96]Dementelcoach        TOPICS-MDSg item

    Health

[41]Care Consultation or Care Consultation Plus        PROMIS Global Health: Global Physical
Health (GPH) and Global Mental Health (GMH)

[61-63,67,68,96]Dementelcoach        General Health Questionnaire (GHQ-28)

[43]FITT-De        SF 36 General Health

[98,104-106]CuidaTEXT        Not specified (1-item question)

    Unmet needs

[98,104-106]CuidaTEXT        Measure of Unmet Needs (UN)

    Perceived social support or support for caring

[43]FITT-De        Multidimensional Scale of Perceived Social
Support (MSPSS)

[102,103,107]InformCare

[98,104-106]CuidaTEXT        Interpersonal Support Evaluation List
(ISEL-12)

[64,65]RCTMc        Support for Caring subscale of the Adult
Carer Quality of Life Questionnaire (AC-QoL)

    Family functioning

[44-50]FITT-Cb        Family Assessment Device (FAD)

[43]FITT-De

    Knowledge

[43]FITT-De        Alzheimer’s Disease Knowledge Test

[98,104-106]CuidaTEXT        Epidemiology/Etiology Disease Scale
(EEDS)

    Perceived change

[51-53]Lavera        Perceived Change Scale (PCS)

    Secondary role strains

[54-60]RCTMc        Not specified (2 single-item ratings of the
caregiver’s and the relative’s adjustment to resi-
dential long-term care placement)

    Residential care stress

[54-60]RCTMc        Not specified (6-item measure for percep-
tions of staff communication with family, 5-item
measure for staff support for family, 10-item
measure assessing 5 positive and 5 negative types
of caregiver interactions with their relative, staff,
other family; item caregivers’ upset to see their
relative in a residential care setting); Family In-
volvement Interview

    Resource use

[42]Coynea comparator or experimental        Number of community or health services
used

[44-50]FITT-Cb

[43]FITT-De

Outcomes for persons with dementia

    Depression
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ReferencesInterventionaOutcomes and assessment instruments

[82]De Colaa        Geriatric Depression Scale (GDS)

    Global cognitive state

[82]De Colaa        Mini-Mental State Examination (MMSE)

    Cognitive impairment

[82]De Colaa        Bedford Alzheimer Nursing Severity Scale
(BANSS)

    Functional dependency

[82]De Colaa        Activities of Daily Living (ADL) and Instru-
mental Activities of Daily Living Scale (IADL)

    Instrumental activities of daily living

[98,104-106]CuidaTEXT        Functional Activities Questionnaire (FAQ)

    Functionality

[51-53]Lavera        Caregiver Assessment of Function and Up-
set (CAFU)

    Neuropsychiatric symptoms or behavioral
symptom severity

[61-63,67,68,96]Dementelcoach        Neuropsychiatric Inventory (NPI) Total
symptoms

[61-63,67,68,96]Dementelcoach        Neuropsychiatric Inventory-Questionnaire
(NPI-Q) Severity

[98,104-106]CuidaTEXT

    Psychiatric symptoms

[82]De Colaa        Brief Psychiatric Rating Scale (BPRS)

    Number of behaviors such as verbal aggres-
sion, refusing care, restlessness, anxiety, waking
overnight, and repetitive questioning

[51-53]Lavera        Caregiver Behavioral Occurrence and Upset
Scale (modeled on the Agitated Behavior in De-
mentia Scale)

    Resource use

[42]Coynea comparator or experimental        Number of community or health services
used

[44-50]FITT-Cb

aWhen no name is reported, the name of the first author was assigned to the intervention.
bFITT-C: Family Intervention: Telephone Tracking–Caregiver.
cRCTM: Residential Care Transition Module.
dTeleFAMILIES: Telehealth-Administered Families Access to Memory Impairment and Loss Information, Engagement, and Supports.
eFITT-D: Family Intervention: Telephone Tracking–Dementia.
fICSS: Internet-Based Caregiver Support Service.
gTOPICS-MDS: The Older Persons and Informal Caregivers Survey Minimum DataSet.

Results of Individual Sources of Evidence
We summarized the included interventions into groups that
were formed based on the ICT used and the additional
components of the interventions. We found 17 interventions
that delivered counseling via telephone, email, or
videoconferencing [41-50,66,70-78,83-87,93,94,108]. Three
interventions provided counseling via videoconferencing
[69,79,88]. One intervention each was assigned to the groups

“counseling via email” [95], “counseling via SMS text
messaging” [98,104-106], and “counseling via an interactive
mobile app combined with additional features” [89]. We
included 4 web-based psychosocial interventions that combined
information, communication, and counseling
[80,81,90-92,99-103,107]. Four videoconference- or
telephone-based interventions combined counseling services
with telemonitoring or psychoeducation [51-60,64,65,82,109].
Three technology-assisted interventions offered counseling as
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part of a comprehensive program with non-technology-assisted
components [61-63,67,68,85-87,96,97].

The interventions aim to support family caregivers and persons
with dementia, to provide information and education, and to
enhance coping with and managing of the caregiving process.
Theoretical foundations of interventions such as psychological
or psychosocial concepts are referred to for 10 interventions
[43-65,67,68,70,93-98,104-106,108]. The health service usage
behavior has been theorized for an internet-based information
support and personalized email intervention [90-92,99-101]. A
program theory is mentioned for 1 intervention [83].

In the included reports, various components of the interventions
are described, which are combined in different ways:
intervention manuals or guidelines are made available for
counselors. In some cases, special training is provided on
dementia, counseling strategies, or the use of ICT in counseling.
Supervision and coaching are offered to persons delivering
counseling. There are various modes of documenting the content
of the counseling sessions (eg, protocols and log sheets) and
making it available to counselees (eg, letters and script
proposals). In addition, information and educational material
is offered as brochures, manuals, databases, websites, and
videotapes. In some cases, the necessary technical equipment
or assistance with its use is provided. Persons delivering
counseling have qualifications in nursing, social work, social
science, psychology, mental health, geriatrics, or occupational
therapy. Additional experiences in gerontological,
psychogeriatric, or dementia care, as well as experiences as
family caregivers, are described.

Data on implementation issues is available to varying degrees.
Implementation strategies were described for 2 interventions
[55,96]. The reported modifications of interventions are mainly
related to adaptations to the needs of new target groups and to
pandemic-related restrictions. Barriers to implementation are
technical issues (eg, lack of hardware, limited software
functionality or usability, limited internet access, and suboptimal
infrastructure), lack of digital skills (of persons delivering and
receiving counseling), security issues, and aspects resulting

from the type of technology used in each case (eg, loss of
context, lack of prompts from the surroundings, and not being
able to follow up). Facilitating factors are special trainings (eg,
technical support and conversation strategies), ongoing support
(eg, regular team meetings and supervision), features of
interventions (eg, customized to sociocultural preferences of
target groups and undemanding technology), and commitment
of management of implementing institutions. External conditions
of implementation are described as established organizations
in which intervention programs are embedded, collaborations
with interest-holders in dementia care, and the SARS-CoV-2
pandemic.

A detailed description of the included intervention programs is
provided in Multimedia Appendix 3. Intervention components
that have been incorporated into the program theory and that
are represented in the logic model are referred to in the section
Logic Model and Program Theory.

Outcomes of caregivers or persons with dementia examined
and the assessment instruments used in the included studies are
listed in Table 1.

Qualitative Substudy

Sample Characteristics
We conducted 4 individual and 3 group interviews lasting from
1 to 3 hours (total duration: 12 hours 41 minutes) with 15 family
caregivers (14 women and 1 man). One participant cared for a
person with Parkinson disease; all other caregivers cared for a
person with dementia. One family had a migration background;
the caregiving arrangement no longer existed in 3 cases due to
the death of the person receiving care.

In addition, 8 individual and 2 group interviews lasting from
50 to 100 minutes (total duration: 12 hours 14 minutes) with
12 counselors (11 women and 1 man) were conducted.
Participants had been working as counselors for an average of
9 years and had qualifications in nursing, health and nursing
science, social work, psychology, and administration. The
providing institutions of participating counselors varied. Details
on the characteristics of participants are provided in Table 2.
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Table . Sociodemographic information on interview partners.

ValuesCharacteristics

Caregivers (n=15)

70 (44-83)    Age in years, mean (range)

    Gender, n

14        Women

1        Man

    Care-receiving person, n

10        Husband or spouse

3        Mother

1        Father

1        Brother

    Caregiving arrangement, n

12        Home-based care

3        Institutionalized care

6 (1-20)    Years of caregiving, mean (range)

Counselors (n=12)

51 (33-61)    Age in years, mean (range)

    Gender, n

11        Women

1        Man

9 (1-30)    Years of counseling, mean (range)

    Providing organization, n

4        Municipality

2        Welfare organization

2        Self-help organization

1        Research institution

1        University hospital

1        Registered association

1        Self-employed counselor

Themes Identified in Interviews With Caregivers
We identified the following 3 themes in the caregivers’
statements: being affected, feeling insecure and helpless in the
face of the health care system, and search for information and
communicative exchange.

Being Affected

...and then I cried a lot and had really bad thoughts.
[Caregiver 15]

Participants’ descriptions of how they are affected by the
demands of the caregiving situation made up a large part of the
interviews. The caregivers report conflicts with the persons
receiving care encompassing harassment and insults, as well as
verbal and physical attacks: “Back in November, my husband
pushed me down the stairs” [Caregiver 15]. They also describe
their grief over the loss of a person close to them due to the
changes evoked by dementia, as well as the loss of life plans

and perspectives. In addition, the demands of caregiving pose
a burden on caregivers: “...that you just can’t do it anymore”
[Caregiver 15].

Feeling Insecure and Helpless in the Face of the Health Care
System

And nobody tells you all this. [Caregiver 15]

The interviewees state a lack of information and a lack of
support from persons or institutions involved in health care such
as primary care physicians or health insurances:

There’s the 24-hour care, every single day. Yeah, and
then if you spend the whole morning on the phone
just trying to get a simple answer, well, that’s just
how it is for me. [Caregiver 15]

High financial expenses often limit the use of support services.
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Search for Information and Communicative Exchange

That made a huge difference for me, that I stopped
thinking that I was somehow (...) weird. [Caregivers
3-5]

Caregivers report beneficial experiences with empathetic
counseling focused on problem-solving:

She [counselor] asks, “So, how are you doing?”
Finally, someone actually asks how I’m handling all
this. (...) And then she says, “Okay, so here’s what
you can do...” – and that’s the kind of support that
really does you good. [Caregivers 12-14]

Participants are not always aware of the differing objectives of
services such as counseling, support, or self-help groups;
however, they emphasize the importance of continuity in support
services:

It has to be done continuously. (...) Even though I was
really impressed by my first two meetings here – and
they were incredibly helpful – if I had stopped then,
I wouldn’t have this feeling now. [Caregivers 3-5]

Interviewees indicate a preference for face-to-face meetings
and express a reluctance to use ICT for counseling services:
“You have to deal with all that tech stuff, and honestly, no –
it’s just too much for me” [Caregiver 15]. Participants, however,
make use of familiar technologies to maintain ongoing contact
with their counselors: “I have her (counselor) on (messenging
service), and she texts too – like she’ll wish me a nice weekend
and ask if everything’s okay or if something’s going on”
[Caregiver 15].

Themes Identified in Interviews With Counselors
We identified the following themes in counselors’ interviews:
work attitude and standards, unpredictability, expectations,
working conditions, organizational influence, and tools:
techniques and networking.

Work Attitude and Standards
Good counseling is when you understand the person
in their (...) lifeworld (...) when they feel that their
issues are taken seriously. [Counselor 7]

The interviewees show a high level of commitment,
appreciation, and empathy toward those seeking counseling.
They describe how their work has fostered both personal and
professional growth, and they highlight specific skills required
for different counseling formats, such as anonymous helpline
services. To further ensure the quality of counseling services,
training and support offered to counselors are considered
essential:

So, as the head of the Support Center for Family
Caregivers, I really keep an eye on that. What do my
colleagues need? And they get it. It’s really important
to me that the quality here is good. [Counselor 6]

To establish a common understanding of counseling, conceptual
frameworks or manuals are developed to document the shared
values: “I’m gonna write down what the core things in our
counseling are – what’s really important to us” [Counselors 3
and 4]. Efforts are being made to reach out to family caregivers,

for instance, by maintaining a presence in public spaces: “I’ve
had this idea for a while – that we should have a place right in
the middle of the city, like in a department store or a shopping
center, somewhere people actually go” [Counselor 6]. This
seems necessary, since family caregivers are often unable to
initiate contact, according to the counselors:

(Caregiver) says, “Yeah, your address has been
sitting here for two years before I even call.” Happens
all the time. All the time. [Counselor 6]

Unpredictability
And that they [caregivers] come with such a mountain
of problems. [Counselor 12]

Study participants indicate that the concerns and the state of
mind of the caregivers are not known before the counseling and
cover a wide spectrum—from “calm” to “nervous breakdown.”
In some cases, counselees are overwhelmed and unable to speak:

Sometimes they just sit there and start to cry. Then
there’s something to drink, a tissue, and maybe even
a piece of chocolate. [Counselor 6]

Expectations
I wish they [caregivers] would open up so that they
could really be helped properly. [Counselor 10]

We found that counselors have various expectations of those
seeking counseling. While some of the participants stated that
they had no expectations at all, others expected caregivers’
openness to share their concerns and experiences with the
counselors. In some cases, counselors expect the caregivers to
be willing to implement counselors’ advice.

Working Conditions
Our doors are always open, and a colleague can come
and say, “I have to tell you this.” [Counselor 6]

The description of the working conditions is a frequent theme
in the interviews. The study participants highlight the importance
of mutual support from colleagues as described in the headline
quote. An important aspect is whether the participant is working
in a team or as a “lone fighter”:

And because there’s no real exchange with others,
you have the chance to think about things and maybe
do them differently – but you can never really share
it with anyone. [Counselor 7]

Teams in which different professional groups are represented
and whose members support each other are considered as an
essential element in coping with the demands of counseling
work:

We’ve got people from all sorts of backgrounds –
social work, sociology, (...) nursing background (...)
psychologist, (...) gerontology and even theology. (...)
we’re a really diverse team and can bring in all kinds
of different perspectives. [Counselors 3 and 4]

The theme also covers personnel and technical equipment, which
varies greatly among participants:

I’d like to be able to scan some documents and bring
them here to save people a trip. Maybe use a small
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mobile printer or something like that (...) but there’s
just no way. [Counselor 9]

In addition, the opportunity to independently organize and
design their everyday working life is considered a crucial factor
of the working conditions.

Organizational Influence
Then they [superiors] would clearly say, “That’s not
your job!” [Counselor 7]

The providing organization has a significant influence on
counselors’ performance in the sense of a spillover effect. Lack
of agreement between managers and counselors on the purpose
and the design of counseling services has a negative impact on
its implementation.

Tools: Techniques and Networking
To pave the way for people. [Counselor 9]

Study participants describe techniques they are using in their
professional lives. These include conversation management,
individual practices to ease the situation for counselees (eg,
offering something to drink and asking questions that facilitate
the dialogue), as well as assessment tools, documentation aids,
and information materials. ICT is used to enhance access to
counseling services:

If people live further away, that’s totally normal. Or
if they’re working, they’ll say, “Okay, I can chat with

you for fifteen minutes on (videoconferencing
software).” We’re happy to do that. [Counselor 6]

Professional networks are used to help caregivers with problems
that fall outside the counselors’ scope of responsibility (eg,
medical and legal issues). Cooperation (rather than competition)
between different service providers and the combination of
various support services is seen as key to providing effective
support:

Well, just counseling on its own or just training
doesn’t really work. It has to be a combination of
different things – then it can work. [Counselor 8]

Constitutive Pattern
The common ground in the lifeworld perceptions of the two
interest-holder groups forms the constitutive pattern of somebody
to count on. While caregivers express the need for having
somebody to count on, who guides them empathically through
the challenges of family dementia care, counselors aim at being
somebody to count on by competently assisting caregivers to
master those challenges.

Outcomes Identified by Interview Partners
Caregivers and counselors described effects, which could be
used to measure effectiveness of counseling. The potential
outcomes are listed in Table 3.
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Table . Outcomes identified by interview partners (caregivers or counselors).

Identifying interview partnerOutcomes

Caa; CobLevel of knowledge

Ca; Co    Knowledge about the disease and its (potential) course

Ca; Co    Knowledge about how to deal with changed behavior of the person with
dementia

Ca; Co    Knowledge about what to do to improve well-being and safety of the
person with dementia

Ca; Co    Knowledge about available support services

Co    Knowledge about legal regulations and financial support options

CoLevel of caregiver burden

CoLevel of caregiver distress

CoLevel of emotional strain

CoLevel of emotional overload

CoStability of caregiver perceived burden (level is maintained despite increas-
ing care needs)

Ca; CoSense of relief

Ca; Co    Sense of relief through empathetic understanding

Ca; Co    Sense of relief from having a counselor to fall back on (reliability, ac-
countability of counseling)

Ca; Co    Sense of relief through active support (eg, support in filling out applica-
tion forms)

Ca; CoSense of order (plan in mind about what to do next or how to get along
with caregiving)

CaCaregiver depressive symptoms

CoStability of caregiver perceived depressive symptoms (level is maintained
despite increasing care needs)

CoCaregiver guilt

CaFeeling of helplessness

CoQuality of life (caregiver)

CoQuality of life (person with dementia)

CoCaregiver well-being

CoCaregiver (physical or psychological) health

CoCaregiver satisfaction

CoCongruousness of caregiving arrangement with caregiver’s preferences
and wishes

CoCaregiver attitude toward caregiving

CoSense of confidence

Co    Sense of confidence in decision-making

Co    Sense of confidence in managing caregiving challenges

CoCaregiver mastery

CoEmpowerment (eg, in finding support by oneself)

CoFeeling well advised

Ca; CoProblem-solving ability

CoRealization of counselors’ suggestions (eg, changes in the home environ-
ment, use of support services, creation or use of personal space, and hob-
bies)
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Identifying interview partnerOutcomes

CoBalance between caregiving and self-care

CoRecognition of personal limits in caregiving capacity

CoSafety of care

CoStability of caregiving arrangement over time

CoNumber of support services used

CoDuration of caregiving arrangement

CoTime to transition to long-term care facility

CoExtent and stability of caregiver’s support network

CoNumber of conflicts with care-receiving person

CoCost of care

aCa: caregivers.
bCo: counselors.

Taken together, the statements of the two participant groups on
effective counseling include the following characteristics: an
empathetic, appreciative, and compassionate attitude; knowledge
transfer; provision of materials and help with bureaucracy;
providing a view from the “outside”: classifying, weighting,
and sorting caregiving issues; recommendations for action (eg,
dealing with changes in behavior); support in decision-making
and in defining boundaries; and sustainability and continuity.

Comments and suggestions of participating caregivers and
counselors that have been incorporated into the program theory
and that are represented in the logic model are referred to in the
section Logic Model and Program Theory.

Logic Model and Program Theory
The logic model of the technology-assisted counseling
intervention is provided in Figure 2.

Figure 2. Logic model of the technology-assisted counseling intervention. AI: artificial intelligence; ICT: information and communication technology.
*The theory of change, the outcomes chain, and the outcomes listed in Tables 1 and 3 will be subject to a future consensus-building process.

In the following section, we outline the program theory. The
detailed version can be obtained from the authors on request.

The contextual factors of family dementia care in Germany on
the macro-, meso-, and microlevels are illustrated in green in
the logic model: Ongoing demographic developments lead to
an imbalance between care needs and families’ capacity to
provide care. Challenges faced by individuals assuming

caregiving responsibilities can be exacerbated by fragmented
health care services and complex legal regulations. The unequal
distribution of support services across communities with varying
resources can result in inadequate support for family caregivers
of persons with dementia.

The problem to be addressed is the inadequate use of counseling
services by family caregivers of persons with dementia. Study
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participants indicated that caregivers are rarely made aware of
the counseling services available. Moreover, caregivers often
do not actively seek contact with services because they feel
overwhelmed by caregiving tasks, experience feelings of shame,
or hesitate due to the perceived effort involved.

In our theory of change, we outline how a technology-assisted
counseling intervention may help to address this issue: We
hypothesize that an increased awareness of counseling services
among family dementia caregivers leads to an initial use
associated with a beneficial and supportive experience.

As both caregivers and counselors emphasize the importance
of continuous counseling and support, we propose that
counselors adopt unobtrusive strategies to maintain engagement
with caregivers. Using diverse types of ICT that caregivers are
familiar with facilitates the ongoing contact with counselors.
This approach fosters a sustainable, long-term supportive
cooperation that enables consistent counseling throughout all
stages of the caregiving process.

In the outcomes chain, we describe the immediate and
intermediate outcomes, which were derived by clustering
outcomes identified in the literature and those mentioned by
study participants (refer to Tables 1 and 3). We assume that
long-term counseling cooperation leads to improved caregiver
knowledge about caregiving aspects (eg, the (potential) course
of dementia, how to deal with changed behavior of the person
with dementia, and available support services), to an enhanced
attitude toward caregiving, and to improved interaction with
the care-receiving person. This entails an altered impact of
caregiving, in that the caregivers perceive decreased negative
effects such as burden, distress, feeling of helplessness, and
increased positive effects such as sense of confidence,
empowerment, and satisfaction. Caregivers are thereby enabled
to actively and purposefully shape the caregiving arrangement,
for example, by using support services and to achieve
congruousness of the caregiving arrangement with their own
preferences and values. Caregivers perceive stability of the
caregiving arrangement and safety of care despite unpredictable
developments and dynamics and are aware that they may
approach counselors any time needed. This leads to an improved
living situation for both the caregivers and the persons with
dementia. As indicated by the arrows in the logic model, the
levels of the outcomes chain can occur in a recursive process.

Within the theory of action, we specify the inputs and actions
through which the theory of change can be initiated [17]. The
inputs specified in the theory of action are derived from the
statements of study participants presented above and from
intervention components described in the literature (refer to
Multimedia Appendix 3). As counselors emphasized the
importance of adequate working conditions, we incorporated
aspects such as sufficient staffing, measures to promote a
supportive working environment, and access to informational
resources, including libraries and databases. Appropriate
technological equipment and infrastructure, along with IT
support, enable the reliable delivery of technology-assisted
counseling. Furthermore, networks for cooperation with
complementary services—either within the organization or in
collaboration with external providers—are crucial for providing

effective support. Program activities are directed at enabling
counselors to provide technology-assisted counseling to family
dementia caregivers competently and confidently. The activities
depicted in the logic model further promote supportive working
relationships by fostering mutual support within the team and
articulating shared values in their work, for example, through
manuals or counseling concepts. The implementation of a public
information campaign may help to raise awareness of counseling
services and facilitate outreach to family caregivers. In addition,
diverse services are integrated to ensure timely, individualized
support. Considering limited personnel, financial, and time
resources, counselors are empowered to use ICT and artificial
intelligence (AI) applications sufficiently to optimize the
efficiency of services. Outputs represent the tangible, measurable
products of activities [17]. We included the availability of the
intervention manual and the information material, as well as
the number of persons using counseling or other services and
the number of events such as meetings to enhance cooperation
within the team, within the organization, and with other
organizations, as well as counts of types of ICT.

Discussion

Principal Findings
In this paper, we present the results of a scoping review and a
qualitative study synthesized into a logic model and a program
theory of a technology-assisted counseling intervention for
family caregivers of persons with dementia. Information
obtained from literature, empirical findings from the qualitative
substudy, and theoretical approaches have been merged to guide
the future COS consensus process and the modeling of the
intervention.

Theoretical Approaches and Implications of Evolving
Technological Modalities Informing the Program
Theory
Presumed mechanisms of the technology-assisted counseling
intervention were informed by theoretical approaches
underpinning the interventions identified in the scoping review:
The model of determinants of subjective burden of caregivers
of persons with dementia forms the theoretical framework of
the Dementelcoach intervention [68]. Aspects such as
caregivers’ personal characteristics, material and social
circumstances, and the support they receive are integrated into
the program theory. In addition, the concept map of the
Internet-Based Caregiver Support Service (ICSS) described by
Chiu and Eysenbach [92] to conceptualize usage behavior of
family caregivers by integrating 3 theoretical approaches
(Anderson’s model of health service utilization, Venkatesh’s
theory of technology acceptance, and Chatman’s and Wilson’s
information behavior theories) was used to shape our theoretical
understanding. Factors such as dynamic and individual caregiver
needs, perceived efforts of ICT options, and preferences in using
ICT [92] have been taken into account.

Further findings of the scoping review illustrate how
technologies used for delivering counseling have evolved over
time from technology-assisted counseling provided exclusively
via telephone to counseling via chats or SMS text messaging.
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In addition, multiple technologies are used in some interventions
for establishing contact or delivering counseling. This
diversification has led to a partial overlap in the categories
formulated to group interventions in this paper.

The appropriateness of technological options for administering
counseling varies with respect to availability, flexibility, and
requirements for technological equipment and skills [3,8]. In
addition, the suitability of the various technological approaches
for discussing personal issues in depth or addressing specific
requests directly is perceived differently [3,8]. Therefore, we
will integrate multiple technological ways to access counseling
in the development of the intervention to accommodate
caregivers’ individual needs and resources and to enhance
technology acceptance.

The combination of various ICT systems poses higher demands
on counselors’ technological literacy and counseling
competencies. To effectively switch between various modes of
delivery, counselors require specific qualifications and skills,
for example, to compensate for the lack of visual clues during
telephone counseling, to facilitate openness in conversations
via videoconferencing software, or to address counselees’
concerns in written asynchronous communication such as email
or chat [8]. To enable counselors to use ICT confidently, inputs
of the intervention aim at promoting an effective working
environment by including adequate technological equipment
and infrastructure as well as available support by IT specialists
for training counselors and troubleshooting.

Overcoming Utilization Barriers Through Integrated
Access Modalities and Targeted Outreach
Caregivers and counselors participating in the qualitative study
largely expressed a preference for in-person counseling. The
reluctance to use ICT that we observed despite the shift toward
technology-assisted services during the SARS-CoV-2 pandemic
[110] could have been partly influenced by the older age of the
participating caregivers. Nevertheless, Gonzalez-Fraile et al [3]
state in their systematic review that remotely delivered training
and support interventions appeared to be less acceptable than
control interventions, as assessed by attrition rates. Therefore,
we integrated face-to-face services offered at counseling centers
or in caregivers’ home environments into the program theory
of the technology-assisted counseling intervention.

We hypothesize that the combination of diverse technologies
in addition to in-person counseling contributes to overcoming
barriers to utilization of counseling services. The different
characteristics of technological options allow for the targeting
of distinct user groups. Findings of the qualitative study indicate
that SMS text messaging is rather highly accepted among
middle-aged or older persons and can be used to maintain
contact and emotional involvement by sharing photos or
invitations to events. Results from the literature also show that
SMS text messaging is suitable for addressing disparities in
access to caregiving support for persons belonging to minorities
[98,106]. The needs of ethnic groups may also be met by
counseling via email, offering an alternative service model
[99,100]. Participants of the qualitative substudy stated that
nonnative speaking persons may benefit from conversations via

email as the asynchronous communication gives them more
time to consider counselors’ suggestions.

As outlined above, caregivers described in detail the
consequences arising from the caregiving responsibility
summarized in the theme “being affected.” Feeling overwhelmed
and stressed can prevent caregivers from actively seeking
information and support [111]. In addition, the lack of awareness
as well as the regional lack of availability contributes to the
underuse of support services such as counseling [111]. We
therefore included a campaign in the program theory to increase
awareness among public and professional communities about
counseling opportunities. By reaching out through an enhanced
digital and analog presence, we aim to encourage family
dementia caregivers to initiate contact to counseling services.

Embedding Counseling Services for Maintaining
Ongoing Contact
Inquiries about the caregivers’ mental models during the
interviews indicate that family dementia caregivers often do
not distinguish between the different objectives of various
support services. While professionals intend to give room for
sharing caregiving experiences in support groups, for example,
some of the participants also expected information to be
conveyed at these meetings. Embedding counseling in a variety
of support services may contribute to supplementing the
supportive effect of individual interventions, to maintaining
contact, and to actively offering support when need occurs.
Interventions offering counseling as part of a comprehensive
program with non-technology-assisted components provide
examples of such an approach: One example combines telephone
counseling with a group activity program for
community-dwelling individuals with dementia, aiming to
empower persons with dementia and their caregivers [97].
Another combines telephone coaching (Dementelcoach) with
respite care, thereby enhancing the effectiveness of the
intervention [68]. A third example links two eHealth caregiver
interventions to existing Meeting Centers for persons with
dementia and their family caregivers [63,96].

Integrating AI Technology to Mitigate the Shortage
of Skilled Health Care Professionals
With care needs increasing due to the demographic development,
the shortage of skilled health care workers results in higher
workloads and accelerated turnover rates [112]. Various
strategies are described for retaining health care staff [112].
Authors of the Dementelcoach study reported that professionals
delivering the intervention were part-time workers in the
psychogeriatric sector. These professionals were encouraged to
expand their work hours to provide counseling in conjunction
with their existing jobs [68]. Offering a complementary activity
may help to meet existing support needs in the face of the
shortage of skilled staff [68].

All participating counselors reported a high workload, and the
growing scarcity of skilled professionals may further exacerbate
work-related stress [113]. To reduce time spent on
documentation and administrative tasks, AI technology will be
integrated into the intervention at the level of partial automation
by augmenting human performance [113]. In using large
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language models for transcribing counseling sessions and
composing summaries, counselors are relieved of documentation
tasks and allowed to focus solely on counselees’concerns during
sessions. AI can also be used for scheduling tasks and to compile
lists of regionally available support services for caregivers based
on an AI-augmented database [114]. AI-drafted content will be
evaluated by counselors to ensure accuracy and quality of
information. This may help to alleviate concerns associated
with the use of AI in the context of vulnerable groups—in
particular, concerns about the reliability of information, privacy,
and data security [113].

In sum, technology can make an important contribution to
overcoming problems arising from the increasing need for
support due to the growing number of persons with dementia
[6], the growing shortage of skilled health care professionals
[115], and social and infrastructural inequalities [116]. It is
essential that technology-assisted counseling interventions are
designed with consideration of individual and situational
requirements in order to enhance their acceptability and
feasibility from the perspectives of both recipients and providers
[117].

Strengths and Limitations
We established a profound database for formulating an initial
program theory and preparing for the development of a COS
by integrating knowledge obtained from literature and the lived
experience of two interest-holder groups. Participants in the
qualitative study were recruited all over Germany. Caregivers
living in urban and rural regions shared their experiences with
counseling services, but we did not succeed in recruiting a
heterogeneous sample in terms of age and gender. This may
impose limitations on findings, as perspectives of younger and
diverse caregivers, who might be more technologically savvy,
are underrepresented. Younger family caregivers who are also
employed, particularly long-distance caregivers, may be more
inclined to use ICT to access counseling services. By combining
various technological access options with in-person counseling,
we advocate for an inclusive approach that addresses the needs
of diverse target groups.

We were able to identify commonalities and differences in the
interest-holders’ expectations and mental models, which were
incorporated into the program theory.

Another limitation is the inclusion of only two groups of
interest-holders. Due to the limited duration of the project, we
were not able to expand the study population of the qualitative
inquiry. Representatives of providing organizations and
policymakers will be included in the consensus process of the
COS.

We followed accepted methodological guidance [13,17] and
integrated methodological approaches in an innovative way.
This proved to be beneficial: When asked about potential
outcomes for measuring effectiveness of counseling,
interviewees reflected on and critically questioned their own
ideas and expectations. We found it advantageous to consider
adequate outcomes from the beginning of the development
process, to debate underlying (hypothesized) causal
relationships, and to visualize causal assumptions in the logic

model. This theory-led approach to the development,
implementation, and evaluation of a technology-assisted
counseling intervention for family caregivers of persons with
dementia is consistent with the recommendations of the updated
UK Medical Research Council guidance [9].

Future Directions
We will perform a theory-led approach to modeling,
implementing, and evaluating the technology-assisted counseling
intervention for family dementia caregivers. In a first step, the
“long list” of outcomes will be created in accordance with the
COS development methodology [13]. The participants of the
qualitative study found it surprisingly difficult to name potential
outcomes for assessing the effectiveness of counseling
interventions, which led to a high number of (partially)
overlapping outcomes. In a follow-up study, we will involve
representatives of interest-holder groups such as family
caregivers, counselors, managers of provider organizations, and
researchers to integrate outcomes reported in literature (Table
1) and outcomes identified by interview partners (Table 3):
Redundant outcomes will be removed; for example, outcomes
such as “burden,” “guilt,” and “stress or distress” were identified
in both the literature and interviews. The remaining outcomes
will then be grouped into outcome domains applying ontologies,
as proposed by Williamson et al [13]. The resulting “long list”
of clustered outcomes forms the basis for the consensus process
of the COS [13]. We will apply the Delphi approach involving
groups of relevant interest-holders to determine important
clinical outcomes [13]. To establish a shared understanding
among participating interest-holders, elements of the program
theory will be gradually integrated into the consensus process.
At the outset of this process, we will use the logic model to
visualize and critically discuss the theory of change.
Subsequently, the importance of individual outcomes will be
rated in Delphi rounds and finally consented in a consensus
conference [13].

The refined logic model and program theory will then be used
for modeling the intervention in collaboration with practice
partners in a future research project. The logic model will serve
to foster a shared understanding among the individuals involved
and to systematically document the adaptation of key
components to the specific context [9,18].

Conclusions
We developed an initial program theory of a technology-assisted
counseling intervention for family caregivers of persons with
dementia by introducing a methodological innovation. Findings
obtained from interest-holder groups and literature are
synthesized into a program theory and visualized by a logic
model. We have also compiled a comprehensive list of potential
outcomes, which includes the outcomes examined in clinical
studies and those that are relevant from the perspective of
interest-holders. This enables the consensus process for
finalizing the COS for technology-assisted counseling
interventions.

These results will inform the theory-led modeling,
implementation, and evaluation of the intervention, which will
include a customized ICT package. This package has the
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potential to improve accessibility to counseling for caregivers
by overcoming disparities in access to health care services. In
addition, the design of the intervention can positively impact

work conditions for health care professionals delivering support
and improve the efficiency of services.
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Abstract

Background: Online consultation platforms have become an important component of survivorship care for patients with cancer,
offering flexible access to oncology expertise between scheduled visits. However, evidence on what drives the willingness of
survivors of cancer to continue using online consultations after initial adoption remains limited in China. A better understanding
of continuance intention is needed to inform survivor-centered digital health strategies.

Objective: This study aimed to explore the influencing factors of continued use of online consultations among survivors of
cancer in southwest China and develop a grounded theoretical model explaining continuance intention.

Methods: A grounded theory qualitative design was used. A total of 26 adult survivors of cancer with diverse demographic and
clinical characteristics were purposively recruited from a tertiary cancer center in southwest China. All participants had used
online consultations at least once in the preceding year. Semistructured telephone interviews were audio recorded; transcribed
verbatim; and analyzed using open, axial, and selective coding with constant comparison until theoretical saturation was reached.
During selective coding, categories and their relationships were integrated and iteratively refined to construct a grounded theoretical
model of continuance intention.

Results: Six interrelated domains influenced survivors’ continued use of online consultation platforms: platform quality,
physician competence, user perception, individual condition, external context, and privacy concerns. Platform quality and physician
competence influenced user perception of usefulness, reassurance, and trust, which functioned as a mediator of continued use.
Individual condition, including health status, health literacy, and psychological needs, influenced both perceived usefulness and
reliance on online consultations. External context, especially family encouragement, peer recommendations, and availability of
local oncology services, directly facilitated or constrained continued use. Privacy concerns moderated how survivors balanced
perceived benefits against risks of data misuse, stigma, and unwanted disclosure of cancer history. Survivors described online
consultations as offering rapid guidance and emotional support that complemented hospital-based care but reported discontinuation
when interactions were delayed or impersonal or when perceived privacy risks outweighed the benefits.

Conclusions: The willingness of survivors of cancer to continue using online consultation platforms depends on multiple
interrelated factors beyond traditional technological usability. Sustained engagement is shaped by survivors’ perceptions of
usefulness and trust, physician empathy and timeliness, family encouragement, and acceptance of privacy trade-offs. The theoretical
model advances understanding of digital health continuance in oncology and offers practical guidance for developing
survivor-centered online consultation services.

(J Med Internet Res 2026;28:e84644)   doi:10.2196/84644
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Introduction

Background
Cancer remains one of the leading causes of morbidity and
mortality worldwide, placing a tremendous burden on health
systems, families, and individuals. Advances in diagnosis and
treatment have improved survival rates, and as a result, the
population of survivors of cancer continues to expand [1-3].
However, survivorship is not simply the period after treatment.
It also includes ongoing challenges such as long-term side
effects, fear of recurrence, psychosocial adjustment, and the
need for continuous follow-up care. The World Health
Organization and many national cancer control programs have
emphasized the importance of survivorship care as an integral
component of comprehensive cancer management [4,5].

Digital health technologies have become increasingly important
in bridging gaps in access to care, especially for patients
requiring long-term monitoring [6-8]. Online consultation
platforms, accessed through mobile apps or web portals, allow
survivors to communicate with oncology professionals, seek
advice on symptoms or lifestyle modifications, and receive
psychological support. For survivors living in regions with
limited oncology resources, online consultation provides a vital
link to specialists otherwise geographically inaccessible [9-12].
Even in urban centers with advanced hospitals, the platforms
offer convenience and continuity between scheduled in-person
visits [13,14].

The COVID-19 pandemic further accelerated the adoption of
telemedicine and online health services, demonstrating their
potential to supplement traditional care [14-16]. Survivors of
cancer, often immunocompromised, benefitted from reduced
exposure to hospital environments through digital consultations.
As health systems adapt to postpandemic realities, online
consultation is positioned as a permanent component of
integrated cancer survivorship care. However, the long-term
viability of such services depends not merely on initial adoption
but also on survivors’ willingness to continue using them.
Therefore, understanding the factors that shape continued use
is essential for sustaining the role of online consultation in
oncology care.

Research on online consultation and telemedicine has expanded
rapidly in recent years, with a growing focus on use patterns
and determinants of adoption [17-19]. Several theoretical models
have guided this scholarship. The technology acceptance model
(TAM) and expectation confirmation model (ECM) are
frequently used to examine perceived usefulness, ease of use,
and satisfaction as drivers of continued use. Studies across
various digital health contexts, including mobile health apps,
wearable devices, and patient portals, have confirmed that
perceived usefulness and trust are strong predictors of sustained
engagement [19-22].

In oncology, early work has highlighted the potential of online
consultation to support symptom management, medication
adherence, and communication between patients and health care
professionals. For example, randomized controlled trials
involving survivors of breast cancer have demonstrated that
digital follow-up systems improve quality of life and reduce
hospital visits [23-26]. Observational studies in Europe and
Asia have reported that online consultation platforms are
especially effective in providing dietary advice, managing side
effects, and delivering psychosocial support to survivors [27-29].

A growing body of literature has investigated continuance
intention in digital health contexts. In nononcology populations,
continuance is influenced by habit formation, social influence,
and perceived quality of service. For instance, research on
chronic disease management apps has found that individuals
with strong digital literacy and positive reinforcement from
peers are more likely to continue use [30-32]. Other studies
have identified cost, accessibility, and integration with offline
care as determinants of sustained use [33,34]. However, in
cancer populations, empirical evidence remains fragmented.
Some studies of survivors of breast cancer have revealed that
online consultation provides emotional reassurance and
complements offline care [35-37], whereas others have found
that survivors discontinue use due to inconsistent physician
availability and lack of trust [38].

In this study, continuance intention refers to survivors’ intention
to keep using an online consultation platform after initial
adoption rather than a single episode of use. In digital health,
continuance intention is essential because the benefits of
telemedicine and online consultation usually accumulate through
repeated contacts, ongoing symptom management, and sustained
relationships with clinicians. If survivors discontinue use after
early trials, online services may show good initial uptake yet
fail to deliver long-term gains in symptom control, psychological
support, or care coordination.

While prior studies provide valuable insights into adoption of
and satisfaction with online consultations, few have
systematically investigated the factors influencing continued
use by survivors of cancer over time. Most quantitative research
has relied on preexisting models such as the TAM or ECM,
which capture perceptions of technology but may not adequately
reflect the lived realities of survivorship. Survivors navigate a
complex interplay of medical, psychological, social, and
technological factors. Their willingness to sustain engagement
with online consultation platforms cannot be reduced to
perceived usefulness alone.

There is also a lack of theory-building research specific to
oncology survivorship in the Chinese context. Most studies of
digital health continuance have applied established frameworks
such as the TAM and ECM with a focus on perceived
usefulness, ease of use, and satisfaction. Such models were not
developed for the complex realities of cancer survivorship,
where survivors simultaneously manage late effects, fear of
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recurrence, family expectations, and resource constraints in the
health system. Without theory grounded in survivors’ lived
experiences, especially within Chinese sociocultural and
institutional settings, it is difficult to design online consultation
services that are both acceptable and sustainable.
Theory-building work can clarify which technological,
relational, and contextual influences matter most for continuance
and how they interact during survivorship care.

Objectives
Therefore, this study aimed to explore the factors that influence
the continued use of online consultation platforms by survivors
of cancer in southwest China and develop a grounded theoretical
model explaining continuance intention in this context.
Specifically, this study sought to identify individual, relational,
and contextual influences on continued use and articulate how
such influences interrelate within survivorship care.

Methods

Study Design
This study used a grounded theory qualitative design to examine
factors influencing continuance intention regarding online
consultations among survivors of cancer. The approach by
Strauss and Corbin [39] was adopted, with iterative cycles of
data collection and analysis and a 3-stage process of open
coding, axial coding, and selective coding [40]. Constant
comparative analysis was used to compare incidents within and
across interviews and refine categories and their properties as
the theoretical model developed [41].

Study Setting
This study was conducted at the Sichuan Cancer Hospital and
Institute, Sichuan Cancer Center, the Affiliated Cancer Hospital
of the University of Electronic Science and Technology of
China. This institution is the largest national tertiary cancer
hospital in southwest China, with comprehensive functions in
cancer prevention, treatment, rehabilitation, research, and
education. Its extensive clinical services and diverse patient
population made it an ideal setting for examining the experiences
of survivors of cancer with online consultation platforms.

Participants and Recruitment
Participants were adult survivors of cancer with diverse cancer
types and in diverse survivorship stages who had used an online
consultation platform at least once in the preceding year.
Inclusion criteria were age of ≥18 years, confirmed cancer
diagnosis, completion of initial treatment or in active follow-up,
at least one prior online consultation related to cancer care
within the previous year, and ability to communicate via
telephone in Mandarin. Survivors with severe cognitive
impairment or acute clinical distress or who were unable to
communicate effectively via phone were excluded. The criterion
of at least one recent online consultation ensured that
participants could describe concrete experiences with platform
use and decisions about continued use rather than hypothetical
views.

Recruitment followed purposive sampling to maximize diversity
in age, gender, cancer type, treatment stage, and place of

residence. During outpatient follow-up appointments, clinical
nurses and oncologists briefly introduced the study to eligible
survivors and, with permission, shared contact details with the
research team. The team then telephoned interested survivors
to provide detailed study information, confirm eligibility, and
arrange an interview time. In survivorship support groups and
patient-led online forums, a short study notice invited interested
survivors to contact the team directly. All invitations were active
rather than open public advertisements. Degree of experience
with online consultation and digital literacy were not used as
formal sampling strata. Instead, the focus was on variation in
survivorship trajectories and clinical backgrounds. Digital
literacy was not assessed using a standardized scale, which is
acknowledged as a limitation when interpreting differences in
continuance intention.

Data Collection
Data were collected through semistructured telephone
interviews, which were chosen to accommodate survivors living
in different regions and reduce travel burden. After eligibility
was confirmed, interviews were scheduled at times convenient
for participants, usually outside routine clinic visits. Two trained
oncology nurses (YY and MZ) conducted all interviews. Both
interviewers worked at the same tertiary cancer center but were
not part of the clinical team directly responsible for participants’
current treatment. At the start of each interview, the interviewer
introduced their professional background, clarified the voluntary
nature of participation, and emphasized that decisions about
care would not be affected by participation. Interviews followed
a flexible guide covering experiences with online consultations,
reasons for continued use or discontinuation, family and social
influences, and privacy concerns. (Multimedia Appendix 1)
Interviews lasted between 25 and 40 minutes, were audio
recorded with permission, and were transcribed verbatim in
Mandarin. Each transcript was anonymized and assigned an
identifier (C01 to C26).

Data Analysis
Data analysis began after the first interviews and proceeded
concurrently with ongoing data collection. Two researchers
(YY and MZ) conducted line-by-line open coding on an initial
set of transcripts to identify concepts related to survivors’
experiences of online consultations, perceived benefits and
drawbacks, relational and family influences, and privacy
concerns. (Multimedia Appendix 2) Codes were compared,
merged, and refined in regular meetings, and a preliminary
coding framework was developed.

During axial coding, conceptually similar codes were clustered
into categories, and relationships among categories were
explored using constant comparison across participants and
time points. Analytic memos documented emerging ideas about
potential mediators, moderators, and contextual conditions
influencing continuance intention. In the selective coding stage,
categories were integrated into 6 higher-level domains and a
core category of continuance intention. The developing
theoretical model was iteratively checked against the data,
including accounts that appeared to deviate from early
interpretations, and revised until it accounted for the range of
observed patterns.
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Coding was conducted independently by the 2 researchers, and
discrepancies were discussed and resolved through consensus,
with a third researcher (YD) consulted when needed. An audit
trail including codebooks, memos, and diagrams was maintained
to support transparency and dependability. Sampling became
increasingly focused as analysis progressed, for example, by
recruiting survivors from different age groups and residential
areas once the importance of family involvement and privacy
concerns became clear. Theoretical saturation was assessed after
23 interviews when no new categories were identified and
relationships between domains appeared stable. Three additional
interviews were conducted to confirm saturation and ensure that
the model held true for more recent cases.

Rigor and Trustworthiness
Credibility and trustworthiness were supported through multiple
strategies. First, purposive and iterative sampling captured
survivors with diverse demographic and clinical backgrounds
to enhance variation in experiences. Second, 2 researchers
independently coded transcripts and compared interpretations
in regular analysis meetings, with disagreements resolved
through discussion and involvement of a third researcher where
required. Third, constant comparison and negative case analysis
were used to test whether the evolving model could
accommodate accounts that challenged early assumptions.
Fourth, an audit trail of coding decisions, memos, and diagrams
was maintained to support dependability and confirmability.
Finally, brief member checking was conducted with 4
participants who were invited to comment on thematic
summaries; they confirmed that the domains and relationships
reflected their experiences. Reporting follows the Standards for
Reporting Qualitative Research and is informed by the COREQ
(Consolidated Criteria for Reporting Qualitative Research)
guidelines.

Researcher Positionality
The research team consisted of oncology clinicians and nursing
researchers working in a tertiary cancer center in southwest
China. The interviewers were oncology nurses with
long-standing experience caring for survivors during treatment
and follow-up, which facilitated rapport but may also have
shaped the topics explored and the way in which participants
described their care. The senior author is a nuclear medicine
physician with experience in survivorship care and digital health
initiatives in the hospital where this study was conducted. The
team acknowledges that familiarity with hospital-affiliated
online platforms and a generally positive view of digital health

could influence interpretation of the data. To address this,
assumptions were documented in analytic memos, and team
discussions explicitly considered alternative explanations and
accounts that did not align with expectations.

Ethical Considerations
The study protocol was reviewed and approved by the ethics
committee of Sichuan Cancer Hospital and Institute (approval
SCCHEC-02-2020-036). All participants received verbal and
written information about the study and provided informed
verbal consent before the interviews. Participation was
voluntary, and survivors could decline questions or withdraw
at any time without consequences for their clinical care.

To protect privacy and confidentiality, audio recordings were
stored on password-protected devices accessible only to the
research team, and transcripts were deidentified by removing
names and other direct identifiers. Potentially identifying
combinations of demographic and clinical details were
aggregated in reporting so that individual participants could not
be recognized. No financial incentives or material compensation
were provided for participation.

Results

Participant Characteristics
The 26 participants included 15 (58%) women and 11 (42%)
men, with most being middle-aged (40-49 years: n=8, 31%;
50-59 years: n=7, 27%). Survivors of breast cancer constituted
the largest group (n=7, 27%), followed by lung (n=4, 15%) and
colorectal (n=3, 12%) cancer, whereas other cancer types such
as cervical, ovarian, prostate, gastric, and thyroid cancer each
represented 8% (n=2), and liver and kidney cancer each
represented 4% (n=1). Survivorship stages were balanced, with
31% (n=8) in active treatment and 35% (n=9) each in remission
and long-term survivorship. Educational levels ranged from
23% (n=6) with a high school or lower level to 12% (n=3) with
postgraduate education. Most participants (n=11, 42%) were
employed, and 62% (n=16) lived in urban areas as presented in
Table 1.

Analysis identified 6 domains shaping the continued use by
survivors of cancer of online consultation platforms: platform
quality, physician competence, user perception, individual
condition, external context, and privacy concerns. The
interrelationships among the domains formed a theoretical model
explaining continuance intention.
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Table 1. Sociodemographic and clinical characteristics of survivors of cancer participating in grounded theory interviews on continuance intention
regarding online consultations in southwest China (N=26).

Participants, n (%)Category

Gender

15 (58)Female

11 (42)Male

Age (years)

5 (19)30-39

8 (31)40-49

7 (27)50-59

6 (23)≥60

Cancer type

7 (27)Breast

4 (15)Lung

3 (12)Colorectal

2 (8)Cervical

2 (8)Ovarian

2 (8)Prostate

2 (8)Gastric

2 (8)Thyroid

1 (4)Liver

1 (4)Kidney

Treatment stage

8 (31)Active treatment

9 (35)Remission

9 (35)Long-term survivorship

Educational level

6 (23)High school or lower

10 (38)College or junior college

7 (27)Bachelor’s degree

3 (12)Master’s degree or higher

Occupation status

11 (42)Employed

7 (27)Retired

3 (12)Homemaker

3 (12)Self-employed

2 (8)Unemployed

Geographic location

16 (62)Urban

10 (38)Semiurban or rural

Platform Quality
Platform quality encompassed service quality and information
quality. Survivors valued consistent access to oncology
specialists, transparent consultation fees, reliable technical

support, and effective complaint resolution. Information quality
included completeness of physician profiles, clarity of treatment
explanations, and access to trustworthy cancer-related
educational content as presented in Table 2.
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Table 2. Themes and subthemes related to platform quality influencing continuance intention regarding online consultations among survivors of cancer.

QuoteKey insightsSubtheme

“The charges were clear. I could reach the same oncologist again. The conve-
nience made me continue.” [C04; male; survivor of gastric cancer]

Survivors expected efficient systems, reason-
able fees, and transparent policies.

Service quality

“I can see which doctors are experts or which are younger doctors. It’s easier
than going to the hospital.” [C21; female; survivor of ovarian cancer]

Accurate physician and treatment information
increased trust.

Information quality

Physician Competence
Physician competence emerged as central. Survivors highlighted
professional expertise, communication ability, and timeliness.

Expertise reassured patients on side effect management and
recurrence risks. Compassionate communication provided
emotional support. Timely responses were critical, especially
during treatment as presented in Table 3.

Table 3. Themes and subthemes related to physician competence influencing continuance intention regarding online consultations among survivors
of cancer.

QuoteKey insightsSubtheme

“When the doctor explained why my fatigue persisted, it felt like guidance
I could trust.” [C18; male; survivor of lung cancer]

Detailed, tailored explanations increased
trust.

Professional expertise

“She told me that anxiety was normal, and suddenly I felt less alone. That
made me come back.” [C09; female; survivor of breast cancer]

Survivors valued empathy and encourage-
ment.

Communication ability

“During chemo, hours felt like days. A fast reply was the reason I kept
using the app.” [C23; male; survivor of colorectal cancer]

Delays discouraged use; quick replies rein-
forced reliance.

Timeliness

User Perception
User perception comprised ease of use, perceived usefulness,
and positive expectation. Survivors emphasized the importance
of intuitive interfaces and smooth navigation. Usefulness was
defined as reassurance between hospital visits, management of
treatment side effects, and guidance for lifestyle adaptation.
Positive expectation referred to trust in the future development
of digital health services.

Survivors described online consultations as a lifeline during
uncertain recovery phases. One participant noted the following:

Even when nothing urgent, knowing I could reach
professional doctors quickly gave me comfort. [C06;
female; survivor of cervical cancer]

Individual Condition
Individual condition referred to health literacy, health status,
and personal needs. Survivors with higher health literacy were
more confident in engaging online, whereas those with limited
literacy faced challenges in sustained use. Health status
influenced patterns: those experiencing lingering treatment
effects frequently sought reassurance, whereas long-term
survivors without active symptoms used consultation more
sporadically. Needs extended beyond medical queries to
psychological reassurance and lifestyle advice.

One participant said the following:

After surgery I still had numbness in my hands, and
I didn’t always know if it was normal. Having the
online consultation gave me a way to check quickly
without waiting weeks for my hospital appointment.
[C02; female; aged 52 years; survivor of breast
cancer]

External Context
External context included family encouragement, peer influence,
and offline health care alternatives. Family members often
facilitated continued use, particularly adult children assisting
older survivors with technology. Peer groups shared
recommendations of reliable platforms, which reinforced trust.
Survivors in rural areas with limited oncology services relied
heavily on online consultations, whereas those living near
tertiary hospitals sometimes preferred in-person visits.

For instance, a participant mentioned the following:

My son insisted I keep using the app. He said it was
safer than traveling two hours to the hospital every
time I worried about something small, and he even
helped me learn how to pay for consultations. [C09;
male; aged 63 years; survivor of colorectal cancer]

Privacy Concerns
Privacy concerns centered on disclosure of medical records,
genetic test results, and sensitive images. Survivors expressed
anxiety about misuse of their cancer history but balanced this
against perceived benefits. When consultations provided timely
reassurance, survivors accepted privacy trade-offs.

One survivor explained the following:

I hesitated before uploading my CT scans, but the
doctor’s advice was worth it. [C12; male; survivor of
prostate cancer]

Interrelationships Among Domains
The findings revealed that platform quality and physician
competence had a strong influence on user perception of online
consultations, including perceived usefulness, reassurance, and
trust. User perception, in turn, mediated the relationship between
these domains and continuance intention. Survivors’ decisions
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to continue or discontinue online consultations depended on
how they interpreted their cumulative experiences rather than
on isolated platform attributes. Individual condition, including
health status, health literacy, and psychological needs, directly
shaped both perceived usefulness and reliance on online
consultations. External context, such as family encouragement,
peer influence, and accessibility of local oncology services,
provided structural conditions that either facilitated or

constrained continued use. Privacy concerns moderated the
influence of other domains by intensifying or weakening the
impact of perceived benefits. Survivors with high privacy
concerns sometimes restricted or stopped use despite recognizing
benefits, whereas institutional trust in hospital-affiliated
platforms could soften privacy fears and support continued
engagement (Table 4).

Table 4. Representative relationships among domains in the grounded theory model and their descriptions.

DescriptionRelationship

Perceptions of usefulness and trust shaped continuity.User perception→intention

Service quality enhanced trust and ease of use.Platform quality→perception

Physician expertise built reassurance.Physician competence→perception

Peer recommendations influenced adoption.External context→intention

Active symptoms increased reliance.Individual condition→intention

Anxiety reduced willingness.Privacy concern→intention

Theoretical Model
The final theoretical model positions continuance intention at
the center, influenced by 6 interconnected domains. Platform
quality and physician competence directly influence user

perception, which mediates the relationship with continuance.
Individual condition and external context exert both direct and
indirect effects. Privacy concerns act as a contextual moderator,
influencing the strength of survivors’ willingness to continue
(Figure 1).

Figure 1. Grounded theory model of continuance intention for online consultations among survivors of cancer. Platform quality and physician competence
influence continuance intention indirectly through user perception (mediator). Individual condition and external context have direct effects on continuance
intention. Privacy concerns have a direct negative effect on continuance intention and moderate the association between user perception and continuance
intention (N=26).

Discussion

Principal Findings
Analysis of in-depth interviews with 26 Chinese survivors of
cancer identified 6 interrelated domains that shaped continuance
intention: platform quality, physician competence, user
perception, individual condition, external context, and privacy
concerns. The domains were integrated into a theoretical model
illustrating how survivors’ decisions to continue using online
consultation platforms were mediated by perceptions of
usefulness, trust, and accessibility while being simultaneously
shaped by their personal health status, family influences, and
privacy considerations. The findings underscore that continued

use is not determined solely by technological ease or usefulness
but emerges from a dynamic negotiation among survivors’
individual needs, relational contexts, and systemic constraints.

Comparison With Prior Work
Previous studies have consistently identified perceived
usefulness, trust, and habit formation as determinants of
sustained use. For example, research on mobile disease
management apps has demonstrated that convenience and ease
of monitoring reinforce long-term engagement [42,43]. Other
studies have linked continuance intention to perceptions of
quality of physician feedback and integration into daily routines
[44,45]. This suggests that the mechanisms of continuance
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identified in our study are not unique to oncology but resonate
with broader digital health behaviors.

Survivors of cancer often experience uncertainty long after
completion of primary treatment, with concerns about
recurrence, lingering side effects, and psychosocial adjustment
[46-48]. Unlike users of general wellness or chronic disease
apps, survivors in our study emphasized the importance of
empathetic physician communication and reassurance as key
reasons for continuing online consultations. This aligns with
studies on survivors of breast cancer, which have found that
online consultations offer emotional support and alleviate
isolation [49,50]. By centering survivors’ voices, our grounded
theory extends beyond existing quantitative models that have
often prioritized technological features over relational care.

Privacy concerns emerged as a moderator of continuance
intention. Prior work has documented anxiety about data security
in telemedicine broadly [51,52], but our findings reveal that
survivors actively weigh the risks of disclosure against perceived
benefits of reassurance. For example, some participants
expressed hesitation about uploading genetic test results or
sensitive images but, ultimately, continued use when the
consultation reduced uncertainty. This dynamic risk-benefit
trade-off is less discussed in the literature but resonates with
recent studies in Chinese mobile health contexts, which report
that patients are more willing to share personal data when
platforms are affiliated with reputable hospitals [53]. Our study
shows that this negotiation is particularly salient in oncology,
where personal health information carries social and familial
implications.

The findings need to be interpreted within the sociocultural
context of southwest China. Survivors’ decisions about online
consultations were often negotiated within families rather than
made individually. Adult children in particular encouraged
continued use, assisted with technical tasks, and sometimes
controlled access to online services. Trust in public
hospital-affiliated platforms reduced worries about data misuse
compared with commercial platforms and supported acceptance
of privacy trade-offs. At the same time, differences in digital
literacy and internet access between urban and rural areas and
between younger and older survivors shaped how readily
survivors could use and benefit from online consultations. Such
features of the Chinese context influence the transferability of
the model to other settings and illustrate the value of theory
development that is grounded in local sociocultural dynamics.

The configuration of the model would likely differ in health
care contexts characterized by lower institutional trust or more
individualistic decision-making. In low-trust settings,
institutional affiliation may be less able to buffer privacy
concerns, and privacy concerns may exert a more direct negative
effect on continuance rather than primarily moderating perceived
benefits. In more individualistic contexts, the external context
pathway via family facilitation may be weaker, whereas
individual appraisal of risk, autonomy, and personal preference
may play a stronger role in shaping continuance intention.

Theoretical and Practical Implications
This study advances understanding of digital oncology care in
several ways. It focused on continuance intention rather than
on initial adoption or satisfaction, emphasizing the long-term
dynamics of survivor engagement. It developed a
theory-informed framework grounded in the lived experiences
of survivors of cancer in China, addressing an important gap in
survivorship research. The model highlights how technological
features, physician competence, survivor perceptions, individual
conditions, family and social contexts, and privacy concerns
interact to shape continued use of online consultation platforms.
As a result, it offers a more comprehensive account of digital
health continuance and practical guidance for policymakers,
health care institutions, and technology developers who seek
to design sustainable services for survivors of cancer.

Theoretically, this study shows the value of grounded theory
for examining continuance intention in digital health and extends
work based on the TAM and the ECM. Existing frameworks
foreground technological usability, perceived usefulness, and
satisfaction. In contrast, this model integrates relational,
contextual, and personal health factors as core elements of
continuance, thereby expanding the conceptual vocabulary for
studying sustained engagement with health technologies. Unlike
consumer technologies where continuance is often driven by
convenience, entertainment, or routine fit, continuance intention
in oncology survivorship is structurally anchored in clinical
uncertainty, perceived vulnerability, and reliance on professional
reassurance between episodic in-person visits. Survivors
re-engage when symptoms, late effects, or fear of recurrence
create a need for interpretation and emotional stabilization,
making the relationship with clinicians and the perceived safety
of the channel central to sustained use. In this context,
reassurance and trust operate as distinct relational mechanisms
rather than as subcomponents of perceived usefulness.
Reassurance reflects reduction of uncertainty and emotional
distress through clinician responsiveness and empathy, whereas
trust reflects confidence in physician competence and
institutional credibility. Both shape whether survivors interpret
online consultations as safe and legitimate for ongoing
survivorship management, which explains why user perception
mediates continuance intention through reassurance and trust
in addition to instrumental usefulness.

The model also clarifies the role of user perception. Survivors’
willingness to continue was shaped not only by platform quality
or physician competence in isolation but also by how combined
experiences influenced perceptions of usefulness, trust, and
reassurance. User perception functioned as an active interpretive
process that mediated the impact of system attributes and
survivorship trajectories on continuance intention. In addition,
this study offers a more refined understanding of privacy
concerns in digital health. Privacy concerns operated as a
dynamic moderator that affected the strength of continuance
intention depending on how survivors weighed perceived
benefits against perceived risks. This view moves beyond simple
classifications of users as either concerned or unconcerned and
encourages consideration of continuance as an ongoing
negotiation.
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From a practical standpoint, the findings suggest several
priorities for online consultation services in oncology. Platforms
should ensure clear physician profiles, transparent fee structures,
and reliable technical support so that survivors can form stable
expectations about service quality. Clinicians who provide
online consultations require support and training in empathetic
communication to address survivors’ psychological and
emotional needs in addition to clinical questions. Timely
responses are particularly critical for survivors in active
treatment, which supports the integration of triage protocols,
clear coverage arrangements, and notification systems that
reduce avoidable delays. Addressing privacy concerns calls for
transparent communication about data protection policies and
visible affiliation with trusted institutions; survivors in this study
expressed greater confidence in platforms linked to tertiary
hospitals. Finally, given the central role of family
encouragement, platform features that facilitate caregiver
involvement, such as options for shared access or
family-oriented consultation modes, may align with prevailing
cultural practices and help sustain survivor engagement over
time.

Limitations
First, this study was conducted in a single regional tertiary
cancer center in southwest China. Although the institution serves
a large and diverse catchment area, experiences in other regions
or health systems may differ. Second, the sample comprised
survivors who were willing and able to participate in telephone
interviews and who had had at least one prior online
consultation, which may bias findings toward survivors who
are more engaged with digital services. Standardized measures
of digital literacy and prior telehealth experience were not
collected, limiting the ability to quantify their influence on
continuance intention. Third, interviews were conducted by
oncology nurses affiliated with the same institution, which may
have introduced social desirability bias or inhibited criticism
of hospital-based platforms despite efforts to emphasize
independence from clinical decisions. Finally, qualitative
findings are interpretive and context specific; future research
using mixed methods and larger samples is needed to test and
refine the model in other oncological and cultural settings.

Future Directions
Future research should test the theoretical model developed in
this study through quantitative methods. Large-scale surveys
could examine the relative influence of the 6 domains and
validate their interrelationships. Cross-cultural comparative
studies would be valuable to assess whether the role of family
support and privacy negotiation is unique to China or
generalizable to other contexts. Furthermore, longitudinal
research could explore how continuance intention evolves across
different phases of survivorship, from active treatment to
long-term follow-up.

Intervention studies could also evaluate strategies to strengthen
continuance. For instance, training programs for physicians in
digital empathy or platform designs that allow for caregiver
participation may enhance perceptions of usefulness and trust.
Policy research should investigate frameworks for data
protection that balance survivors’ privacy with the need for
effective digital oncology services. As cancer survivorship
continues to grow worldwide, such research is critical for
integrating online consultations into sustainable, patient-centered
models of care.

Conclusions
Six interrelated domains influenced the continuance intention
of survivors of cancer to use online consultation platforms:
platform quality, physician competence, user perception,
individual condition, external context, and privacy concerns.
The grounded theory model shows that continued use results
from a dynamic negotiation between perceived benefits and
perceived risks that is shaped by survivors’health needs, family
roles, and institutional trust. Beyond summarizing determinants
of service use, the model provides a theory-based foundation
for designing and evaluating online consultation services that
are more responsive to survivors’ long-term needs. By clarifying
how technological, relational, and contextual influences interact
in a Chinese oncology setting, this study contributes to broader
efforts to build sustainable and equitable digital health systems
in cancer survivorship care.
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Abstract

Background: Social media platforms such as Reddit have become important spaces where individuals articulate their distress,
seek support, and explore alternative ways of understanding mental health outside traditional institutional frameworks. These
environments provide an opportunity to examine mental health discourse at scale, offering perspectives that extend beyond
traditional clinical and research settings.

Objective: This study aims to examine the structure of mental health communities on Reddit by identifying patterns of association
between mental disorders reflected in user activity and assessing how these relationships align with established diagnostic
categories in the ICD (International Classification of Diseases).

Methods: We manually curated 114 Reddit communities focused on specific mental health conditions from the 20,000 most
active subreddits in 2022. Each community was labeled into 49 disorders and categorized under 9 ICD diagnostic categories
within the group of mental and behavioral disorders, collectively known as the F codes. We constructed a disorder association
network by identifying statistically significant user overlaps based on coposting across subreddit pairs using a bipartite configuration
model, with Bonferroni-corrected significance (P<.001). We analyzed the connectivity of the network within and across diagnostic
categories, examining inter- and intracategory links. Finally, we compared the structure of disorder associations inferred from
Reddit with the ICD classification derived from diagnostic criteria using hierarchical clustering.

Results: The inferred Reddit network of psychopathology revealed an interconnected structure (density=0.135), with all but 6
disorders forming a single giant component that spans across all 9 diagnostic categories. The most prominent disorders by number
of users included hyperkinetic disorders (85,000), depressive episodes and recurrent depressive disorders (73,000), habit and
impulse disorders (69,000), pervasive developmental disorders (52,000), and generalized anxiety disorder (44,000). In terms of
connectivity, posttraumatic stress disorder (17/48 of all possible connections), obsessive-compulsive disorder (16/48), and
depersonalization-derealization disorder (15/48) emerged as the most central in the network of positive disorder associations,
while schizotypal disorder, avoidant personality disorder, and agoraphobia were the most central when accounting for the
association strength. At the level of disorder categories, several disorders, such as bipolar disorder and premenstrual dysphoric
disorder, displayed high intercategory associations but weak intracategory ties, indicating blurred diagnostic boundaries. The
network of negative coposting associations revealed a divergence from the expectations of past research; for instance,
addiction-related communities (eg, alcohol and opioids) were negatively associated with much of the broader mental health
discourse. Finally, hierarchical comparisons showed moderate overlap between the Reddit network of disorder associations and
the ICD network of diagnostic criteria, both in pairwise edge similarity (13% of edges present in both networks) and overall
clustering (Adjusted Rand Index=0.295).
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Conclusions: Reddit-based mental health communities reveal a complementary structure of disorder associations shaped by
lived experience, often diverging from formal diagnostic criteria and exhibiting patterns of association that do not align with
established diagnostic boundaries.

(J Med Internet Res 2026;28:e80958)   doi:10.2196/80958
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Introduction

Mental health problems have remained one of the main public
health concerns, especially among younger populations [1-3].
This trend has unfolded amid rapid technological advancements
and broader societal changes, including the lasting disruptions
brought by the COVID-19 pandemic [4,5]. Yet, the pace of
these societal and technological shifts has not been matched by
corresponding adaptability in the broader health care system.

The challenge of adaptability is particularly evident in the
diagnostic frameworks of psychopathology. Clinical taxonomies
such as the DSM (Diagnostic and Statistical Manual of Mental
Disorders) and the ICD (International Classification of
Diseases) provide standardized frameworks for identifying,
labeling, and treating psychological conditions. In these systems,
disorders are defined and grouped into diagnostic categories
based on symptom profiles, potential causal mechanisms or
course of illness. These categories serve essential roles in
practice: they guide diagnostic and treatment decisions, shape
insurance coverage, structure research protocols, and enable
communication across professionals. However, despite their
utility, these frameworks and their diagnostic categories are
built on standardized assumptions that inevitably generalize
and oversimplify inherently subjective and dynamic experiences.
Consequently, they have faced ongoing criticism regarding the
ambiguity of their boundaries and their limited clarity, stability,
and cultural relevance across diverse contexts [6-8]. Recent
reform efforts, such as the Research Domain Criteria and the
Hierarchical Taxonomy of Psychopathology, aim to address
these limitations, but also underscore the complexity and
ongoing contestation surrounding psychiatric classification in
the pursuit of a more fluid, flexible, and context-sensitive
approach to understanding mental illness [9-11]. However, such
efforts cannot be fully undertaken in isolation from the shifting
social and technological environments that shape how symptoms
are expressed, experienced, and interpreted.

Over the past 2 decades, digital technologies have transformed
nearly every facet of daily life, including how individuals relate
to their own mental health. Mobile connectivity and online
social media play central roles in how people articulate their
experiences, shape their identities, and seek support [12,13].
Platforms such as Reddit have emerged as key infrastructures
for navigating psychological problems, particularly for
individuals who may not have access to, or trust in, formal
health systems [14]. The appeal of these spaces is amplified by
the limitations of traditional care: clinical services often
prioritize severe cases, socioeconomic barriers restrict access,
and not all individuals are equally willing or able to seek
professional help. Even when accessed, brief and episodic

consultations may leave little room to capture the full scope of
ongoing psychological struggles [15-17]. By contrast, the
anonymity and decentralization of digital health communities
enable frank discussions of stigmatized experiences, which
allows users to articulate symptoms and explore possible
explanations. In doing so, these platforms contribute to a
contemporary, living discourse around mental health.

Because users can engage freely, anonymously, and repeatedly
over time, digital health communities provide a naturally
occurring data source for examining both the expression of
diverse conditions and their interrelations [18,19]. While
research on online platforms has typically emphasized diagnostic
tools or peer support within isolated communities or narrow
disorder sets [20-22], recent cross-community studies have
started studying online mental health communities through
comparative and cross-community perspectives. For example,
Morini et al [23] analyzed the content of 67 mental health
communities on Reddit and showed that support-seeking and
venting are dominant posting intents, and that community
feedback shapes subsequent participation. In parallel, Jin and
Zhu [24] constructed a multimorbidity network linking diabetes
communities to 88 other disease subreddits, revealing
connections to mental health and weight-management forums
and showing that discussion of physical illness can extend into
mental health–focused communities. Such cross-community
studies have the potential to complement traditional research
and open the way for examining large-scale, system-level
patterns of psychopathology and the diagnostic frameworks that
represent them.

Empirical research on diagnostic frameworks and relationships
between disorders has largely relied on 2 sources: surveys and
clinical registers. Surveys capture subsets of symptoms in
specific populations and depend on self-report, which is difficult
to validate at scale [25-27]. On the other hand, while clinical
registers are based on verified diagnoses, they typically contain
biases based on severity, health care access and even diagnostic
conventions [28,29]. As such, both perspectives offer important
yet partial views on the structure of psychopathology. We
position digital mental health communities, specifically Reddit,
as a complementary source that provides behavioral signals of
perceived relatedness among mental disorders. These data are
not confined to small samples or predefined diagnostic
categories, and they are not restricted to clinically severe cases.
Instead, they capture large-scale, naturally occurring expressions
of personal experience that cannot replace survey or register
approaches, yet can broaden the empirical basis for
psychopathology research and enable triangulation across
complementary sources.
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We study the structure of psychopathology on Reddit by
analyzing users’coposting activity in condition-specific mental
health communities. The dataset comprises 114 subreddits, each
centered on a distinct disorder, collectively covering more than
half a million users and over 1.5 million posts. By tracing
associations across disorders through shared patterns of
coposting, we adopt a data-driven network perspective on how
conditions are interconnected in contemporary contexts. This
perspective draws on tools from network analysis that have
grown influential in mental health research, particularly network
psychometrics, where disorders are modeled as systems of
interacting symptoms rather than latent disease categories
[30-32]. Whereas network psychometrics emphasizes
within-disorder architecture, we shift the focus to relationships
between disorders as reflected in cross-community engagement.
In doing so, we complement symptom-level approaches of
psychopathology with a view of how people navigate multiple
diagnostic ideas at once, negotiating meaning and seeking
support across disorder boundaries.

Our main objective is to infer a significance-based network of
associations between mental health conditions as expressed
through online engagement. We identify pairs that co-occur
more or less often than expected, as well as mental health
conditions that act as high-degree bridges across diagnostic
categories. We highlight clusters of co-occurring disorders and
examine strong cross-category connections that may signal
transdiagnostic roles not anticipated by existing taxonomies.
Finally, we compare the Reddit-derived structure with the
hierarchy encoded in the ICD-10 (International Statistical
Classification of Diseases, 10th Revision) diagnostic criteria,
outlining conceptual and structural differences that contribute
to the broader discussion on psychiatric nosology. In this way,
Reddit functions as both a site of peer support and a window
into how people collectively make sense of mental health beyond
formal clinical narratives.

Methods

Study Design
The study design centers on the structure of user coposting
across disorder-specific subreddits as a behavioral proxy for
latent relationships between mental health disorders. We treat
statistically significant user overlap between subreddit pairs as
evidence that seeking advice for one disorder is associated with
seeking advice for another, indicating that the 2 disorders are
conceptually proximate. Such proximity may rise from several
mechanisms, such as comorbidity, where users experience or
suspect multiple concurrent disorders; diagnostic progression,
where users transition between diagnoses over time; and
misdiagnosis, where users reconsider or question a diagnosis,
whether self-identified or clinically provided. Although some
overlap could reflect general cross-community engagement,
previous research shows that most mental health content on
Reddit centers on first-person struggles rather than general
discussion [14,23]. Our own validation supports this pattern:
more than two-thirds of posts contain more self-referential
pronouns (“I,” “me,” and “myself”) than references to others
(refer to Multimedia Appendix 1), consistent with help-seeking

grounded in personal experience. To limit residual unrelated
activity, we infer edges only when observed user overlap
exceeds expectations under a conservative bipartite
configuration model with stringent multiple-comparison control
(refer to the “Network Inference” subheading below). As a final
major design choice, we decided to focus on activity through
posts rather than comments. Posts in disorder-specific
communities are the primary venue for sharing experiences and
seeking help, whereas comments are more reactive, often
offering advice or feedback. While comments provide valuable
perspectives on peer interaction and information diffusion, their
scale and heterogeneity risk diluting the signal of the
help-seeking behavior we aim to capture. Together, these design
choices justify interpreting coposting as a cautious but credible
signal of perceived relatedness between disorders without
interpreting activity as evidence of diagnosis or medical history.

Data
We collected Reddit data through the Pushshift application
programming interface by looking into the 20,000 biggest
subreddits [33,34]. From this corpus, we manually curated a
list of subreddits whose primary focus is to provide information,
support, and shared lived experience related to specific mental
health conditions. Each candidate subreddit was reviewed
individually, considering both its description and posted content,
and was included only if those corresponded to a distinct
disorder as described in the ICD-10 (2019 release) [35].

Each included subreddit was annotated according to its
corresponding ICD-10 diagnostic code at level 4 granularity
(eg, F48.1, depersonalization-derealization syndrome). To study
the complete hierarchy of psychopathology, we further annotated
each community to higher-level categories of the ICD taxonomy,
including level 3 codes (eg, F48, other neurotic disorders) and
level 2 codes (eg, F4, neurotic, stress-related, and somatoform
disorders). For completeness and future interoperability, we
also provided mappings to the equivalent codes in the ICD-11
(International Classification of Diseases, 11th Revision), a
taxonomy that is yet to be used in practice. In total, 114
condition-specific mental health subreddits were identified and
classified into 49 unique ICD-10 disorders, covering 9 level 2
diagnostic categories of mental and behavioral disorders (from
F0 to F9). A full list of annotated subreddits and their
hierarchical coding is provided in Multimedia Appendix 2 and
is publicly available for reuse, along with a separate table listing
all disorders and their corresponding ICD-10 codes.

We restricted our analyses to posts from 2022 to ensure temporal
consistency and avoid confounding effects from major
platform-level disruptions. This includes discontinuities
associated with the COVID-19 pandemic and subsequent policy
or moderation shifts, as well as more recent artifacts linked to
the rise of generative artificial intelligence [36,37]. The resulting
dataset comprised 1,513,016 posts authored by 545,330 unique
users across all included mental health subreddits. On average,
each user contributed 2.77 posts, with 96,742 (17.74%) users
posting in more than 1 mental health subreddit, which forms
the foundation for our analysis of disorder co-occurrence (refer
to Multimedia Appendix 3 regarding the distribution of posts
across disorder categories and subreddits). To enhance data

J Med Internet Res 2026 | vol. 28 | e80958 | p.1477https://www.jmir.org/2026/1/e80958
(page number not for citation purposes)

Evkoski et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


quality, we excluded accounts indicative of automated or
spam-like activity. Specifically, the dataset excluded users who
posted more than 365 times in the study year (corresponding to
a rate of more than 1 post per day), as well as known automated
accounts listed in the publicly available bot directory BotRank
[38]. Ultimately, the data collection procedure resulted in a
comprehensive representation of Reddit’s mental health
discourse by systematically covering the major
condition-specific communities active on the platform.

Network Inference

Overview
The main objective of this work is to infer relationships between
mental health conditions as they emerge from patterns of shared
user participation across the studied disorder-related subreddits.
To this end, we constructed a weighted network in which each
node represents 1 of the 49 classified mental health disorders,
defined at the level 4 granularity of ICD-10 codes, and edges
capture statistically significant user coposting overlaps between
the sets of subreddits corresponding to each disorder pair. The
construction involved 4 key steps: computing user overlap
between disorder pairs, estimating a null model for expected
coposting, determining statistical significance, and assigning
edge weights based on deviation from null expectations.

Disorder Association Metric
For each pair of disorders, we measured the strength of
coposting association by calculating the overlap coefficient
between the sets of users who contributed to subreddits of each
corresponding disorder. This coefficient captures the size of the
user intersection normalized by the smaller of the 2 user sets:

where x and y denote the sets of unique users who posted in the
subreddits associated with each disorder.

The overlap coefficient is particularly suited for capturing
asymmetric coengagement. By measuring the proportion of
shared users relative to the smaller community, we can address
cases where participation in one subreddit could be almost
entirely embedded within another. This property aligns well
with the hierarchical and overlapping conceptualization of many
mental health conditions, where narrower or less prevalent
disorders often exist within the broader spectrum of more
common ones.

Null Model and Statistical Testing
To assess the significance of observed user overlaps, we used
a binary bipartite configuration model as the null model. The
user-disorder bipartite network was constructed with one set of
nodes representing users and the other representing mental
health disorders, where an edge denotes a post by a user in a
subreddit labeled with a specific disorder. To generate the null
distribution, we randomly rewired the bipartite network 10,000
times while preserving the degree distributions of both users
and disorders and preventing multiedge cases. Each rewired
network underwent several edge swaps equal to 10× the total
number of edges, ensuring sufficient randomization while

maintaining the original participation heterogeneity. This
approach follows established practices in bipartite network
analysis, where degree-preserving randomization is commonly
used to construct realistic null models for statistical inference
[39,40].

For each disorder pair, we computed the distribution of overlap
coefficients across the 10,000 null replicates and evaluated the
statistical deviation of the observed overlap using a standard z
score. To correct for multiple comparisons across all possible
disorder pairs (n × [n – 1] / 2), we applied a Bonferroni-corrected
significance threshold of P<.001 [41]. Based on this, each
disorder pair falls into one of 3 categories:

• Positive association: observed overlap is significantly higher
than expected.

• Negative association: observed overlap is significantly
lower than expected.

• No evidence for association: observed overlap does not
differ significantly from null expectations.

Edge Weights and Network Representation
For each statistically significant association, we assigned a
weight equal to the difference between the observed and the
mean expected overlap coefficient. This measure reflects the
magnitude of deviation from the null, with higher values
indicating stronger-than-expected co-occurring between
disorders. Theoretically, the weights range from 0 (no deviation)
to 1, with larger values signaling greater empirical association
strength relative to what would be expected by chance under
the null model.

The resulting structure was represented as two undirected
weighted networks of positive and negative disorder
associations. This network representation enabled intuitive
interpretation of pairwise association patterns, capturing the
relational landscape of psychopathology. An interactive online
version of the network visualization was also developed to
facilitate further exploration (refer to Multimedia Appendices
4 and 5) [42-44].

Node-Level Metrics
To characterize the centrality of disorders within the inferred
network, we computed 2 measures of connectedness:

• Unweighted degree: the total number of significant
associations (edges) for a given disorder. This captures how
broadly a condition is connected across the mental health
landscape.

• Weighted degree: the sum of edge weights for all
associations of a disorder. This emphasizes the cumulative
strength of its connections, highlighting conditions that
might not have many links, yet maintain particularly strong
associations.

Across analyses, we used both unweighted and weighted edges
depending on the methodological requirements of each
approach. Comprehensive data for both unweighted and
weighted node degrees of the Reddit network are provided in
Multimedia Appendix 2.
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ICD-10 Network of Diagnostic Criteria
As a reference point for the Reddit-derived association network,
we constructed a network of mental disorders based on formal
diagnostic criteria, referred to as the ICD-10 diagnostic criteria
network. This network was built using data curated by Tio et
al [45], who systematically extracted diagnostic symptoms for
each ICD-10 code falling into Chapter F: mental and behavioral
disorders. This dataset provides a standardized operationalization
of disorder-level symptom profiles for ICD-10 codes that remain
in clinical use [46]. It offers a unique opportunity to analyze
relationships between disorders grounded in clinical definitions,
which are otherwise difficult to access in a machine-readable
or systematically coded form. As such, we used this network
for comparing the ICD-10 diagnostic structure with the
association patterns inferred from the coposting activity on
Reddit.

In the ICD-10 diagnostic criteria network, each node (disorder)
was represented as a set of diagnostic criteria, and the edge
weight (strength of connection) between 2 disorders was
calculated as the overlap coefficient between their diagnostic
criteria sets. This formulation mirrors our approach to the Reddit
network, enabling a consistent comparison across both systems.
To ensure a valid basis for comparison, we restricted this
network to include only those disorders for which a
corresponding Reddit community had been identified in our
manual curation.

Hierarchical Clustering of Association Networks
We used hierarchical clustering to study the potential modular
and hierarchical structure of the association network derived
from Reddit, as well as that of the ICD-10 diagnostic criteria
network. This approach, which has previously been used to
uncover grouping patterns in association networks [47-49],
allowed us to infer latent groupings of mental health conditions
based on observed similarity patterns. Importantly, it enabled
a system-level comparison of the 2 networks, moving beyond
pairwise overlap to examine how broader patterns of
connectivity and disorder organization differ between Reddit
discourse and the formal ICD-10 diagnostic structure, akin to
comparing hierarchical network communities.

We applied standard agglomerative clustering with average
linkage, where 2 clusters were merged based on the average
distance between all pairs of disorders across the 2 clusters [50].
Since the weighted edges in both networks represent similarity
(rather than distance), we defined the distance between any 2
disorders x and y as:

d(x,y) = max(e(x,y)) – e(x,y)

Where e(x,y) is the observed similarity (edge weight) and max(e)
ensures that distances are positive and properly scaled for
clustering.

To assess the extent to which each network exhibits clustered
structure, we first computed the weighted modularity, a standard
quality function that quantifies how much edge weight lies
within clusters compared to between clusters, relative to the
expectation under a weighted degree-preserving null model
[51]. This allowed us to evaluate and compare the overall

modular organization of the Reddit network and the ICD-10
diagnostic criteria network.

For a clustering π (nodes grouped into clusters), the weighted
modularity is defined as:

Where wi,j is the observed edge weight, si=∑jwi,j is the weighted
degree of node i, 2W=∑ijwij is the total edge weight, and 1{⋅}
equals 1 when i and j are assigned to the same cluster.
Intuitively, higher weighted modularity values indicate a clearer
community structure. Qw is large when within-cluster
connections carry more weight than expected under a null model
preserving node strengths.

Since raw modularity depends on network density and degree
or strength heterogeneity, we estimated the normalized
modu la r i ty  fo r  each  ne twork  under  a
degree-sequence–preserving null model to enable a fair
comparison between the Reddit network and the ICD-10
network of diagnostic criteria. For each network, we first
generated an ensemble of randomized topologies by repeatedly
swapping edge pairs and their associated weights, thereby
preserving the overall degree sequence and weight distribution
while randomizing the network. Then, for each randomized

graph G', we evaluated Qw(G',π(τ )) on the same partition π(τ )
obtained from the observed network; this isolates how expected
the observed within-cluster concentration of weight is, given
the degree and weight distribution.

We then calculated the normalized modularity, defined as the
difference between the observed modularity and the expected
value under the null model:

ΔQw=Qw(G,π(τ ))–E[Qw(G',π(τ ))]

where the latter was estimated from 1000 randomized
realizations. Finally, for each dendrogram height produced
through hierarchical clustering, we evaluated the normalized
weighted modularity and compared the Reddit network with
the ICD-10 network of diagnostic criteria, focusing on the
clustering results corresponding to the dendrogram cuts with
the highest normalized weighted modularity in each network.
In other words, the final clustering of a network is obtained as
the cut τ  that maximizes ΔQw across all admissible cuts:

To evaluate the similarity between the final clusters of the 2
networks, we used 2 standard comparison indices: the Adjusted
Rand Index (ARI) and the normalized mutual information (NMI)
[52]. ARI measures the agreement between 2 clustering results
by quantifying how often pairs of nodes are grouped or separated
in the same way, adjusted for chance. NMI captures the amount
of shared information between the clusters of the networks and
is less sensitive to differences in the number or size of clusters.
Both metrics range from 0 (no agreement beyond chance) to 1
(perfect correspondence).

J Med Internet Res 2026 | vol. 28 | e80958 | p.1479https://www.jmir.org/2026/1/e80958
(page number not for citation purposes)

Evkoski et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Ethical Considerations
The subreddits analyzed in this study are publicly accessible
and do not require login credentials. Posts are shared under
pseudonymous accounts, and all usernames were further
pseudoanonymized before analysis to protect privacy. Given
the sensitive and personal nature of the disclosures that may
appear in these vulnerable communities, we applied strict
privacy safeguards and limited all reporting to aggregated
results, without focusing on individual cases and basing our
analysis only on coposting rather than the content of the posts
themselves. The study was purely observational, involving no
interaction or intervention with users. We did not attempt to
contact individuals, and no analyses were conducted that could
enable reidentification of participants. Our approach followed
widely recognized ethical frameworks for internet-mediated
research [53-56]. In particular, we adhered to the Tri-Council
Policy Statement: Ethical Conduct for Research Involving
Humans (TCPS 2), which emphasizes proportional safeguards
for minimizing risks when analyzing data from public platforms
where individuals can reasonably expect to be observed without
explicit consent [57]. This research was also reviewed and
approved by the Department of Network and Data Science
Ethical Research Committee at the Central European University
(reference no 2024-2025/16/ RD/DNDS).

Results

The Reddit Network of Psychopathology
We constructed a data-driven network of mental health disorder
associations based on user coposting behavior across 114 Reddit
communities. Each node in the network corresponds to a
disorder-level ICD-10 code (Chapter F), and edges represent

statistically significant coposting links, derived from observed
versus expected user overlap.

The derived Reddit network of positive associations consists
of 49 nodes and 159 edges, with a density of 0.135. Despite this
relative sparsity, the network forms a single giant component
encompassing 43 of the 49 disorders, exemplifying the
interconnectedness of mental health conditions. Only 3 disorders
remained isolated without any associations, indicating a lack
of shared user engagement with other conditions. These isolated
disorders are F00-F03 (dementia), F63.0 (gambling addiction),
and F98.5 (stuttering).

Figure 1 (top panel) shows a circular layout of the Reddit
network. Node size corresponds to the total number of users
active in that disorder’s subreddits, and node color denotes its
ICD-10 diagnostic category. The disorders with the highest
number of users include F10 (alcohol addiction), F32-F33
(depressive episodes and recurrent depression), F63.8 (other
habit and impulse disorders, including excessive masturbation
and pornography addiction), F84 (pervasive developmental
disorders in ICD-10; termed autism spectrum disorder in
ICD-11), and F90.0 (hyperkinetic disorders in ICD-10; termed
attention-deficit/hyperactivity disorder [ADHD] in ICD-11).
While the distribution of user activity is heterogeneous, we
observed no significant association between the number of users
engaging with a given disorder and the number of connections
in the network. This lack of association between volume and
connectivity supports the robustness of the inference method,
suggesting that network centrality reflects patterns of coposting
that cannot be explained simply by subreddit size (refer to
Multimedia Appendix 6 for correlation results between degree
and volume).
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Figure 1. Network of positive associations among disorders derived from Reddit coposting activity in 2022, covering 114 condition-specific communities
(subreddits) mapped to ICD-10 (International Classification of Diseases, 10th Revision) Chapter F (Mental and Behavioral Disorders). The network
includes 49 disorder nodes linked by 159 edges. Top: a circular (radial) network visualization. Each node represents a distinct ICD-10 disorder, grouped
and color-coded by higher-level diagnostic category (F1-F9). Node size indicates the number of unique users who posted at least once in the corresponding
subreddits. Edges connect pairs of disorders that share a statistically significant overlap in user activity, estimated with a bipartite configuration null
model and corrected for multiple testing (Bonferroni-adjusted, P<.001). Edge density and cross-category links illustrate the extent of interconnectedness
across diagnostic boundaries. Bottom: disorder-level statistics. The center panel shows the number of users associated with each disorder. The bottom
panel shows the degree of each disorder, defined as the number of significant co-occurring associations, broken down into intracategory associations
(links within the same ICD-10 level-2 group) and intercategory associations (links connecting disorders across different ICD-10 groups; eg, between
F1 and F5). Colored bars highlight the maximum values within each diagnostic category. Together, these panels summarize both the structure of the
Reddit-based disorder network and the relative prominence of individual disorders by participation size and connectivity.

Figure 1 (bottom panel) shows the degree distribution of nodes
in the network, revealing substantial heterogeneity in how
strongly different disorders are connected, ranging from highly
linked hubs to sparsely connected nodes (refer to Multimedia
Appendix 2 for results on weighted degrees). The most
connected disorders include F43.1 (posttraumatic stress disorder
[PTSD]), F42 (obsessive-compulsive disorder), F40.0
(agoraphobia), F48.1 (depersonalization-derealization
syndrome), and F60.6 (avoidant personality disorder). These

disorders emerge as transdiagnostic hubs, a concept central to
psychiatric nosology, with associations spanning a wide range
of other conditions. In contrast, disorders with minimal
connectivity, such as F10 (alcohol addiction), F17 (tobacco
addiction), and F52.0 (lack or loss of sexual desire), may reflect
more segmented or marginalized user groups, narrower
community focus, or greater diagnostic specificity, similar to
the 3 isolated disorders identified before in this subsection.
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The network of positive associations reveals a strong presence
of cross-category links, with 106 of 159 edges connecting
disorders classified in different ICD-10 diagnostic categories.
Notably, some disorders show markedly higher intercategory
associations than intracategory ones. For example, F43.1
(PTSD), F51.0 (nonorganic insomnia), and F33.8 (used here to
denote premenstrual dysphoric disorder) exhibit the largest
discrepancies, with strong cross-category ties but weak
integration within their respective ICD-10 groups. This pattern
also extends to entire higher-level diagnostic categories: all
conditions in F2 (schizophrenia, schizotypal, and delusional
disorders) and F3 (mood and affective disorders) display more
intercategory than intracategory connections, highlighting
particularly fluid boundaries for these diagnostic categories.

Negative Associations
While our primary focus was on positive associations, indicative
of shared user bases and potential comorbidity patterns, we also
identified a set of negative associations, where user coposting
occurred less frequently than expected under the null model.
However, due to methodological limitations, such results should
be interpreted at the level of individual edges only, not
aggregated across nodes. Specifically, the inference strategy
using a null model and the overlap coefficient to measure
association becomes increasingly insensitive to low coposting
rates in smaller or less active subreddits, introducing a
lower-bound bias that distorts node-level summaries of negative
associations (refer to Multimedia Appendix 7).

Despite this limitation, a consistent pattern emerges. Negative
associations were most commonly observed between
impulse-related disorders (eg, F10 for alcohol use, F11 for
opioid use, and F63.8 for other habit and impulse disorders)
and other mental health categories. These patterns may reflect
distinct user populations, stigma-driven disengagement, or
divergent framings of psychological distress and its
management. The presence of such negative ties underscores

that disorder communities on Reddit are not only interconnected
but also socially and discursively fragmented in ways that do
not always align with theoretical similarity and comorbidity
reported in the literature. A notable example is F11 (opioid use),
which showed negative associations with 7 of 12 nodes in the
F4 category (neurotic, stress-related, and somatoform disorders),
despite previous research suggesting strong links between
anxiety and opioid use [58,59]. A full list of negative edges and
their weights is provided in Multimedia Appendix 2.
Considering the limitations of our analysis on negative
associations, these findings warrant further investigation using
alternative methodological approaches better suited to capture
negative associations in smaller samples.

The Hierarchical Structure of Psychopathology:
Comparison With ICD-10 Diagnostic Criteria
To better understand the structural logic underlying user-inferred
relationships between mental health conditions, we examined
the emergent hierarchical organization of the Reddit coposting
network and compared it with a clinically derived alternative
based on diagnostic criteria overlap. While pairwise associations
are informative, a hierarchical view enables assessment of
whether larger clusters of disorders emerge in user behavior
and how these clusters compare with the taxonomy in the
ICD-10 system.

Figure 2 (top) presents both the Reddit and diagnostic
criteria–based networks using circular layouts. Both networks
contain the same set of 49 ICD-10 codes but differ in how
connections are formed: the Reddit network uses statistically
significant coposting links based on user overlap, while the
diagnostic criteria network connects disorders based on shared
clinical features, as curated by Tio et al [45]. Edges in both
networks are weighted by the overlap coefficient, which
quantifies the proportion of shared elements between 2 sets
relative to the smaller set.
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Figure 2. Comparison between 2 networks of mental health disorder relationships: 1 derived from Reddit user activity and 1 constructed from clinical
diagnostic definitions, illustrating both overlaps and divergences between lived-experience associations emerging from online peer support and the
formal structures encoded in psychiatric nosology. Top panels: circular network visualizations. The network on the left is based on coposting behavior
across 128 condition-specific Reddit communities (subreddits) active in 2022, mapped to International Classification of Diseases, 10th Revision (ICD-10)
Chapter F (Mental and Behavioral Disorders). Two disorders are linked if users post in both corresponding subreddits more often than expected by
chance. The network on the right is the diagnostic criteria network, based on a curated list of disorders and diagnostic criteria of ICD-10, where disorders
are linked if they share at least 1 formal diagnostic feature. In both networks, node size reflects connectivity (degree), and color indicates the ICD-10
diagnostic category (F0-F9). Black edges highlight associations that are common to both networks, while colored edges are unique to either Reddit
(orange) or the diagnostic criteria (blue). Bottom panels: hierarchical clustering of disorders in both networks. Agglomerative clustering with average
linkage was applied to identify higher-level clusters, with the cut-off chosen to maximize normalized weighted modularity (a measure of how well the
network separates into cohesive clusters beyond chance). The resulting normalized weighted modularity values were ΔQ_w=0.420 for Reddit and
ΔQ_w=0.521 for the diagnostic criteria network, showing that the Reddit network is more interconnected across diagnostic categories compared with
the more modular diagnostic criteria–based network. Cluster labels are simplified, human-readable summaries of underlying ICD-10 codes. ADHD:
attention-deficit/hyperactivity disorder; ARI: Adjusted Rand Index; NMI: normalized mutual information; OCD: obsessive-compulsive disorder; PTSD:
posttraumatic stress disorder.

We applied agglomerative clustering with average linkage to
both networks and identified the optimal clustering by cutting
the dendrogram at the level of maximum normalized weighted
modularity (ΔQmax). The resulting modularity scores were 0.444
(12 clusters) for Reddit and 0.521 (14 clusters) for the diagnostic

criteria network (Figure 2, bottom). This finding suggests that
the Reddit network is less modular, reflecting less distinct
clusters and more overlapping patterns of association compared
with the more compartmentalized structure based on symptom
overlap.
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Overall, the comparison of the 2 hierarchies showed partial
alignment between Reddit-based coposting behaviors and the
formal diagnostic structure, with areas of both convergence and
divergence. Only 13% of links were shared between the 2
networks, highlighting a substantial dissimilarity in their
underlying associations. This limited edge overlap suggests that
user-inferred connections diverge notably from those based on
diagnostic criteria. However, when comparing their hierarchical
structure, we observe more alignment. The ARI of 0.295 and
the NMI of 0.676 indicate moderate similarity between the
clusters of the 2 networks, pointing to partial similarity in how
disorders are categorized despite the underlying differences in
pairwise associations.

The Reddit network also presents a more convoluted structure,
with only 5 disorders remaining unclustered at the
modularity-optimal cut: F98.5 (stuttering), F00-F03 (dementia),
F10 (alcohol addiction), F63.0 (gambling addiction), and F63.8
(other habit and impulse disorders). In contrast, the diagnostic
criteria network leaves 8 disorders unclustered, with only 2
repeated from the Reddit network (stuttering and dementia).
Importantly, some of the conditions that remain unclustered in
the ICD-10–based network occupy more central positions in
the hierarchy of the Reddit network. These include F21
(schizotypal disorder), F43.1 (PTSD), F44.81 (dissociative
identity disorder), F84 (autism spectrum), and F90.0 (ADHD).
Although still considered peripheral in traditional diagnostic
systems, several of these conditions have received growing
attention in recent years, either for their proposed transdiagnostic
relevance [60,61] or for their apparent connection to broader
technological and social changes, including increased screen
exposure and digital media use [62-64]. Their presence in
Reddit-based clusters may indicate that users organize mental
health experiences in ways that diverge from formal diagnostic
structures, shaped instead by evolving discussions around
neurodivergence, trauma, and identity.

Some of the clusters in the Reddit hierarchy echo broader
dimensional models of psychopathology. For example, F32-F33
(depressive disorders), F41.0-F41.1 (anxiety disorders), and
F42 (obsessive-compulsive disorder) form a prominent cluster,
an intersection that is absent from the ICD-10 diagnostic
structure but aligns with internalizing spectra described in
dimensional models [10]. Another Reddit-derived cluster
connects psychotic conditions such as F20 (schizophrenia) and
F25 (schizoaffective disorder) with trauma-related disorders
such as F43.1 (PTSD) and F44.81 (dissociative identity
disorder), as well as personality disorders such as F60.3
(emotionally unstable personality disorder). This forms a cluster
of thought disorders situated at the boundary between conditions
typically conceptualized as internalizing or externalizing.

Discussion

Principal Findings and Relevance to Psychopathology
Research
To examine how anonymous users collectively make sense of
mental health problems and how this organization relates to
clinical diagnostic manuals, we analyzed activity in 114
disorder-focused Reddit communities involving 545,000 users

and more than 1.5M posts. We inferred a significance-based
network of associations among 49 disorders spanning 9 ICD-10
mental and behavioral disorder categories (F0-F9), derived from
patterns of coposting across communities. We then compared
this Reddit-based structure with a network constructed from
overlaps in diagnostic criteria defined in the ICD-10. The Reddit
network revealed a highly interconnected organization that
crossed traditional diagnostic boundaries. Several disorders
occupied central positions, acting as hubs that linked otherwise
distinct diagnostic categories, while others, particularly
substance- and behavior-related addictions, appeared less
integrated into the broader mental health discourse. Comparisons
of the hierarchical structure showed only partial correspondence
between the Reddit network and ICD-10, indicating that patterns
of association emerging from lived experience differ in
systematic ways from those encoded in formal taxonomies.
Viewed in this large-scale context, digital mental health
communities do not simply mirror existing diagnostic structures.
Instead, they organize mental distress through shared experience
and collective interpretation, producing a socially situated view
of how disorders relate to one another. This perspective extends
beyond what can be captured through surveys or clinical
registers alone and can help refine how comorbidity patterns
and disorder boundaries are understood outside formal clinical
settings.

In more detail, the statistical inference of the Reddit network
revealed 159 associations between the 49 studied disorders.
Despite its moderate density (0.135), the network formed a
large, connected component that encompassed 43 of the 49
conditions, indicating that most conditions were linked to one
another through chains of significant associations that cut across
traditional diagnostic categories. Complementary patterns have
been reported in symptom-level network research, where
psychopathology appears as a highly interconnected system
rather than clearly separated clusters [65].

Further looking into the structure of the Reddit network, several
disorders emerged as central transdiagnostic hubs, including
F43.1 (PTSD), F42 (obsessive-compulsive disorder), F40.0
(agoraphobia), F48.1 (depersonalization-derealization
syndrome), and F60.6 (avoidant personality disorder). Their
high centrality reflects symptoms that cut across diagnostic
boundaries, such as intrusive thoughts, avoidance, and
disturbances of identity. Addressing these transdiagnostic
overlapping symptoms may therefore be key for treatment and
intervention, particularly in younger populations where online
peer support heavily shapes help-seeking behavior.

When considering negative associations, the Reddit network
revealed specific points of disconnect between certain disorders
and the broader network. Disorders related to substance use and
behavioral addictions consistently appeared underconnected or
negatively associated with other mental health conditions. This
is in sharp contrast with comorbidity estimates typically reported
in previous research, according to which substance use disorders
often co-occur with other mental health conditions. For example,
population-based estimates indicate that roughly 1 in 4
individuals with a substance use disorder have a comorbid
mental disorder [66,67]. Our contrasting results might reflect a
tendency of individuals in these communities to focus more
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narrowly on managing acute behavioral symptoms or crises
rather than looking into their mental health more broadly. Their
relative isolation may also stem from prevailing stigmatization
and limited self-recognition or acknowledgment of co-occurring
mental health issues, which together tend to position
externalizing disorders outside the domain of conventional
psychological problems [68-70]. Whether driven by a narrow
focus on symptom management, social framing, or self-stigma,
these isolating mechanisms risk reinforcing silos in both peer
support and clinical care, obscuring potential links between
addiction and other forms of psychopathology and making it
more difficult to approach treatment holistically.

Beyond overall centrality, some disorders showed distinct
patterns of connectivity, forming disproportionately strong links
across the F code diagnostic categories while remaining
relatively weakly integrated within their own. These bridging
conditions included F43.1 (PTSD), F51.0 (nonorganic
insomnia), and F33.8 (used to denote premenstrual dysphoric
disorder here). They illustrate transdiagnostic mechanisms that
current categorical frameworks do not explicitly capture,
whether through hormonally linked mood dysregulation, sleep
disturbances that cut across almost all clinical categories, or
trauma-related symptoms that span affective, anxiety,
dissociative, and personality domains [71,72]. Notably, this
pattern extended beyond individual conditions to entire
diagnostic categories: all disorders in F2 (schizophrenia,
schizotypal, and delusional disorders), F3 (mood and affective
disorders), and the F60 subcategory (personality disorders)
displayed more intercategory than intracategory links. Such
patterns suggest particularly permeable diagnostic boundaries
for these categories, a result that has also been observed at the
level of diagnostic criteria [73].

The looseness of diagnostic boundaries was also observed
through the comparative analysis between the Reddit network
and the ICD-10 network based on diagnostic criteria. The Reddit
network displayed only slightly higher intercategory
connectivity than the ICD diagnostic criteria network (68% vs
65% of all edges). However, the comparative hierarchical
clustering analysis revealed that the Reddit network produced
a substantially different hierarchy of disorders that only partially
aligns with ICD-10 diagnostic structures. The 2 networks
showed only low to moderate similarity in their clustering
(ARI=0.295 and NMI=0.676), with only 13% of edges present
in both networks. Reddit also exhibited lower modularity than
ICD-10, meaning that these clusters were less separated by
diagnostic category and more interconnected across them
(normalized weighted modularity of 0.444 compared to 0.521).
In addition, key divergences emerged at the level of disorders.
Conditions such as F21 (schizotypal disorder), F84 (autism
spectrum), and F90.0 (ADHD) were central and well-integrated
within the Reddit network but did not form cohesive clusters
within the ICD-based hierarchy of diagnostic criteria. Qualitative
analyses of Reddit discussions similarly report tensions between
lay and professional expertise [74], while quantitative
comparisons indicate that certain conditions (such as
anxiety-related and affective disorders) are disproportionately
represented relative to registry data [75]. Such discrepancies
may stem from the platform’s affordances of anonymity, its

demographic composition, and its emphasis on peer support,
but they may also signal blind spots in clinical frameworks.
However, rather than contradicting established evidence, these
divergences show how online data can surface experiential
transdiagnostic mechanisms that remain underrepresented within
formal diagnostic systems.

Despite clear differences between the Reddit network and the
ICD-based network of diagnostic criteria, both point to the
difficulty of fitting mental disorders into rigid, discrete
categories [76,77]. While neither network should be treated as
a ground truth of interdisorder relationships, the interconnected
structure observed in both aligns with longstanding critiques
that current psychiatric nosology underestimates the
interconnected nature of psychopathology [78-81] and supports
discussions of alternative paradigms, such as dimensional
models that emphasize broad spectra and shared underlying
features [82].

Limitations and Future Directions
While our findings provide a large-scale view of the
interconnected structure of psychopathology through mental
health communities, several limitations should also be
acknowledged. Our analysis is based on Reddit, a platform
whose user base skews toward younger, Western, male, and
digitally literate populations, which limits generalizability
[83,84]. Reddit-specific dynamics such as anonymity,
community norms, and moderation practices also shape what
is shared and who participates. These features increase
accessibility and ease of self-disclosure, but they also raise
validity concerns, including account transience and the use of
throwaway accounts that make authenticity difficult to assess
[14,85]. Previous work also suggests that individuals with
broader lay concepts of disorders are more likely to
self-diagnose [86], which may amplify certain demographic
biases. While these factors may contribute to divergences
between the Reddit-derived and clinical structures, future work
should clarify whether they reflect robust disorder associations
or platform-specific outcomes. Hence, observed results should
not be interpreted as verified comorbidities, but rather as
behavioral signals that approximate perceived relatedness
between disorders within digital contexts.

The methodological decisions delimit the scope of our results.
We analyze posts, but not comments, made in 2022 within
mental health support subreddits, and include only communities
that map to a distinct disorder category in the ICD-10. Focusing
on posts aligns with our aim to capture self-disclosure and
help-seeking at the point of initiation, though it necessarily
excludes peer interaction and information diffusion occurring
in comment threads. Restricting to ICD-mapped subreddits
increases construct clarity but may underrepresent
transdiagnostic communities (such as r/MentalHealthSupport)
or symptom-focused communities (such as r/SuicideWatch).
Limiting the data to 2022 reduces temporal confounding from
earlier structural instability, demographic shifts, and disruptions
during the COVID-19 pandemic, and it ensures comparability
across subreddits within a single, more mature phase of the
platform. However, this temporal focus also constrains
interpretation: network patterns and discourse are dynamic, and
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analyses spanning multiple years could reveal different
structures as community composition and cultural context
evolve. The year 2022 was chosen to provide a stable and
interpretable baseline, but not to imply that the resulting
associations are fixed over time.

Looking ahead, several promising directions emerge for future
research. Reddit data offers a powerful proxy for examining
mental health from multiple perspectives. Incorporating replies
would add a complementary interaction layer, as comment
threads reveal who engages with whom, what types of support
are exchanged (eg, validation or advice), and how these
interactions relate to subsequent posting trajectories. Temporal
analyses could further enrich this view on 2 fronts. At the
societal level, they would capture how mental health concepts
and discourse evolve with cultural and technological change.
At the individual level, following users over time could help
distinguish between comorbidity, diagnostic progression, and
broader help-seeking patterns, adding precision to how disorder
associations are interpreted. Extending this approach beyond
Reddit to platforms with different affordances and user bases
would test how platform design shapes the organization of
mental health discourse. We chose ICD-10 as the reference
framework for its international coverage and compatibility with
registry data. However, comparable analyses using DSM-5
(Diagnostic and Statistical Manual of Mental Disorders [Fifth

Edition]), the forthcoming ICD-11, and other evolving
diagnostic systems will be essential to assess psychiatry’s
continuing efforts toward more coherent and empirically
grounded concepts of mental health [11]. Such extensions could
further reinforce the value of online mental health data as a
bridge between peer discourse and clinical knowledge.

Conclusions
This work maps a large-scale structure of mental health
communities as they currently grow outside clinical settings,
highlighting the necessity of perspectives that extend beyond
formal diagnostic frameworks to achieve a more complete
population-level understanding of psychopathology. Diagnostic
frameworks remain essential, but they capture only part of how
distress is articulated and managed in practice. Outside formal
care, people navigate symptoms and negotiate meaning while
seeking peer communities that mediate their mental health
challenges. Digital platforms such as Reddit have become central
to this process: they provide spaces for disclosure and support
while also shaping the categories, language, and norms through
which psychological distress is understood. In this sense, they
are not only mirrors of cultural shifts but also infrastructures
that reorganize how mental health is lived and discussed.
Neglecting these platforms as legitimate sites of knowledge
risks leaving research and practice poorly aligned with mental
health needs amid rapid technological change.
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Multimedia Appendix 1
(Top left) Distribution of the number of self-focused pronouns (I, me, myself) and other-focused pronouns used per post in the
selected subreddits, capped at 20 occurrences. The density on the y-axis represents the relative proportion of posts at each pronoun
count, rather than raw counts. Posts tend to include more self-focused pronouns (blue) compared to other-focused pronouns (red).
(Top right) Overall proportion of posts showing different pronoun balance patterns: more self-focused pronouns (Self > Other),
more other-focused pronouns (Other > Self), or balanced/none (Equal/Zero). The majority of posts are self-focused. (Bottom)
Pronoun balance patterns stratified by ICD-10 diagnostic categories (Level 2). Each bar represents the proportion of posts within
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a diagnostic category that are more self-focused, more other-focused, or balanced. Across nearly all categories, self-focused
pronouns dominate, but the relative proportions vary slightly between diagnostic groups.
[PNG File , 490 KB - jmir_v28i1e80958_app1.png ]

Multimedia Appendix 2
Supplementary Tables (.xlsx): - ICD-10 Disorder Reference List - Mapping of Subreddits to ICD-10 and ICD-11 - List of
(Weighted) Degrees (The Reddit Network of Psychopathology, Positive Associations) - List of Negative Edges and their Weights
(Reddit Network of Psychopathology, Negative Associations). - ICD-10 Diagnostic Criteria.
[XLSX File (Microsoft Excel File), 115 KB - jmir_v28i1e80958_app2.xlsx ]

Multimedia Appendix 3
Number of posts and subreddits across ICD-10 (International Classification of Diseases, 10th Revision) Chapter F mental
health–related categories.
[PNG File , 73 KB - jmir_v28i1e80958_app3.png ]

Multimedia Appendix 4
Online Interactive Tool - Map of Associations: Screenshot of the interactive Retina interface showing the node F32–F33 Depression
(episodic and recurrent) selected as an example. The left-hand panel displays node-level metrics, including the number of users
who posted in the corresponding subreddit(s), the weighted degree (sum of edge weights), the clustering coefficient (indicating
local cohesiveness), and the number of triangles (three-node loops) formed around the node. This illustrates how the interface
allows for exploratory analysis of individual disorder communities within the broader network structure.
[PNG File , 72 KB - jmir_v28i1e80958_app4.png ]

Multimedia Appendix 5
Online Interactive Tool (Map of Disorder Associations): An interactive web-based visualization of the inferred disorder association
network, allowing users to explore positive and negative associations, node connectivity, and diagnostic groupings derived from
Reddit coposting activity.
[DOCX File , 89 KB - jmir_v28i1e80958_app5.docx ]

Multimedia Appendix 6
No evidence of correlation between the number of users active in relation to a specific disorder (node size) and the number of
links (node degree) in the Reddit network of psychopathology associations. The result supports the robustness of the inference
method, suggesting that node centrality is not driven by subreddit size. Spearman correlation: r=0.068, p=0.64.
[PNG File , 79 KB - jmir_v28i1e80958_app6.png ]

Multimedia Appendix 7 [PNG File , 74 KB - jmir_v28i1e80958_app7.png ]
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Abstract

Background: Artificial intelligence (AI)–enabled clinical decision support systems (CDSSs) are increasingly embedded within
electronic health record (EHR) environments; however, their introduction can disrupt existing workflows and raise patient safety
concerns, particularly in high-stakes settings such as surgical transfusion. Limited qualitative evidence exists regarding how
frontline professionals anticipate the clinical, organizational, and workflow implications of such systems before wider deployment.

Objective: This study aims to qualitatively examine the anticipated clinical, organizational, and workflow-level implications
of implementing personalized Maximum Surgical Blood Order Schedule—Thoracic Surgery (pMSBOS-TS), an AI-enabled
CDSS for personalized surgical blood ordering, before large-scale deployment.

Methods: We conducted a consensual qualitative study with 14 multidisciplinary health care professionals involved in
transfusion-related tasks at a large tertiary hospital. Following 1 pilot focus group to refine the interview guide and workflow
diagram, 2 semistructured focus group discussions were held with 14 participants (5 physicians, 6 nurses, and 3 blood bank staff).
Transcripts were analyzed using the Systems Engineering Initiative for Patient Safety (SEIPS) 101 framework, focusing on
People, Environment, Tools, and Tasks, and were supported by task- and workflow-based analyses of transfusion processes.
Member checking was conducted with participants and external clinicians to enhance validity.

Results: A total of 189 semantic units and 61 core ideas were identified across 18 subdomains and 7 overarching domains.
Participants anticipated that pMSBOS-TS could reduce unwarranted variation in blood ordering and planning, provided that
algorithmic performance is reliable and the interface is tightly integrated into existing EHR workflows. At the same time, they
expressed concerns regarding increased verification burden, system limitations in unexpected clinical scenarios, and potential
communication bottlenecks between clinical units and the blood bank. Organizational culture, governance structures, and local
transfusion logistics were viewed as critical determinants of whether the system would reduce or inadvertently increase workload
and blood product waste.
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Conclusions: This preimplementation, SEIPS-based qualitative evaluation suggests that the successful adoption of an AI-enabled
transfusion CDSS depends not only on predictive performance but also on sociotechnical readiness, including user trust, workflow
fit, and organizational support. These findings provide practice-based insights to inform staged implementation, training, and
governance strategies aimed at safely integrating predictive transfusion CDSSs into EHR-supported surgical workflows.

(J Med Internet Res 2026;28:e86166)   doi:10.2196/86166

KEYWORDS

decision support systems (clinical); precision medicine, patient safety; blood transfusion; algorithms (artificial intelligence);
information system

Introduction

The integration of artificial intelligence (AI) and digital systems
into clinical practice is transforming health care delivery. As
health care professionals increasingly encounter emerging
technologies, their acceptance and perceptions of these systems
substantially influence clinical efficiency and implementation
success [1-3]. Despite growing interest in digital innovations,
including clinical decision support systems (CDSSs), their
adoption can disrupt existing workflows, necessitating careful
evaluation of organizational- and user-level impacts [4,5].

Although prior workflow analyses have predominantly focused
on identifying the root causes of patient safety incidents [6-8],
there is an increasing need for proactive assessments during the
early stages of system deployment. In particular, the rapid
proliferation of electronic health record (EHR)–based
applications requires a deeper understanding of how novel
systems interface with existing clinical processes. Nevertheless,
comprehensive workflow analyses addressing the multifaceted
challenges of system adoption remain limited.

The widespread implementation of EHRs, accelerated by
initiatives such as the Meaningful Use Program under the Health
Information Technology for Economic and Clinical Health Act
[9-13], has catalyzed the development of embedded CDSSs to
enhance care quality and operational efficiency [14-16].
However, the adoption and integration of such tools remain
complex, particularly in high-stakes settings such as surgical
transfusion.

Traditional evaluation approaches, such as user satisfaction
surveys or system log data, are useful for capturing surface-level
feedback but often fall short in explaining context-dependent
interactions among health care professionals and between users
and systems [17]. Consequently, rigorous qualitative
methodologies are essential for understanding the nuanced
implications of technology integration [18].

Accordingly, this consensual qualitative research (CQR) study
aimed to conduct a preimplementation evaluation of the
personalized Maximum Surgical Blood Order
Schedule—Thoracic Surgery (pMSBOS-TS) system by
examining its anticipated implications for workflows, usability,
and organizational conditions, and by identifying factors that
may support its safe and effective integration into clinical
practice [19]. To our knowledge, only a few studies have
examined AI-enabled CDSSs for transfusion planning using a
structured preimplementation evaluation; most existing CDSS
research has focused on postdeployment clinician acceptance

and use rather than prospective workflow and system-integration
assessments [20]. By applying CQR alongside a sociotechnical
framework before system deployment, this study provides a
multistakeholder assessment of how an AI-based transfusion
tool may influence workflows, communication patterns, and
organizational processes.

Methods

System Description (pMSBOS-TS)
pMSBOS-TS is a machine learning–based CDSS developed to
generate personalized maximum blood-ordering
recommendations for thoracic surgery patients by integrating
patient-, laboratory-, and procedure-specific predictors [21].
The underlying algorithms were developed and validated in a
prior work by the collaborating investigators [19], and this study
evaluates the system’s anticipated effects in a real-world clinical
context.

Study Site
This study was conducted at Asan Medical Center, a 2764-bed
tertiary hospital that performs approximately 70,892 surgeries
annually as of 2023.

Study Design
This qualitative study examined the anticipated effects of
applying the pMSBOS-TS system for health care professionals
involved in transfusion tasks, under the assumption that the
system was integrated into the existing electronic medical record
(EMR). The assessment used the Systems Engineering Initiative
for Patient Safety (SEIPS) framework to evaluate potential
impacts across the domains of People, Environment, Tools, and
Tasks (PETT) [22,23].

Originally introduced by Carayon et al [22] and subsequently
expanded, SEIPS conceptualizes health care as comprising
interacting components—person, task, technology/tools,
organization, and environment—that shape care processes and,
ultimately, outcomes such as patient safety and care quality
[23,24]. SEIPS 2.0 incorporated patients and families as active
participants and placed greater emphasis on processes, while
SEIPS 3.0 expanded the framework to the patient-journey level,
including cross-setting transitions.

To enhance accessibility, Holden and Carayon [23] proposed
“SEIPS 101,” a simplified, practice-oriented adaptation of the
model. SEIPS 101 retains the core elements of the work system,
process, and outcomes, while streamlining the work system into
4 primary components (PETT). In this study, people refer to
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health care stakeholders (clinicians and patients) and their
capabilities or needs; tasks denote activities and workflows;
tools/technology include equipment, information technology
(IT) systems (CDSS/health information systems), and other job
aids; and environment encompasses both the physical setting
(eg, layout, lighting, and noise) and the social or organizational
context (eg, culture, policies, and teamwork).

By focusing on these elements and their interactions, a
SEIPS/PETT-based evaluation can map how a new CDSS
influences clinical work—for instance, how it reshapes
clinicians’ tasks, introduces tool-related issues, or alters team
dynamics—and how these changes affect care processes and
outcomes. This sociotechnical perspective is particularly useful
for identifying system-level issues that purely clinical or
IT-focused evaluations may overlook [25].

A key advantage of this approach is its holistic orientation
toward workflow and safety, providing a structured method for
analyzing and designing health care processes. The PETT scan
can serve as both a checklist and a documentation tool to ensure
that all relevant components of the work system are
systematically addressed. Accordingly, we applied the PETT
scan to identify barriers and facilitators across components and
to explore their interactions, thereby providing a comprehensive
overview of the work system. Our methodology systematically
applied the PETT scan tool from the SEIPS framework to assess
users, the surrounding environment, tasks, and tools/technology
(Figure 1).

Three group sessions were conducted between October 19,
2023, and May 2, 2024, following a structured 5-stage process:
participant recruitment, workflow feedback, system introduction,
PETT-based evaluation, and postsession feedback (Figure 2).

Figure 1. Simplified SEIPS 101 model of work systems, processes, and outcomes. SEIPS: Systems Engineering Initiative for Patient Safety.

Figure 2. Overview of the participant engagement and SEIPS-PETT analysis process. PETT: People, Environment, Tools, and Tasks; pMSBOS-TS:
personalized Maximum Surgical Blood Order Schedule—Thoracic Surgery; SEIPS: Systems Engineering Initiative for Patient Safety.
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Recruitment
To assess the usability and workflow implications of the
pMSBOS-TS system, we recruited health care professionals
currently involved in transfusion-related tasks and identified as
potential end users of the system. Recruitment was conducted
via the hospital’s online bulletin board and direct outreach.
Eligible participants were those with more than 1 year of
experience in procedures or surgeries with a high likelihood of
requiring transfusion and who had experience handling blood
products.

Inclusion criteria were surgeons prescribing blood products,
nurses in surgical wards and operating rooms handling blood
requests and transfusions, and blood bank staff managing the
release and distribution of blood products.

Three focus group discussions (FGDs) were conducted for this
study: 1 pilot session and 2 main sessions, each comprising 3-8
participants. Group composition was balanced across roles (eg,
surgeons, nurses, and blood bank personnel) to gather diverse
perspectives while maintaining thematic consistency. A
semistructured interview guide was used for all sessions, and
each participant took part in only 1 session.

Data Collection
All FGDs were conducted in person in a private meeting room
within the hospital. No individual interviews were conducted;
all qualitative data were collected through FGDs. Each session
was facilitated by YL (female), a trained moderator with
expertise in qualitative health research, and assisted by YEP
(female), who managed logistics, note-taking, and audio
recording. Although the researchers and participants worked
within the same institution, no direct personal or supervisory
relationships existed. Participants were informed of the study
objectives and were aware that the moderator was a member of
the research team; no personal goals or interests of the
researchers were disclosed.

A semistructured interview guide was used in all sessions. Each
session lasted 60-80 minutes and was audio-recorded with
participant permission. Participants were encouraged to describe
specific cases and reflect on workflow steps using printed
workflow diagrams and sticky-note categorization. All
participants were invited to speak, write, categorize notes, and
present their views during the sessions.

All interviews were conducted in Korean, transcribed verbatim,
reviewed by participants, and subsequently translated into
English. Translation was performed by bilingual researchers
fluent in both Korean and English. To ensure semantic
equivalence, translated transcripts were reviewed by a second
bilingual researcher, and discrepancies were resolved through
discussion. To minimize interpretive bias, participants were
emailed the FGD transcripts organized by content unit to verify
accuracy and identify any distortions or omissions in meaning.
No participants had a prior personal relationship with the
moderator.

The methodology and reporting of the qualitative findings
followed the COREQ (Consolidated Criteria for Reporting
Qualitative Research) guidelines [26]. We adhered to the

COREQ guidelines in describing the study design, data
collection, and qualitative analysis procedures.

Qualitative Analysis

Overview
The qualitative analysis was conducted in accordance with the
principles of CQR to minimize interpretive distortion and to
derive in-depth insights from clinical field experts regarding
the use of pMSBOS-TS [27].

Initial Stage of Qualitative Analysis: Preliminary
Discussions and Hypothesis Formation
The research team hypothesized that personalized prediction
could support more efficient use of blood products. Based on
a literature review of the adoption of new medical information
systems and expert discussions, we concluded that, in addition
to understanding the risks and benefits of pMSBOS-TS, factors
related to its successful implementation would be essential
[28,29].

Accordingly, the following core questions were developed:

• “What positive or negative impacts could be expected if
pMSBOS-TS is introduced into the clinical field?”

• “What factors are important for the successful adaptation
and implementation of pMSBOS-TS in clinical practice?”

To conduct a multidimensional evaluation of the risks and
impacts associated with introducing a new application, we
employed the PETT scan framework. Prior research using the
SEIPS model was reviewed to inform the development of the
interview guide [22,23]. Participants actively engaged with the
PETT framework by manually categorizing insights using sticky
notes, which facilitated recall and reflection. They also
participated in a transfusion-related workflow analysis to
identify potential impacts at each step.

A pilot focus group session was conducted with clinical
professionals to examine transfusion-related processes in greater
detail and to identify clinical scenarios relevant to the application
of pMSBOS-TS. This pilot session served multiple purposes:
it validated the structure and appropriateness of the PETT-based
interview methodology, supported the development of a draft
transfusion workflow diagram, and informed the refinement of
the initial domain-subcategory-core idea table. Although the
pilot session provided useful foundational insights, its data were
excluded from the final cross-case analysis to ensure consistency
with the main dataset.

Intracase Analysis: Task Analysis and Development of
Domains and Subdomains
To ensure comprehensive capture of participants’ views on the
impacts and potential harms of pMSBOS-TS at each stage of
the transfusion process, a detailed task analysis was performed
[30,31]. The analysis team, comprising 2 PhD-level researchers
and 1 research assistant with a bachelor’s degree, developed
the following domains, subdomains, and core ideas based on
the core questions:
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• Domains: transfusion-related work experiences (case
examples), pMSBOS-TS–related opinions, and major
categories derived from the PETT scan.

• Subdomains: specific subcomponents of the PETT scan
and preliminary workflow elements identified during the
pilot focus group sessions.

• Core ideas: derived by reviewing interview transcripts and
postinterview notes; preliminary categorizations were
validated through consultation with 2 domain experts.

Cross-Case Analysis
Two analysis team members (YEP and YL) independently
reviewed and coded meaningful units from the transcripts and
sticky notes into subdomains and core ideas. Coding
discrepancies were resolved through consensus discussion or,
when necessary, adjudicated by a third team member. Core
ideas that did not fit existing categories were temporarily placed
in an “Other” category and redefined as needed.

A frequency-based coding scheme was employed to reflect both
sentiment and the prevalence of opinions: positive opinions
were marked with plus signs (+), and negative opinions with
minus signs (–). Frequency was indicated as follows: 1 symbol
for 1 participant, 2 symbols for 2-3 participants, and 3 symbols
for 4 or more participants. Expression formats and interpretation
strategies were discussed and agreed upon for divergent opinions
within the same theme.

Categories were defined as follows:

• General: common across all sessions (– – –/+ + +).
• Typical: consistent within a session but not endorsed by all

participants.
• Variant: mixed opinions or views that appeared in only a

subset of cases.

For validation, the finalized core ideas were shared via email
with the original participants for member checking to ensure

accuracy and minimize interpretive distortion. In addition, 3
clinical professionals from other medical institutions (meeting
the same inclusion criteria as the interview participants) were
contacted. After explaining the study objectives and
methodology, the core ideas and task-analysis flow diagram
were shared via email to confirm that the interpretations were
neither biased nor incomplete. Data saturation was assessed
during cross-case analysis; no new core ideas emerged from
experts outside the interview group, indicating thematic
saturation consistent with CQR guidelines.

Themes and core ideas were derived inductively from the data
in accordance with the CQR approach, whereas the overarching
domains were organized using the SEIPS/PETT framework.
No themes were predetermined before analysis.

Ethics Statement
This study was approved by the Institutional Review Board
(IRB) of Asan Medical Center, Korea (IRB 2023-0724), and
conducted in accordance with relevant ethical guidelines.
Informed consent was obtained from all participants before their
involvement, with assurances of anonymity and confidentiality.
Participants were briefed on the study’s objectives and the
intended use of the collected data. Participants received
compensation for their participation.

Results

Participants
Fourteen participants took part in 2 FGDs, comprising 5
physicians (3 fellows/professors and 2 residents), 6 nurses (4
from the surgical intensive care unit, 1 from the anesthesia and
recovery unit, and 1 from the internal medicine ward), and 3
blood bank staff members (Table 1). Detailed participant
characteristics, including participant identifiers, are provided
in Multimedia Appendix 1.

Table 1. Demographics of the participants.

Total (N=14)Nurse (n=6)Medical technologist (n=3)Doctor (n=5)Variables

Sex, n

3012Male

11623Female

31.4 (11.7)28.3 (6.9)40 (14.1)30 (11)Age, mean (SD)

13.53 (10.12)13 (7.2)20.3 (10.1)8.2 (9.4)Transfusion experience, mean (SD)

Interviews participated in, n

8332First

6303Second

We organized the results of a task analysis of transfusion-related
processes using a swim-lane approach (Multimedia Appendix
2). From the workflow analysis and FGDs, we extracted 189
unique semantic units (81 in category A and 108 in category B,
excluding duplicates). These units were organized according to
their relevance to transfusion workflows. Semantic units
describing inefficient use or cases involving blood products,
regardless of whether pMSBOS-TS was applied, were classified

as category A. By contrast, statements concerning anticipated
impacts of pMSBOS-TS implementation or potential risks
associated with its use were classified as category B.

The semantic units were further condensed into 61 core ideas:
21 from category A and 40 from category B. These were then
organized into 18 subdomains (3 in category A and 15 in
category B) and 7 overarching domains (1 in category A and 6
in category B). The complete analytical framework, including
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domains, subdomains, and core ideas, is summarized in
Multimedia Appendix 3.

In category A, titled “(In)Efficient Use of Blood Components,”
3 subdomains were identified: Inaccurate Dosage (Over- or
Under-Dosing), Inefficient Blood Usage and Processes, and
Other Transfusion Process Errors.

Category B comprised 6 primary domains: People, Environment,
Tools, Tasks, Work Processes, and Work Outcomes. Within the
People domain, 2 subdomains were identified: Prescribing
Physicians (3 general and 1 variant core idea) and Other
Transfusion Stakeholders (1 general and 1 variant core idea).
The Environment domain included 2 subdomains:
Interprofessional Communication and Socio-organizational
Context. The Tools domain encompassed aspects related to
algorithmic performance, interface design, and perceived
reliability. The Tasks domain included Achieving Algorithm
Objectives, Task Complexity and Variability, and Handling
Unanticipated Situations.

In the Work Processes domain, responses were classified based
on tasks associated with the application phase of pMSBOS-TS
(eg, order entry and related processes). The Work Outcomes
domain addressed participants’perceptions of the consequences
or results associated with the algorithm’s use.

Category A: Notable Experiences in Transfusion
Practice or Cases of Inefficient Blood Product Use
Of the 21 core ideas from category A, 6 were classified as
typical and another 6 as variant. Within the subdomain
“Inaccurate Dosage (Over- or Under-Dosing),” 2 typical and 2
variant core ideas were identified. Participants primarily
highlighted experiences related to the prescribing and
preparation phases (Table 2).

Regarding unintentional over- or underprescription, several
participants referred to habitual or standardized prescribing
practices in their departments that led to unnecessary
transfusions.

We routinely prescribed three units of RBCs, even
when we did not actually end up transfusing them...
[Participant 2_5]

A view that routine surgeries rarely require transfusions was
also expressed. During the preparation stage, including order
verification on the ward and confirmation/preparation in the
blood bank, participants noted discrepancies between prescribed
and requested volumes.

When a patient is going into surgery, they often
pre-prescribe fresh frozen plasma, and the blood bank
will call us saying it was too much and ask to cancel
it. It is a tough situation... [Participant 1_8]

By contrast, a blood bank staff member pointed out that
excessive orders often stemmed from physicians’ personal
preferences:

Sometimes the physician asks us to save much more
blood than needed. So we end up placing unnecessary
orders. It makes our inventory look abundant to the
central blood center, but when we actually have an
emergency, there is not much usable blood left.
[Participant 1_2]

In the subdomain of “Inefficient Blood Usage and Processes,”
2 typical and 2 variant core ideas were identified. Participants
noted issues in communication and procedural transparency
during the transfusion preparation process.

I often feel there is a disconnect between prescription
and preparation. There is a timing issue when blood
is prepared, and we are supposed to call the physician
directly—but sometimes we miss it. If the doctor does
not say, “I have prescribed blood for tomorrow,” we
will not know until we ask. Then they just say, “Do
not worry, it is for tomorrow.” But in those
communication gaps, we sometimes fail to have the
blood ready when the patient actually needs it.
[Participant 1_4]

In addition, logistical difficulties in transporting blood products
within the hospital were cited, including challenges related to
elevators, distance, and location.

Sometimes we cannot even get an elevator. I think it
is pretty hard for the ward staff to go pick up the
blood themselves. We end up waiting a long time for
the blood to arrive... [Participant 1_4]

Some participants also described inconveniences in transfusion
process workflows, including managing low blood inventory
levels, emergency dispatch of blood transport vehicles, and
cumbersome steps such as cross-matching or additional
compatibility testing.

In the subdomain of “Other Transfusion Process Errors,” 2
typical and 1 variant core ideas were identified. These primarily
involved unexpected clinical events during procedures. For
example, some participants described scenarios in which
unanticipated vascular damage occurred during surgery.

One that really stands out is during CS or liver
transplant surgeries—suddenly the aorta or artery
tears, and we are hooking up multiple blood bags to
the massive transfusion machine. It is just intense
during those massive transfusions. [Participant 1_6]

Other participants reflected on communication breakdowns and
disorganized processes during emergencies:

Nobody is talking to each other, everyone is
busy...Trying to get consent from the caregiver, some
people are preparing the transfusion, others are trying
to set up IV lines for massive transfusion, even when
the lines are not ready yet—they just keep trying
anyway... [Participant 1_5]
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Table 2. Cross-case analysis for inefficient use of blood components (category A).

Total frequencyFrequencyaDomain, subdomain, and core idea

Group 2Group 1

1. Efficient Use of Blood Components

1.1. Inaccurate Dosage (Over-/Underdosing)

Variant0+ +1.1.1. Prescription: clinician-driven over- or underordering

Typical+ ++1.1.2. Prescription: over- or underordering not based on individual discretion

Typical++ +1.1.3. Preparation: over-/underpreparation during ward request or blood bank confirma-
tion

Variant0+1.1.4. Administration: clinically unnecessary or inadequate transfusions

1.2. Inefficient Blood Usage and Processes

Typical+ ++1.2.1. Lack of transparency in communication or procedures during transfusion prepa-
ration

Typical++1.2.2. Issues in subprocess tasks for order fulfillment

Variant0+ +1.2.3. Logistics issues in internal transport of blood products

Variant0+ +1.2.4. Blood management challenges

N/Ab001.2.5. Preparation of transfusion support devices

N/A001.2.6 Blood product wastage

1.3. Other Transfusion Process Errors

N/A001.3.1. Patient identity and data checks

Variant+01.3.2. Transfusion ordering

N/A001.3.3. Order verification

Variant0+1.3.4. Ward-level blood preparation

N/A001.3.5. Blood bank unit preparation

N/A001.3.6. Blood transport and arrival confirmation

Typical++1.3.7. Transfusion administration

N/A001.3.8. Transfusion completion

Typical++ +1.3.9. Other: unforeseen clinical scenarios

aFrequency indicators reflect both sentiment and prevalence of opinions. Positive opinions are denoted by plus signs (+) and negative opinions by minus
signs (–). One symbol indicates 1 participant, 2 symbols indicate 2-3 participants, and 3 symbols indicate 4 or more participants. “0” indicates that no
relevant statements were identified for that core idea.
bN/A: not applicable (also see footnote “a”).

Category B: Perceptions and Opinions Regarding
pMSBOS-TS

People
Regarding the impact of pMSBOS-TS on individual users,
participants generally agreed that the system could reduce
variation in blood ordering volumes attributable to the
prescribing physician’s personal tendencies (Table 3).

We used to just prescribe based on our assumptions,
but now this app (pMSBOS-TS) prescribes based on
what it studied through machine learning. [Participant
2_5]

Reduced deviation according to the characteristics
of the physicians’ prescribing tendencies
(stable/adventurous). [Sticky note]
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Table 3. Cross-case analysis for the 6 primary domains: People, Environment, Tools, Tasks, Work Processes, and Work Outcomes (category B).

Total frequencyFrequencyaDomain, subdomain, and core idea

Group 2Group 1

1. People

1.1. Prescribing Physicians

General+ ++ +1.1.1. Variability in prescribed volume based on the physician’s experience or skillset

(may decrease variation [Pb] or increase it [Nc])

General+ ++ +1.1.2. Adaptation gap according to the physician’s proficiency with the ordering system

General+ ++ +1.1.3. Clinician perceptions of CDSSd affecting adoption of the new system

Variant+ + +01.1.4. Final verification of calculated transfusion requirement and prescribing responsi-
bility must remain with the ordering physician

1.2. Other Transfusion Stakeholders

General+ + ++ +1.2.1. Blood bank staff, nurses, and other transfusion team members gain improved
demand forecasting through the system

Variant+01.2.2. Other: potential to reduce nonuser-initiated over- or underordering

2. Environment

2.1. Interprofessional Communication

Variant0+ +2.1.1. Clear communication between clinical staff and the blood bank is critical for
successful system adoption

General– –– – –2.1.2. System may enhance transparency (P) but could introduce additional confirmation
steps or confusion (N)

2.2. Socio-Organizational Context

Variant+– –2.2.1. Organization’s culture around individual variation in transfusion demand: blame
culture may decrease (P), or lack of clear norms may increase confusion (N)

General+ ++ +2.2.2. Organizational climate and policies influence uptake

Typical++ +2.2.3. Institutional blood management challenges affect implementation

Typical+ ++2.2.4. Clarity of governance is critical for program sustainability

Variant+02.2.5. Other: variations in system impact and blood management practices expected
based on health care facility size and infrastructure

2.3. Physical Environment

Variant0+2.3.1. Anticipated effective utilization in settings with high concentrations of clinical
staff and resources

Variant0+2.3.2. Physical environment factors are critical for successful adoption

3. Tools

3.1. Algorithm Performance
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Total frequencyFrequencyaDomain, subdomain, and core idea

Group 2Group 1

Variant+ + +03.1.1. System response time is a key determinant for adoption

General+ + ++ +3.1.2. Ability to incorporate a wide range of clinical input variables

Typical+ + ++3.1.3. Capability to generate tailored recommendations for various blood components

General+ ++ +3.1.4. Predictive accuracy of the algorithm is essential

3.2. Usability and System Design

General+ ++ +3.2.1. Interface layout and input mechanisms must support efficient use

Typical++3.2.2. Workflow integration should not interrupt clinical tasks

General+ + ++ +3.2.3. Seamless electronic medical record interoperability to prepopulate patient data
and eliminate manual entry

Variant0+3.2.4. Other: support for operation across diverse platforms

3.3. Trust in the Tool

Typical++ +3.3.1. Confidence in the pMSBOS-TSe model is critical for sustained use

Variant+03.3.2. Other: difficulty establishing confidence in the algorithm due to the inherently
opaque machine-learning inference process

4. Tasks

4.1 Achieving Algorithm Objectives

Variant+/– – –+4.1.1. Impact on returns/wastage: personalized demand forecasts should reduce waste
(P) or, if overestimation/mistrust occurs, increase waste (N)

Variant0–4.1.2. Supply from the National Blood Service: procurement may become easier (P) or
more difficult (N)

Variant+04.1.3. Other: improved blood inventory management may help reduce delays in transfu-
sion

4.2. Task Complexity and Variability

Variant++/–+/–4.2.1. System introduction may decrease (P) or increase (N) required time and effort

Variant0+ +4.2.2. Must accommodate complex cases

4.3. Handling Unanticipated Situations

General+ + ++ +4.3.1. Flexibility to manage unforeseen variables not captured by the algorithm

General+ ++ +4.3.2. Impact from overlapping work-system issues

Variant+ +04.3.3. Limiting tool application to defined scenarios ensures safe and effective use

Variant0+4.3.4. Other: malfunctions or unintended consequences may arise if users do not fully
understand the task or intended use of the system.

5. Work Processes

5.1. Linked Diagnostic Orders

Typical+ ++5.1.1. Integration of ancillary tests with the transfusion program is critical

5.2. Preparation of Related Procedures/Equipment

Variant+ +/– ––5.2.1. System may facilitate preparation of downstream tasks (P) or, conversely, increase
complexity of subsequent steps (N)

6. Work Outcomes

6.1. Efficiency of Blood Use and Management
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Total frequencyFrequencyaDomain, subdomain, and core idea

Group 2Group 1

Variant+/– – –+ +6.1.1. Contribution of pMSBOS-TS to efficient utilization and inventory control: positive
or negative

Typical+ ++6.1.2. Long-term impact: accumulation of usage data to further refine predictive accu-
racy and inform adoption strategies

Typical+ ++6.1.3. Indirect clinical benefits: supports expedited detection of abnormal laboratory
findings, thereby enhancing overall patient management

6.2. Organizational Culture and Processes for Personalized Transfusion

Typical–– –6.2.1. Role of pMSBOS-TS in fostering a culture and workflow for personalized maxi-
mum transfusion prediction: positive impact or none/negative impact

aFrequency indicators reflect both sentiment and prevalence of opinions. Positive opinions are denoted by plus signs (+) and negative opinions by minus
signs (–). One symbol indicates 1 participant, 2 symbols indicate 2-3 participants, and 3 symbols indicate 4 or more participants. “0” indicates that no
relevant statements were identified for that core idea.
bP: positive.
cN: negative.
dCDSS: clinical decision support system.
epMSBOS-TS: personalized Maximum Surgical Blood Order Schedule—Thoracic Surgery.

However, it was also noted that the effectiveness of
pMSBOS-TS would depend on the prescriber’s level of
proficiency with the system and their trust in its
recommendations.

Someone who judges based on his/her own experience
and is not familiar with a new tool, may pursue the
existing method. [Sticky note]

In one group, it was emphasized that final confirmation and
responsibility for blood ordering based on calculated transfusion
requirements should remain with the physician. Among the
broader group of health care professionals involved in the
transfusion process, there was a general expectation that
pMSBOS-TS would support more accurate predictions of
required blood volumes.

Environment
Regarding the environmental impact of pMSBOS-TS,
participants expressed concern that its implementation might
lead to increased verification steps or procedural confusion
during blood preparation and release.

There used to be a set standard of 3 or 2 (example of
the number of blood packs in order set), but if it
changes for each patient...like, this patient needs to
prepare 8, this patient needs to prepare 5...If our
nurses had to check with the prescribing doctor each
time and prepare a certain number of bloods, I
thought there could be confusion. [Participant 1_5]

There was also a shared perception that the success of
integration would depend heavily on the organizational culture
and internal dynamics of the institution.

I think that the surgical nursing team may focus more
on the team atmosphere when the pMSBOS-TS is
implemented. [Participant 2_3]

Opinions were divided between the 2 groups regarding whether
pMSBOS-TS would positively or negatively influence the

development of an organizational culture that accommodates
interindividual variability in transfusion needs.

Tools
Regarding pMSBOS-TS as a tool, participants broadly agreed
that the algorithm should be capable of incorporating a wider
range of clinical input variables, and that its predictive
performance—specifically, its accuracy—would be crucial to
successful adoption.

Even for the same disease, the bleeding risk differs
depending on the severity, and since previous
abdominal surgery has a big influence on the tissue
adhesion, it seems likely that more blood transfusions
will be needed. I wonder to what extent this will be
reflected in the algorithm. [Participant 1_7]

With respect to usability, participants consistently emphasized
that the interface should be intuitive, with screen layouts and
input controls designed for ease of use. They also stressed that
patient information should be automatically integrated from the
EMR to minimize manual data entry by users.

If (the data input of pMSBOS-TS is) not linked to
EHR, additional workload is possible/input error is
possible. [Sticky note]

The importance of system response speed was highlighted
frequently in only 1 of the 2 groups.

Tasks
Regarding the interaction between pMSBOS-TS and task
performance, participants generally agreed that the system’s
ability to flexibly accommodate unexpected clinical scenarios
or variables not accounted for by the algorithm would be critical.

Variation in the skill of the surgeon performing the
surgery/The possibility of an unexpected worse
situation occurring for the patient. [Sticky note]

Task performance was also noted to be influenced when issues
from other components of the broader work system intersected
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with the use of pMSBOS-TS. Opinions were divided across
both groups regarding the anticipated impact of pMSBOS-TS
on blood product returns or waste, as well as on the complexity
and performance of transfusion-related tasks.

Work Processes and Work Outcomes
No dominant themes emerged concerning the influence of
pMSBOS-TS on work processes or outcomes. Opinions were
mixed regarding whether the system would affect subsequent
tasks or contribute meaningfully to the management and
utilization of blood products.

The pMSBOS-TS would be helpful in assessing the
appropriateness of blood transfusion (for example,
for health insurance’s claim eligibility review)
[Participant 1_1]

If more blood is prescribed to account for the risk of
bleeding, there may be more problems with
distribution, such as returns or disposal. [Participant
2_6]

Discussion

Principal Findings
This study identified clinicians’ anticipated benefits and
concerns regarding pMSBOS-TS across workflow, usability,
and organizational domains. Consistent with prior CDSS
research, such systems can offer clear benefits when successfully
implemented, enhancing patient safety and supporting clinical
decision-making. Through a qualitative investigation involving
frontline health care professionals, we explored anticipated
impacts—both positive and negative—associated with
implementing pMSBOS-TS, a prediction-based CDSS for
maximum surgical blood ordering in preoperative patients.

Findings revealed several core concepts that extend beyond
transfusion tasks and are broadly applicable to CDSS
implementation. These include the importance of users’ (ie,
physicians’) system proficiency and trust, the influence of
organizational culture, the accuracy of task performance, and
overall system usability. By engaging diverse stakeholders and
applying the PETT framework, we examined the hypothesis
that successful and safe CDSS implementation depends not only
on algorithmic performance but also on workflow integration
and interprofessional interactions.

Interpretation and Implications
These observations illustrate how pMSBOS-TS may interact
with existing transfusion workflows and sociotechnical
structures. Whereas traditional MSBOS approaches are often
static (eg, “for procedure X, always have Y units ready”),
machine learning models can personalize recommendations by
incorporating patient-specific factors [19]. Given the urgent and
collaborative nature of transfusion processes, participants noted
concerns regarding potential unintended effects on
interdisciplinary collaboration and emphasized the need for
flexibility within the system’s functionality. These insights
suggest that, for a newly introduced CDSS to achieve its
intended impact, attention must be paid not only to algorithmic

performance but also to the specific characteristics of the task
environment, end users, and interface design.

Task analysis has long been used to address patient safety issues
and guide quality improvement initiatives in health care,
including the design, implementation, and optimization of health
IT systems [30,32,33]. During the development of the swim-lane
diagram, we observed that transfusion workflows extend beyond
a simple physician-patient interaction, involving complex
coordination among physicians, nurses, and blood bank staff.
Findings from category A confirmed that inefficiencies arise
not only from interprofessional issues but also from
interdepartmental and spatial constraints. Compared with
medication administration, transfusion processes are more
resource-constrained and require specialized
procedures—matching, delivery, storage, and multistep
verification. As a result, discrepancies in prescribing or
preparation can lead to significant resource waste and additional
workload. Moreover, blood banks require specialized expertise
and must coordinate directly with central blood suppliers,
making communication breakdowns a potential source of
operational strain.

This complexity was reflected in the cross-case analysis for
category A, which identified inefficient practices such as over-
or underprescribing influenced by order sets or
department-specific habits. These findings align with
participants’views that organizational culture will play a central
role in shaping the success of pMSBOS-TS implementation.
Concerns regarding inconsistent blood preparation, lack of
transparency, and potential confusion during rollout further
underscore the importance of attention to workflow readiness.
Additionally, the need for compatibility testing, highlighted in
both categories A and B, emphasizes that evaluations must
account for the entire sequence of related workflows, including
upstream preparation and downstream follow-up.

The core question—“What positive or negative impacts could
be expected if pMSBOS-TS is introduced into clinical
practice?”—elicited both supportive and critical responses.
Anticipated benefits included reduced prescription variability
and improved accuracy of blood use predictions, aligning with
the system’s development goals. However, participants
expressed divergent views regarding downstream tasks, such
as adjusting over- or underprescriptions driven by order sets
and managing transfusion-related tools. Differences also
emerged regarding the expected benefits of personalized blood
ordering—short term (eg, time savings and reduced blood waste)
versus long term (eg, improved blood reserve management).

The most frequently cited concern was the potential for
increased workload due to additional confirmation
(double-checking) steps. Given that transfusions often occur in
life-threatening situations, this emphasis on safety is
understandable. The introduction of a confirmation mechanism
is an essential safeguard, and participants’ concerns reflect a
broadly shared and appropriate level of caution. In addition,
several participants noted that patient-specific transfusion
considerations—such as previous alloimmunization, allergic
reactions, or rare blood requirements—are not represented in
the current algorithm and would continue to require clinical
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judgment. These factors delineate important boundaries for safe
use and underscore the need for guidance on when algorithmic
recommendations should be supplemented by clinician expertise.

Participants also voiced skepticism regarding the impact of
personalized services on clinical workflows, a sentiment
commonly reported in the adoption of precision medicine tools.
This resistance may partly stem from the lack of distinction
between short- and long-term effects in the interview questions.
As with many new technologies, early implementation often
increases user workload. Thus, realizing the intended benefits
of systems such as pMSBOS-TS requires not only user
engagement but also effective communication with stakeholders,
workflow adaptation, and careful integration into existing
processes.

In response to the question, “What factors are important for the
successful adaptation and implementation of pMSBOS-TS in
clinical practice?,” participants commonly cited human and
environmental factors, such as clinician trust and organizational
culture, alongside functional considerations, including
input/output variables, interface usability, and EMR integration.
These findings align with prior research identifying such factors
as critical to successful system adoption [28,29]. Given that
transfusions often occur in emergencies, such as massive
intraoperative bleeding or rapid clinical deterioration,
participants emphasized the need for system flexibility and
attention to overlapping workflows.

These insights suggest that successful implementation requires
not only optimization of algorithmic performance and
user-centered interface design but also enhanced user training
and a supportive organizational environment. System adoption
is not linear but cyclical and interactive, involving system use,
feedback, and iterative refinement. Accordingly, the relationship
between algorithms and workflows should be understood as
bidirectional.

Furthermore, adaptation should be evaluated in stages during
system implementation. Conflicting opinions regarding expected
effects—such as concerns about increased confirmation steps
or confusion during blood withdrawal or preparation—reflect
common apprehensions in clinical settings. This underscores
the need for ongoing, structured efforts to minimize unintended
consequences and ensure effective integration into routine
workflows.

Although participants received preinterview materials and
program demonstrations, many required further clarification,
particularly regarding how personalized transfusion calculations
could reduce overall prescription volume. The machine learning
processes underlying these calculations were frequently
described as a “black box,” and comprehension remained limited
even with explainable AI functions. Although participants
commonly perceived the model as a black box, not all machine
learning approaches lack transparency; for example, tree-based
or regression-based models may provide interpretable feature
contributions, though such details were beyond the scope of
this preimplementation evaluation [21]. This highlights the need
for further research on clinician education, comprehension, and
acceptance when introducing AI-driven clinical tools.

Implementing a novel AI-driven CDSS in a complex health
care environment is not merely a technical deployment—it
represents a sociotechnical change that reverberates through
clinicians’ routines, tasks, and organizational structures. A
SEIPS-based evaluation captures this full spectrum of impacts
by examining PETT across each stage of the workflow, enabling
identification of both anticipated benefits and unanticipated
drawbacks [23]. Although other analytic approaches provide
useful insights, SEIPS offers a unifying systems perspective
that is particularly valuable for complex, high-risk interventions
such as CDSSs in clinical care. We also emphasize the
importance of balancing approaches by supplementing SEIPS
findings with quantitative measures from prior studies and by
ensuring practical applicability through the simplified SEIPS
101 model, which facilitates stakeholder engagement [19,23].

Strengths and Limitations
This study has several limitations. It was conducted in a single
country and institution, and our FGD findings—derived from
the SEIPS framework and task analysis—are qualitative and
context-specific, which may limit replicability. In addition, the
SEIPS framework has been criticized for its complexity and
limited applicability to macro-level evaluation [23]. To mitigate
these concerns, we performed content validation with medical
professionals from external institutions who were not involved
in the interviews. Given the characteristics of tertiary hospitals,
some findings may not generalize to smaller institutions with
fewer personnel dedicated to transfusion management.
Nevertheless, because regular transfusion-related surgeries are
less common in smaller hospitals and transfusion practices
involve multiple specialties, future work should include a
broader range of settings and professional roles.

As a result of the FGD-based task analysis and qualitative
design, recall bias and incomplete reporting are possible.
Follow-up research (eg, system usage log analyses) could
address these limitations; however, such data were not available
for this preimplementation evaluation of a new CDSS [34]. This
may represent a common constraint in predeployment CDSS
impact or risk assessments. Future studies should complement
qualitative findings with quantitative, log-based evaluations as
these data become available.

As we targeted actively practicing medical professionals, the
physicians in our sample had shorter career durations than other
groups. This reflects the staffing structure of the clinical
environment and is unlikely to affect the analysis of practical
workflows. However, future research should examine how
professional seniority may influence perceptions related to
organizational decision-making and AI governance.

Given the specific nature of transfusion workflows, some
requirements identified in this study may not generalize to other
AI applications. Moreover, to accurately assess the impact of
new systems, future evaluations should differentiate expected
effects across stages of system adoption and adaptation. This
limitation became apparent during our analysis and warrants
attention in subsequent research. Although successful AI
deployment depends heavily on the human-system interface,
current literature lacks theory-driven qualitative evaluations
examining how AI fits within complex sociotechnical systems.
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We addressed these challenges by engaging diverse
stakeholders, applying a structured sociotechnical framework,
and adhering to rigorous qualitative research methods.

Overall Contribution
This study contributes to CDSS implementation research by
providing one of the few preimplementation evaluations of an
AI-based transfusion decision support tool. Using CQR and the
SEIPS 101 framework, we captured practical concerns and
anticipated impacts across physicians, nurses, and blood bank

staff, offering concise, context-specific insights that complement
findings from prior postdeployment CDSS studies.

Conclusions
As systems and workflows interact dynamically, it is essential
to consider both tool performance and contextual adaptation.
Future research should segment the adaptation process and
examine interactions among users, their roles, and organizational
dynamics.
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Abstract

Background: Loneliness is a critical issue among older adults and constitutes a significant risk factor for a range of physical
and mental health conditions. However, current assessment methods primarily rely on self-report questionnaires and clinical
evaluations, which are susceptible to recall bias and social desirability bias, highlighting the need for more objective and continuous
assessment approaches. Recent studies have reported associations between physiological and behavioral indicators and the
experience of loneliness in older adults. While these technologies have demonstrated correlations between physiological and
behavioral sensor data and the experience of loneliness, their implementation has been limited. Most systems rely on fixed-location
sensors or smartphone apps, with little attention given to the integration of these tools into users’ daily routines. To date, no
published studies have applied smart textile technology, which integrates sensing capabilities directly into garments or furniture,
as a medium for loneliness detection. This study addresses that gap by exploring the usability, experiential acceptability, and
ethical considerations of smart textile-based monitoring systems.

Objective: This study aims to assess the perceived usability, acceptability, and emotional resonance of a smart loneliness
monitoring system integrating sensing garments, furniture, and a mobile app and identify design implications to guide future
improvement and promote sustained engagement among older adults.

Methods: Building on earlier conceptual research, a functional prototype system was developed and evaluated through 2
immersive in-person workshops with older adults (N=10). A mixed methods approach was applied, combining structured
questionnaires, sensory ethnographic observations, focus group discussions, and experience-based co-design. Quantitative data
were analyzed descriptively, and qualitative data were analyzed thematically to explore user perceptions related to system usability,
emotional response, lifestyle compatibility, and ethical considerations.

Results: Quantitative data indicated high user satisfaction in dimensions such as comfort, ease of use, and feedback clarity.
However, trust in long-term monitoring and willingness to use the system regularly varied. Thematic analysis revealed 4 main
areas influencing acceptance, including wearability, usability, and daily integration; trust, privacy, and data control; perceptions
of loneliness and the limits of detection; and adoption, applicability, and ethical futures. Participants emphasized the need for
discretion, personalization, and human oversight in system feedback and data-sharing mechanisms.

Conclusions: The resulting prototype was positively received, demonstrating the potential of smart systems for passive and
personalized loneliness monitoring among older adults. However, adoption is influenced by perceptions of autonomy, emotional
sensitivity, and contextual integration. Future development should focus on modularity, transparency, and integration within care
infrastructures to ensure ethical and sustainable deployment.
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Introduction

Loneliness and social isolation have been identified as
significant global mental health challenges, with particularly
profound effects on older adults. There are up to a quarter of
older individuals worldwide experiencing social isolation [1-3].
As people age, they may reduce their social interactions due to
various factors such as reduced mobility, retirement, or the loss
of partners, leading to social isolation and intensify feelings of
loneliness [4-6]. A growing body of research has shown that
prolonged loneliness is associated with increased risks of
depression, cognitive decline, cardiovascular disease, and
mortality rates, which poses health risks comparable to smoking
and obesity [7,8]. Beyond its impact on individuals, loneliness
also places substantial strain on health care systems by
increasing demand for clinical care and long-term support
services [4].

Despite a growing understanding of the impact of loneliness on
health, it remains a challenge to accurately measure and monitor
loneliness, particularly in nonclinical and home-based settings
[2,7]. While clinical settings may allow for structured
assessments by health professionals, such measurements are
often constrained by time, context, or the presence of other
comorbidities. Traditional assessment methods mainly rely on
self-report questionnaires such as the University of California,
Los Angeles 3-Item Loneliness Scale, the De Jong Gierveld
Loneliness Scale for older adults, or clinician-administered
questionnaires [9,10]. While these tools are well-validated, they
are susceptible to recall and social desirability bias, particularly
among older adults who may underreport emotional distress
due to stigma or generational attitudes toward mental health
[11,12]. Moreover, such methods often provide snapshot
assessments rather than capturing the dynamic, fluctuating
nature of loneliness as experienced in daily life [13]. These
limitations emphasize the need for continuous, objective, and
context-aware detection of loneliness, enabling more timely
and personalized interventions.

Sensor-based technologies, especially wearable and ambient
sensing systems, have advanced considerably in mental health
monitoring, offering new opportunities to detect loneliness
through physiological and behavioral data [14,15]. Recent
studies have reported several behavioral patterns and
physiological indicators associated with loneliness, including
reduced physical activity [16,17], sleep disturbances [5], binge
or comfort eating [18], elevated blood pressure [19], and
increased average salivary cortisol levels [20,21]. While these
findings do not establish diagnostic relationships, they suggest
measurable correlates that may guide the design of future
sensing-based systems. Wearable devices such as smartwatches
and fitness bands have demonstrated the ability to monitor many
of these indicators. When analyzed over time, these data can
provide inferences about an individual’s psychological

well-being and deviations from their baseline states [20,22].
Additionally, various sensing systems have been applied to
monitor loneliness and social isolation in older adults. These
include vision-based motion capture systems for activity level
tracking [23], ambient light and sound sensors for detecting
social behaviors [24,25], and smartwatches (including
accelerometers or inclinometers) to track posture and sedentary
behavior [16,26]. However, camera-based systems often raise
privacy concerns, and fixture-mounted sensors such as
wall-mounted light and sound sensors may lack the portability
required for continuous monitoring at home and in community
settings [15]. While wearable devices such as smartwatches
offer portable sensing, they present their own limitations in
older adults, including discomfort with wrist-worn devices, low
personalization, and poor integration into daily domestic routines
[27,28]. Moreover, many existing monitoring systems focus
solely on physical movement or posture and fail to capture the
complex emotional and physiological dimensions of loneliness
[14,29].

Textile-based sensing technologies, which integrate sensors and
conductive materials into fabrics, are able to offer a comfortable
and effective solution for long-term mental health monitoring.
By integrating sensing capabilities into flexible fabrics, sensing
textile systems can passively and continuously collect data
without interfering with users’ daily routines or drawing
attention to the monitoring process [22,30]. Furthermore,
electronic textiles can seamlessly embed into familiar objects
such as garments or home furnishings, enhancing both physical
comfort and acceptability for older users [31-33]. Despite
advances in smart textiles for health monitoring, no textile-based
sensing system has been developed specifically for loneliness
detection. One prior study explored the use of a textile band to
capture speech frequency as an indicator of social interaction,
but it did not attempt to evaluate the subjective experience of
loneliness or integrate these signals into a mental health
monitoring framework [22]. While a growing body of pervasive
computing and ambient-assisted living research has focused on
detecting loneliness through environmental sensors and
wearables [34-36], these systems have largely relied on
noncustomizable and device-centric approaches with limited
integration into user experiences. In contrast, textile-based
systems offer the potential for more seamless, passive, and
embodied interaction. However, despite these advantages, they
remain underexplored in loneliness-related apps. Previous
research has highlighted the critical role of design factors such
as format, materials, and sensor placement in user acceptance
and sustained engagement with textile-based systems [37,38].
However, few studies have directly integrated co-design, lived
experience research, and user-driven evaluation into the
development of such systems for older adults. As loneliness is
not only just a behavioral state but also a subjective and socially
situated experience, the design and development of textile
sensing systems need to go beyond engineering efficacy to
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reflect the emotional, ethical, and contextual needs of users
[12]. This study addresses this gap by placing older adults’
voices at the center of system development and evaluation.

In our previous research, we conducted interviews and collected
feedback from older users and stakeholders to understand the
design requirements and expectations of smart loneliness
monitoring systems for older adults [12,27,28]. These earlier
works were primarily conceptual, exploring hypothetical
interactions and preferences prior to the existence of a working
prototype. In contrast, this study advances this body of work
by designing and evaluating an integrated smart loneliness
monitoring system, comprising sensing garments, furniture, and
a companion mobile app through immersive user engagement.
Additionally, this study makes a novel contribution by
combining prototype-led experience, sensory ethnography,
structured quantitative feedback, and co-design outputs to
generate both actionable design insights and a deeper
understanding of the emotional and ethical responses of older
adults. By combining quantitative and qualitative analyses, we
examined different dimensions of user acceptance in the context
of smart loneliness detection, including wearability, emotional
trust, loneliness perception, and pathways to adoption. Finally,
we discussed the design implications, ethical considerations,
and future directions for integrating smart textiles into the
everyday mental health care of older adults.

Methods

Overview
This study builds upon our previous interview and co-design
research conducted with older adults and stakeholders, which
identified essential user needs and expectations regarding the
design and development of smart systems to monitor loneliness
in later life [12,27,28]. These early insights informed the
development of our smart loneliness monitoring systems, which
comprise sensing garments and sensing furniture designed to
unobtrusively capture physiological and behavioral indicators
associated with loneliness. The resulting prototype was
evaluated in the current focus group study.

To evaluate and further improve the system, 2 in-person
evaluation workshops were held, each involving 5 older adults
aged 65 years and older who had experienced loneliness (N=10).
The aim of the workshops was to gather experiential feedback
and design suggestions from older users. A mixed methods
approach was used, integrating sensory observations, self-report
questionnaires, focus group discussions, and co-design activities.
These methods enabled a comprehensive exploration of users’
practical and emotional feedback to the system, providing
pragmatic design insights to guide future development.

Participants
Participants were recruited using a combination of convenience
and purposive sampling strategies, with the aim to engage older
adults from diverse life backgrounds and with varying levels
of technological adaptability. Recruitment was conducted
through 2 main channels. First, the research team directly
contacted individuals who had previously expressed interest in
the DELONELINESS project [39]. Second, a study invitation

was distributed via the PROTECT study newsletter, which
reaches over 20,000 older adults across the United Kingdom.
For logistical feasibility, only individuals residing within a
50-mile radius of central London were considered from the
PROTECT email list. Eligibility criteria included being aged
65 years or older, fluent in spoken English, and having
experienced loneliness at some point during their later life
(postretirement age). Individuals diagnosed with cognitive
impairments or dementia were excluded from participation to
ensure that participants could provide informed consent and
fully engage with the system interaction and co-design activities.
Participants were screened by researchers trained in applying
the principles of the Mental Capacity Act (2005) [40], which
enabled them to assess an individual’s capacity to participate
during the recruitment stage.

Loneliness severity was assessed using the University of
California, Los Angeles Loneliness Scale [41], which has been
linked to various health outcomes and functional limitations.
In total, 10 participants who met the eligibility criteria took part
in the study and completed both workshop sessions. This sample
size was determined based on recommendations for
user-centered qualitative evaluations, which typically involve
3 to 15 participants to obtain experiential insights and design
implications in early-stage technology development [42]. Similar
sample sizes have been used in published co-design and
feasibility studies involving older adults and digital health
technologies [43-45]. A total of 10 participants consented and
completed both workshop sessions. While small in size, this
sample enabled in-depth participatory engagement, iterative
feedback, and contextual exploration, which are central goals
of this exploratory mixed methods study. Additionally, data
collection concluded after 10 participants, as thematic saturation
was observed across the 2 workshop sessions, with recurring
patterns and consistent feedback emerging during the analysis
phase.

Technology Description
The smart loneliness monitoring systems evaluated in this study
consisted of 2 key components, including the sensing garment
and sensing furniture. In the previous co-design workshops with
older adults and stakeholders, we identified key design factors
influencing the older adults’ acceptance of monitoring
technologies [28]. Additionally, our prior qualitative research
exploring the psychological experience of loneliness in later
life informed sensing technology selection and development
[12,39]. Building on these insights, our systems were constructed
to continuously and noninvasively track physiological and
behavioral signals associated with loneliness while remaining
compatible with the daily lives and domestic environments of
older users.

The sensing garment was mainly intended for physiological
signal monitoring. To ensure both wearability and sensing
accuracy, we developed 3 different sizes (small, medium, and
large) of long-sleeved zip-up shirts made from a breathable
elastic textile blend (92% polyester and 8% elastane). The shirts
were designed to be worn over regular clothing to facilitate
dressing and undressing during workshop sessions. The sensing
system of the garment included a fabric-based conductive circuit,
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modular sensor units, and a data acquisition module. As shown
in Figure 1A, textile circuits were mapped along the garment
seams and encapsulated using thermoplastic polyurethane via

heat-pressing to ensure durability, washability, and smoothness,
minimizing tactile discomfort or abrasion risks for older users
with sensitive skin.

Figure 1. Components of the smart loneliness monitoring system: (A) sensing garment embedded with conductive textile circuits and modular sensors
for pulse rate, respiration, and temperature monitoring. (B) Smart furniture including a sensing pillow and seat pad integrated with pressure sensor
module for posture and behavioral monitoring.

To support individual autonomy and improve independence, a
modular design was applied using metal press-fit snaps, allowing
users or caregivers to easily attach, detach, or reposition sensing
components without technical expertise. Specifically, a pulse
rate sensor was placed at the wrist cuff to enable accurate heart
rate monitoring. A temperature sensor and a pressure sensor for
respiration were embedded on the interior side of the chest and
abdominal regions to collect real-time body temperature and
breathing rate data. The data acquisition unit included a built-in
inertial measurement unit housed in a soft fabric casing and
integrated into a garment pocket. The sensing system was
powered by a commercially available rechargeable battery and
can be conveniently charged via an external charging port
without needing to open the casing, thereby reducing the
cognitive and physical burden during maintenance. The
proposed modular design allowed older users to customize their
configurations by selecting and combining the sensing
components most relevant to their individual needs.

The sensing furniture was designed based on everyday
household items such as a pillow (sensing pillow) and a seat
cushion (sensing seat pad) with custom-developed textile covers
(Figure 1B). Pressure sensor modules were embedded into
designated internal regions of the pillow and seat pad to enable

continuous monitoring of posture and pressure distribution while
sitting or lying down. Similar to our sensing garment, the
furniture also applied a modular design that allowed sensor
modules and the data acquisition unit to be attached via press-fit
snaps, simplifying removal for maintenance or cleaning of the
textile surfaces.

Figure 2 demonstrates the system architecture. The proposed
smart loneliness monitoring system was designed to
continuously collect physiological and behavioral data through
the sensing garment and furniture. These raw signals would be
transmitted via a smartphone or communication gateway, which
performed preliminary signal preprocessing such as noise
filtering and timestamping before uploading to a secure cloud
environment. In future iterations, advanced machine learning
algorithms would be applied in the cloud to identify potential
indicators of loneliness, such as irregular activity patterns,
reduced physiological variability, or prolonged inactivity.
Thresholds for generating loneliness-related feedback have not
yet been predefined. Based on participant input during the
co-design stage, the system was intended to include adaptive
feedback mechanisms in user interfaces, such as customizable
mood prompts and check-in features, allowing users to confirm,
dismiss, or annotate inferred states.
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Figure 2. Proposed system architecture and data flow.

Figure 3 demonstrates our user interfaces from various user
perspectives. From the user’s perspective (Figure 3A), the app
provided real-time feedback on heart rate, respiration rate, skin
temperature, sleep duration, and daily activity levels, while also
visualizing current loneliness status and offering
recommendations for health-promoting activities. The system
further included companion interfaces for family members and
caregivers (Figure 3B). Family members can monitor their loved

one’s loneliness status, view summarized statistics, and check
upcoming social or medical appointments, with integrated
communication options such as direct calling or messaging. For
health care professionals (Figure 3C), the app offered detailed
health data and aggregated loneliness levels across users,
facilitating targeted service recommendations based on
individual needs.
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Figure 3. User interfaces of the smart loneliness monitoring system. (A) User interface displaying real-time physiological data, loneliness status, and
activity recommendations. (B) Family member interface providing an overview of emotional status, scheduled activities, and communication access.
(C) Health care professionals interface showing loneliness metrics across individuals and the service referral interface.

Procedure

Overview
This study was conducted through in-person workshops
consisting of a series of structured participatory activities

designed to evaluate and improve the smart loneliness
monitoring system. The research procedure was divided into 2
sequential components including an experiential evaluation of
the system and an experience-based co-design for improvement
session (Figure 4).
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Figure 4. Workshop procedure.

Session 1: Experiencing the Smart Loneliness
Monitoring System
The first session of the workshop was designed to allow
participants to interact directly with the smart loneliness
monitoring system. This session comprised 3 main stages: an
introductory demonstration, an immersive trial, and a
postexperience feedback phase including a questionnaire and
discussion. The session aimed to understand users’ initial
perceptions, sensory impressions, and evaluations of the system
within a supportive and participatory environment.

The session began with an introduction to the smart loneliness
monitoring system by the lead author (YZ), who presented the

components of the system, including the sensing garment and
sensing furniture. Participants were shown a short video
demonstrating the system’s functional workflow and potential
use cases in everyday life. This was followed by a live
demonstration, during which researchers explained how to
operate, maintain, clean, and charge the system. Participants
were encouraged to ask questions at any time during the
demonstration, ensuring that the purpose, use, and operational
aspects of the system were clarified. This stage served as a
foundation for the participants’ subsequent independent and
immersive system interaction.

All the participants were then invited to try on the sensing
garment and interact with the sensing furniture (sitting on the
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sensing seat pad or lying on the pillow) and operate the
accompanying mobile app to see the real-time physiological
feedback. This immersive experience was guided by principles
of sensory ethnography, which is a commonly applied method
in the evaluation of wearable and environmental technologies
to capture the embodied and affective dimensions of user
experience [46-48]. Participants were encouraged to attend to
their physical, emotional, and sensory responses such as how
the garment felt on their skin, the sensations caused by the
furniture, and their affective responses to the system feedback
while experiencing the systems. Three research assistants (YZ,
JR, and WL) used structured observation forms (Multimedia
Appendix 1) to document participants’ verbal and nonverbal
reactions, behaviors, and interactions with the materials.

After the immersive trial, participants completed a Likert-scale
questionnaire, designed to assess key dimensions such as ease
of use, comfort, perceived usefulness, trust in the system, and
concerns about data privacy. The questionnaire was informed
by the technology acceptance model (TAM), which is a widely
used theoretical framework that explains users’ acceptance of
technology based on perceived usefulness and perceived ease
of use [49]. Specifically, we adapted core constructs from TAM,
including perceived usefulness, ease of use, and behavioral
intention to use. To reflect the characteristics of smart textile
and ambient sensing systems, we also supplemented items
derived from established usability and health technology
evaluation frameworks such as comfort, aesthetics, data privacy,
and daily life integration [50,51]. A full list of questionnaire
items is provided in Multimedia Appendix 2. The experience
session concluded with a semistructured focus group discussion.
The discussion guide was also informed by the TAM and themes
identified in our previous co-design research, which served to
ensure comprehensive topic coverage rather than dictate
interpretive categories [27]. Topics explored included the
system’s integration into daily life, emotional responses to the
monitoring experience, clarity and interpretability of feedback,
comfort level of the systems, and concerns around data sharing
and privacy.

Session 2: Experience-Based Co-Design for System
Improvement
The second part of the workshop focused on collecting
user-driven suggestions for system improvements through an
experience-based co-design activity [52]. Based on the insights
and impressions gained during the initial system trial,
participants were invited by the lead investigator (YZ) to
reimagine various aspects of the smart systems. This session
aims to empower older adults to become cocreators, allowing
them to contribute their experiential knowledge and preferences
toward the future development of a more practical, comfortable,
and acceptable solution.

Each participant was provided with a design toolkit, which
included body and furniture layout co-design template
(Multimedia Appendix 3), sensor placement icons, and a range
of fabric samples representing commonly used textile
compositions (100% cotton, 100% wool, 80% cotton/20%
polyester, 80% wool/20% polyester, and 92% polyester/8%
elastane). The toolkit also includes materials for conceptualizing

sensor integration methods, such as Velcro, magnetic clasps,
hooks, and press-fit snaps, which are commonly used to attach
electronic modules in textile-based systems.

The session began with a short reflective exercise, in which
participants were asked to individually outline their daily
routines, experience prompts, and situational preferences related
to loneliness and technology use. This laid the foundation for
them to anchor design thinking in their own life experience.
Participants were then encouraged to engage in open-ended
visual prototyping using the templates and materials provided.
They annotated body outlines and home layouts with preferred
sensor placement zones, marked areas to be avoided for comfort
or privacy reasons, and proposed new features such as adjustable
garment structures, softer fabric options, or additional sensing
functions to enhance comfort, usability, and emotional
acceptance.

The co-design session ended with a group sharing activity,
where each participant presented their redesigned concept to
the group and explained the rationale behind their design
decisions. These presentations provided valuable qualitative
insights into the different preferences and expectations of older
users, which can inform iterative improvements in the future
system design.

Data Analysis

Overview
A mixed methods analytical approach was applied to analyze
the data collected during the workshops. The study was
structured in sequential phases, where the initial quantitative
questionnaire was used to prompt structured participant
reflection, and the subsequent qualitative phase provided a
deeper contextual understanding. Quantitative data from the
Likert-scale questionnaire were analyzed descriptively. The
qualitative data including audio recordings from focus group
discussions, co-design artifacts, field notes from sensory
ethnographic observations, and participants’reflective comments
following the co-design session were analyzed using inductive
thematic analysis [53,54].

Quantitative Data Analysis
Quantitative data from the postexperience Likert-scale
questionnaires were entered into SPSS (version 29; IBM Corp)
and analyzed using descriptive statistics, including means, SDs,
and frequency distributions. These data provided an initial
understanding of participants’perceptions and satisfaction with
the system and served as a foundation for subsequent qualitative
discussions.

Qualitative Data Analysis
Audio recordings from the focus group discussions and the
co-design sharing presentations were transcribed collaboratively
by the first and second authors (YZ and JR). In addition,
co-design artifacts such as annotated body and home layout
templates, sticky notes, and sketches were digitized and treated
as supplementary qualitative data. Field notes from sensory
ethnographic observations were also integrated into the
qualitative findings to contextualize participants’behaviors and
embodied responses during interaction with the system.
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Thematic analysis followed Braun and Clarke’s [55] 6-phase
framework and was independently conducted by 2 researchers
(YZ and WL). The researchers first familiarized themselves
with the data through review of transcripts and design materials,
followed by open coding using NVivo (version 14; Lumivero).
Codes were iteratively grouped into broader themes, which were
refined through collaborative discussions within the research
team. Although the focus group guide was informed by
constructs from the TAM and themes identified in prior
co-design research, data analysis proceeded entirely inductively.
Themes were generated directly from participants’perspectives
and lived experiences, rather than being constrained by a
predetermined theoretical framework.

While the earlier quantitative assessment was structured around
8 predefined dimensions, the subsequent qualitative analysis
adopted an open-coding approach. This was to ensure that
participants’ language, emotional nuance, and contextual
expressions were not shaped or limited by prior assumptions.
Although some thematic overlap with the questionnaire domains
was observed, the 2 phases were intentionally not aligned,
allowing for the emergence of novel concerns and experiential
insights.

Ethical Considerations
This study received ethics approval from the King’s College
London Research Ethics Committee (reference:

LRS/DP-24/25-34602). Prior to participation, all individuals
were provided with a participant information sheet and a consent
form, which has explained the purpose of the study, their rights,
and the voluntary nature of participation. Participants were
informed that they could withdraw from the study at any time.
Written informed consent was obtained on the day of the
workshop. During data processing, all the data were anonymized
by assigning each participant a unique and nonidentifiable
identification number. A password-protected file containing
participants’ names and contact details was stored separately
from research data and was only accessible to the core research
team. No direct financial compensation was provided for
participation. However, refreshments and lunch were offered
on the day of the workshop, and travel expenses were
reimbursed.

Results

Participants’ Characteristics
A total of 10 participants meeting the eligibility criteria took
part in the study. Table 1 summarizes their demographic
characteristics, including age range, sex, living arrangements,
levels of technology use, prior experience with
health-monitoring technologies, and loneliness score.
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Table 1. Characteristics of the participants (N=10).

ValuesCharacteristics

Age (years)

68.8 (4.2)Mean (SD)

65-79Range

Sex, n (%)

8 (80)Female

2 (20)Male

Highest education level, n (%)

6 (60)Secondary education or below

4 (40)Postsecondary education

Employment status, n (%)

9 (90)Retired

1 (10)Employed

Living arrangement, n (%)

5 (50)Living alone

5 (50)Living with others

Technology use, n (%)

2 (20)Low

8 (80)High

Experiencing in using health monitoring technology

5 (50)Yes

5 (50)No

Loneliness score (UCLAa)

5.1 (1.2)Mean (SD)

3-7Range

aUCLA: University of California, Los Angeles.

Descriptive Statistics
We conducted a quantitative analysis of the postexperience
questionnaires completed by participants following their
interaction with the smart loneliness monitoring system. The
questionnaire comprised 18 items spanning 7 key dimensions,
including ease of use, integration into daily life, perceived
usefulness, understanding and clarity of feedback, trust in system
functionality, concerns of data privacy, comfort level, and
overall system acceptance. Each item was rated on a 5-point
Likert scale starting from 1=strongly disagree” to 5=strongly
agree.

Table 2 summarizes the descriptive statistics for user perceptions
of the smart loneliness monitoring system. Overall, the responses
reflected a positive attitude toward the system, with participants
tending to “agree” or “strongly agree” with the statements across
various dimensions. The highest-rated dimensions were ease
of use, understanding and clarity of feedback, and comfort level,
with average scores of 4.0 (SD 0.73), 4.5 (SD 0.52), and 4.4
(SD 0.53), respectively. However, responses related to the
system’s long-term integration, trust, and data sharing showed
greater variability, indicating that evaluations of the system’s
role in users’ everyday life were more complex and
individualized. These divergences will be further explored in
the qualitative findings presented in the Thematic Analysis
section.
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Table 2. Descriptive statistics for user perceptions of the smart loneliness monitoring systems.

FD-5FD-4FD-3FD-2FDa-1Mean (SD)Item description

1. Ease of use

252103.8 (0.92)System is easy and convenient to use

541004.4 (0.70)Garment easy to put on or take off

172003.9 (0.57)Maintenance process is manageable

2. Integration into daily life

314203.5 (1.18)Willing to use regularly

154003.7 (0.67)System fits into daily routines

3. Usefulness

162103.8 (0.82)Useful for personal well-being

334003.9 (0.87)Useful for detecting loneliness

4. Understanding and clarity of feedback

550004.5 (0.52)App feedback was easy to understand and interpret

5. Trust and reliability

145003.6 (0.69)Trust in system performance

046003.4 (0.51)System reliably monitors loneliness conditions

6. Privacy and data concerns

153103.6 (0.84)Comfortable sharing data

341203.8 (1.13)Comfortable being continuously monitored

7. Comfort level

370004.3 (0.48)Comfort of sensing garment

910004.9 (0.32)Comfort of sensing furniture

370004.3 (0.48)Comfort of electronic textile component

433004.1 (0.87)Systems feels emotionally supportive

8. Overall acceptance

253003.9 (0.73)Overall system acceptability

154003.7 (0.67)Willingness to recommend to others

aFD: frequency distribution.

Specifically, the ease of use received relatively high ratings.
The highest-scoring item was “The garment was easy to put on
and take off” (mean 4.4, SD 0.70), followed by “The
maintenance process is manageable” (mean 3.9, SD 0.57). These
results suggest that most of the participants were able to interact
with the system independently and comfortably. In contrast, the
integration into daily life revealed different perspectives. While
most participants agreed that the system could be incorporated
into their routine (mean 3.7, SD 0.67), their willingness to use
the system regularly over time varied more significantly (mean
3.5, SD 1.18). This points to the complexity of sustained
engagement and highlights participants’ desire for
personalization and control. These themes are also demonstrated
in their co-design for improvement session (see Wearability,
Usability, and Daily Integration section). In terms of perceived
usefulness, most participants believed that the system would be
beneficial to them (mean 3.8, SD 0.82) and could effectively
detect indicators of loneliness (mean 3.9, SD 0.87). These ratings
support the conceptual value of the system. However, several

participants expressed concerns about the transparency of how
loneliness was inferred, especially in relation to physiological
data. This issue was elaborated further in the focus group
discussions (see Trust, Privacy, and Data Control section).
Additionally, the dimension of understanding and clarity of
feedback was rated highly. All participants reported being able
to interpret the outputs provided by the accompanying mobile
app (mean 4.5, SD 0.52), indicating a positive perception of the
interface’s communicative clarity. However, ratings related to
trust and privacy were more mixed. Participants expressed
moderate trust in the system’s ability to reliably monitor
loneliness (mean 3.4, SD 0.51). Responses to data sharing (mean
3.6, SD 0.84) and continuous monitoring (mean 3.8, SD 1.13)
were generally positive, but the higher SDs suggest a divergence
in acceptance of long-term monitoring technologies among
participants. These differences were explored in depth during
focus group discussions, where participants reflected on the
roles of caregivers and family members in accessing sensitive
data and expressed a wide range of perspectives on appropriate
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data governance (see the Adoption, Applicability, and Ethical
Futures section). Furthermore, the comfort dimension received
the most consistently high ratings. Items relating to the comfort
of the sensing garment (mean 4.3, SD 0.48), sensing furniture
(mean 4.9, SD 0.32), and electronic textile materials (mean 4.3,
SD 0.48) showed both high mean scores and low variability,
indicating strong consensus among participants. Observational
data also support these findings, with most participants
exhibiting relaxed body language, positive comments, and tactile
exploratory behaviors consistent with physical ease and
embodied comfort. Finally, the dimension of overall system
acceptance was rated positively (mean 3.9, SD 0.73), and
participants reported moderate willingness to recommend the
system to others (mean 3.7, SD 0.67). These findings suggest
general acceptance and openness to the concept while also
indicating further specific design improvement required to
support long-term compliance.

Overall, these quantitative results provide an initial
understanding of participants’ functional and emotional
responses to the system. They also helped shape the focus of
the thematic analysis by identifying areas of strong consensus
and divergence, which are further explored through focus group
discussions, co-design artifacts, and sensory ethnographic
observations in the Thematic Analysis section.

Thematic Analysis

Overview
Thematic analysis of the focus group discussions, co-design
artifacts, and sensory ethnographic observations resulted in the
identification of 4 main themes, each encompassing multiple
subthemes, including wearability, usability, and daily
integration; trust, privacy, and data control; perceptions of
loneliness and the limits of detection; and adoption,
applicability, and ethical futures.

Wearability, Usability, and Daily Integration

Garment Preferences and Adaptive Design

Participants expressed various preferences regarding the design,
material, and format of the smart garment. These preferences
emphasize the value of adaptable design that can align with
individual lifestyles, seasonal changes, and social settings.

One of the most frequently raised concerns was about high
temperature during warm weather. While participants
acknowledged that the current version of the smart garment
featured long sleeves to facilitate wearability within the
workshop context, some participants questioned its year-round
practicality: “I was just wondering how practical it would be in
the summer to wear when it is hot.”

Participants further expressed their expectations for varied
design options based on seasonal needs and daily routines:

In the winter, a vest would be something of choice.
But in the summer, maybe a t shirt. But then
obviously, you’d have to provide different styles.

A couple of participants suggested to design the sensing garment
into sleeveless styles such as vests and sports bras, which would

allow users to retain their preferred outerwear while still
benefiting from the system’s embedded sensing functions:

I would want something that more comfortable and
I can put my own clothes on. So for me, I would prefer
a vest or something like a sports bra.

Additionally, some older people concerned about the visibility
of sensing components, such as metal press-fit snaps and the
data acquisition unit. For example, too many metal snaps on
the outside of clothing were considered potentially offensive,
as participants indicated that they would not want others to
know that they were wearing a system designed to monitor
loneliness. This reflected broader sensitivities around emotional
health and a strong preference for unobtrusive and socially
invisible technologies. While some participants found these
acceptable on activewear, they felt such elements appeared out
of place on more casual garments like t-shirts.

These concerns also extended beyond aesthetic considerations,
but also included social signaling and potential stigma.
Participants expressed a preference for discreet designs that
would not attract unnecessary attention or provoke inquiries:

In a perfect world, I’d like it to be invisible, because
otherwise you may spend half your life explaining ...
people are going to say “what’s that?” And do you
want to discuss the fact that you’re being monitored
for loneliness with people you’re not necessarily that
close to?

These findings were further supported during the co-design
sessions. Participants proposed alternative sensor attachment
mechanisms beyond the current snap-on method, suggesting
modular sensor units that could integrate with their existing
personal clothing. Outcomes from the co-design activities
included vest sketches with internal linings to conceal sensor
modules and annotations, indicating preferences for “subtle
seams” and “concealed fasteners.” One participant also
suggested the concept of a “pin-on sensor,” reflecting a desire
for wearables that conform to users’ existing dressing habits,
rather than imposing new ones. This highlights the importance
of designing smart loneliness monitoring systems that seamlessly
integrate into users’ daily lives and personal style, thereby
enhancing the likelihood of long-term adoption.

Sensor Placement and Alternative Technology

During the focus group discussions, participants expressed a
range of concerns and preferences regarding the placement of
sensors and the physical dimensions of the monitoring
components. While most participants were satisfied with the
flexibility and comfort of the electronic textile circuit, a key
issue identified was the discomfort caused by the rigid data
acquisition module within the sensing garment:

About the little hard board (data collection unit), that
is to me kind annoying. It’s just wherever you put it.

Some participants also asked whether the hardware could be
miniaturized and made less obtrusive, suggesting that
improvements in physical design could significantly enhance
adoption. This perspective was reflected in several co-design
artifacts, where participants reimagined the data module as a
smaller patch or accessory. During the co-design sessions, many
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participants proposed relocating the data unit to the back or side
of the garment, thereby reducing bulk and improving comfort
around the front torso area.

Beyond physical discomfort, the focus group also revealed
diverse preferences regarding sensor location, particularly in
relation to wrist-based monitoring. Some participants clearly
expressed aversion to wearing anything on their wrist: “I don’t
wear anything on my wrist and I don’t particularly want to.”

In contrast, others found wrist-based sensing beneficial,
especially those already familiar with commercial wearable
devices: “I’m already using my watch to collect my health data,
and I find it very convenient.”

These conflicting attitudes were also observed in the sensory
ethnographic field notes, which recorded moments of hesitation
and hand gestures when participants explored the heart rate
sensor embedded within the sleeve of the prototype garment.
This further highlights the tactile and cognitive responses that
influence user acceptance.

Moreover, several participants raised concerns about the
technical requirements for physiological data accuracy. One
question reflected a broader concern about the need for reliable
biometric sensing: “Do the garment and furniture sensors need
to be in close contact with the body to get accurate results?”

This suggests a critical design tension in smart wearable
technologies between comfort and data accuracy. Older users
preferred sensor systems that offer customizability, modularity,
and interchangeable placement. Future iterations of the system
should therefore not only miniaturize key components but also
offer multiple sensor placement options, enabling users to select
configurations that best align with their comfort, personal habits,
and lifestyle.

Modular Usability

Modularity is a core feature of the system prototype, designed
to enhance ease of maintenance, personal adaptability, and user
autonomy. Across focus group discussions, co-design outcomes,
and sensory ethnographic observations, participants generally
endorsed the modular design principle while also highlighting
practical challenges related to charging, cleaning, and
reassembly.

Some older participants raised concerns about whether
individuals with physical limitations would be able to perform
these tasks independently:

I didn’t have trouble taking the components out and
putting them back, but if one hand wasn’t very agile,
it would be hard to do. These steps really require both
hands. For anyone older, or with arthritis, it might
be difficult to pull these things out of such a small,
tight pocket.

This concern was also reflected in co-design artifacts, where
participants proposed simplified fastening mechanisms or
introduced concepts such as magnetic snap-in connectors to
reduce the burden of fine motor control. Ethnographic
observations further documented moments of hesitation,
uncertainty, or participants seeking assistance when attempting
to detach or reattach sensor modules.

Additionally, some participants suggested that the system should
include charging notifications within the app:

It’s quite good to know that this stuff doesn’t need to
be charged every day like a smartwatch, but should
there be a reminder in the app? You know, because
you don’t charge it daily, you might forget when it
does need charging.

Despite these operational challenges, participants consistently
affirmed the value of modularity. They appreciated the
separation of electronic components from the textile base not
only for practical purposes, such as maintaining and laundering,
but also for the potential long-term benefits, such as upgrading
or replacing individual components over time. In co-design
templates, several participants proposed personalized
configurations, suggesting that different sensor modules could
be swapped or added according to evolving health needs.

Material Comfort and Sensory Feedback

Material comfort is a critical factor influencing participants’
responses to the smart loneliness monitoring system, particularly
in relation to fabric texture, thermal regulation, and skin contact.
Several participants expressed discomfort with synthetic textiles,
especially when worn directly against the skin:

Wearing it as an outer layer is fine, I think it’s quite
comfortable. But if I were to wear it close to my skin,
like a vest or a t-shirt, I definitely wouldn’t want it to
be polyester, because I find polyester too hot and
sweaty when worn directly against the skin.

During the co-design activities, participants were given fabric
samples, including 100% cotton, cotton blends, wool blends,
and polyester-spandex, and they were invited to annotate their
preferences directly onto garment outline templates. Cotton and
cotton-blend fabrics were the most frequently selected,
accompanied by annotations such as “soft,” “breathable,” and
“not itchy.”

Comfort was also related to personal experiences and medical
histories. For example, one participant noted that clothing design
needs to consider changes in tactile sensitivity in the
postoperative area:

I had a mastectomy. I don’t have any breasts. I hate
anything that scratches. It’s just the normal is not
normal anymore. You know what I mean?

Compared to the sensing garments, the sensing furniture
components such as the sensing pillow and cushion were
generally perceived as more comfortable and less intrusive. This
distinction was further supported by sensory ethnographic
observations, which captured some participants’ nuanced
physical interactions with the garments. While wearing the
smart clothing, some participants often made subtle adjustments
to collars, pulled at sleeves, or ran their fingers along seam lines.
Some participants hesitated before putting on the garment or
asked whether the sensors would touch their skin directly. In
contrast, interactions with the smart furniture were more relaxed.
Most participants sat down without instruction, leaned back
comfortably, and engaged in conversation while using the seat
pad.
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Contextual Integration and Lifestyle Compatibility

Participant feedback indicated that the acceptability of the
system was closely related to its ability to seamlessly integrate
into users’everyday lives, domestic environments, and personal
routines. For example, smart furniture components were
generally perceived as less intrusive and more acceptable for
long-term and low-effort engagement:

People do tend to sit in the same seat every day, in
the same place to watch TV. If someone was sitting
there all day watching TV or doing something else,
you’d find it very useful.

In contrast, concerns were raised about the disruption that smart
garments might cause to the unpredictability of daily routines.
One participant described how the demand for continuous wear
might not be compatible with their lifestyle:

I do so many things during the day. When I come back
from the garden, I might have sweated or gotten dirty
and need to change clothes and then, oops, I might
forget to put on the smart garment again.

This issue was further reflected in sensory ethnographic field
notes, which captured several participants expressing uncertainty
about whether they were “wearing it correctly” or whether the
sensors would still function properly after shifting position.

During the co-design sessions, participants engaged with home
layout templates, marking preferred sensor locations. They often
placed sensors in areas associated with habitual furniture use,
such as a reading chair, dining table, or frequently used seating
areas. Some participants also proposed to integrate the system
as part of standard domestic infrastructures in care homes: “You
just install it when someone moves in for safety.”

These insights suggest that smart loneliness monitoring systems
should not only be conceived as stand-alone technologies, but
rather as components within a broader ecosystem of smart living,
with potential to be embedded into existing domestic practices
and infrastructural frameworks.

Trust, Privacy, and Data Control

Conditional Trust and System Reliability

Participants across both workshops expressed a degree of trust
in the smart loneliness monitoring system but consistently
emphasized that trust in such technologies is not taken for
granted. Several participants highlighted that trust would need
to be earned over time, through demonstrable functionality and
accuracy in real-life use:

I think I’d have to actually wear it and see it identify
(my loneliness) without me saying anything. That
would be the only way to really learn that it was
working. What would happen at the end of the day?
Would it give you a ping? Something to say “woo!
Looks like you’re lonely at the moment.” And if I was
in the middle of having a conversation with somebody
and feeling perfectly fine, I know I would not trust it.

Moreover, past experiences with commercial wearable
monitoring devices appeared to shape users’current skepticism.
One participant referenced their partner’s experience:

My husband uses a Fitbit, but it clearly doesn’t record
his steps accurately. So I can’t fully trust it.

These encounters with inaccurate sensing may contribute to
reserved user fatigue or doubts about the credibility of wearable
sensors. These doubts also extended to smart monitoring
systems, especially when applied to emotionally complex and
subjective states like loneliness.

While most participants felt confident interpreting the outputs
presented in the accompanying mobile app, they nonetheless
highlighted a need for greater transparency and interpretability
in system feedback. During the co-design sessions, participants
proposed a range of suggestions to improve algorithmic
explainability, including the addition of visual indicators such
as:

Why is it saying I’m lonely?

What data triggered this message?

Another recommendation was the inclusion of a feedback
confirmation mechanism, enabling users to validate the system
feedback, thus contributing to a dynamic and trust-building
model. One participant proposed a “check-in” feature, whereby
if the system identified them as potentially lonely, they could
choose to confirm or dismiss the notification. Over time, such
feedback loops would allow the algorithm to learn from user
responses, thereby refining its accuracy and building user
confidence.

Customizable Data-Sharing Preferences

While participants acknowledged the potential value of sharing
data with others particularly in the context of health or emotional
support, several older adults highlighted the importance of
retaining control over their data-sharing choices:

I feel that collecting this data all the time is quite
intrusive. I might not want my daughter to know how
I’m feeling at that moment, and I certainly don’t want
her using an app to monitor me. I want to stay in
control of my emotions, and I feel this would take that
control away.

Conversely, another participant expressed openness to
sibling-based support, provided that geographic distance
warranted it. Interestingly, when asked, “You wouldn’t want
your daughter to see your data, would you want to see your
mother’s?” the participant hesitated. These responses highlight
how data sharing preferences are relational and
context-dependent and may vary depending on the role of the
recipient as caregiver or care recipient.

Additionally, several participants expressed a preference for
conditional sharing models, where data would only be shared
under specific circumstances:

If I’m having a breakdown at home because I’m
feeling lonely and haven’t seen anyone for three
weeks, then I do want them to know. But if I’m just
feeling a bit off and can’t be bothered to go to the
coffee shop, I don’t necessarily want to share that.

During the co-design sessions, participants proposed
improvements to the current permissions interface. Users
expressed a desire to select which types of data such as
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emotional states, activity levels, or physiological indicators
would be visible to specific recipients, including family
members, clinicians, or community caregivers. Some also
suggested adding a dashboard that clearly shows “who can see
what,” along with visual indicators to support transparency and
ease of management.

Ethical Concerns and Data Ownership

Across both workshops, while the majority of participants
expressed openness toward the use of monitoring technologies,
they also emphasized that trust in such systems depends not
only on accuracy but also on transparency of purpose, data flow,
and long-term governance.

A recurring concern was “Who owns the data?” and often
followed by anxiety about potential commercial exploitation.
As one participant asked: “What if the data gets sold? Who’s
to say it won’t be sold?”

The prospect that personal health or emotional data might be
commodified was troubling for many older adults, particularly
given the lack of clear regulation surrounding data collected
outside clinical systems.

Concerns also extended to the broader implications of artificial
intelligence governance in connection with wearable monitoring
systems: “I understand that these technologies are developed
with good intentions, but I do worry that they could be
repurposed for surveillance or behavioral manipulation.”

During the co-design sessions, many older adults indicated that
these ethical concerns did not necessarily result in rejection of
the system. Rather, they expressed a desire for greater clarity
regarding the system’s governance model, data stewardship,
and effective plans for future use. These findings suggest that
ethical acceptability is not solely a matter of obtaining “informed
consent” at the point of use but requires ongoing transparency
and participatory data governance. Future iterations of the
system should consider the development of interactive tools
that clearly and accessibly communicate key information
regarding data provenance ownership and rights.

Perceptions of Loneliness and the Limits of Detection

The Subjectivity of Loneliness

Some participants believed that loneliness is fundamentally a
subjective and emotionally complex experience, one that cannot
be directly inferred from behavioral or physiological signals
alone. This perspective occurred in our earlier focus group
discussions, where several participants questioned the
assumption that sensor data could reliably infer emotional states:
“What you feel inside can’t be monitored by anyone, no sensor
can pick that up.”

Participants also noted that loneliness is highly individualized
and not necessarily linked to physical solitude: “You can feel
lonely in a crowded room but feel fine when you’re alone.”

This further raised questions among participants about whether
the algorithm could accurately identify individualized feelings
of loneliness. In response, the investigator (JR) clarified that
while current algorithmic models may be developed from broad
datasets, their core functionality is intended to adapt to

individual patterns. The system is designed to learn over time
with correct or incorrect feedback, establishing and refining a
personalized emotional profile, thereby improving its accuracy.

Moreover, participants noted that loneliness is not exclusive to
older adults but occurs across different ages and life stages,
highlighting the need for the system to detect emotional nuance
rather than demographic generalization.

In the co-design sessions, some participants expressed
discomfort with the term “loneliness,” describing it as “too
strong” or “too negative.” They proposed softer alternatives,
such as “reflective state” or “well-being indicator.” Others
annotated their interface sketches with prompts like “How are
you feeling today?” in place of system-generated loneliness
labels. These design annotations suggest that users may prefer
tools that prompt self-reflection, rather than systems that
presume to define their emotional states on their behalf.

Algorithmic Assumptions and Multimodal Analysis

As discussed in the previous subsection, participants questioned
the logic behind the algorithm used for loneliness detection.
For instance, they expressed concern that feedback based solely
on low physical activity might lead to false positives: “You’re
detected as being very still, but you’re not lonely, you’re just
enjoying your book.”

In response, researchers explained that the current system applies
multimodal integration, combining physiological signals with
behavioral data for a more comprehensive analysis. While
participants appreciated this approach, they also asked whether
the system could incorporate additional personalized factors to
further improve detection accuracy: “If I’m motionless, and
those factors you mentioned lead the system to assume I’m
lonely, then I’m wondering, what other factors could be added?”

This desire for individualized calibration was also evident in
the co-design artifacts. On the smart garment and furniture
templates, some participants annotated notes such as “Don’t
assume lack of movement means I’m feeling low.” Others,
particularly older adults, proposed that the system should seek
user confirmation before tagging as a loneliness event,
effectively embedding emotional subjectivity into the
algorithmic process.

Adoption, Applicability, and Ethical Futures

Adoption Among the Older Adults

While participants generally recognized the value of the systems
in their later life, they also noted that those who might benefit
most should be very old adults or individuals strongly invested
in their independence (may be the least willing to adopt it).
Factors such as psychological resistance and identity-related
concerns were seen as major potential barriers to real-world
implementation.

Most participants in both of the workshops were still socially
active and engaged but reflected on family members who were
socially isolated yet unwilling to engage with monitoring
technologies or accept support:
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My mum is very old and lives on her own. She’s
obviously lonely, but there’s no way she’d get
involved in something like this.

Others expressed similar insight:

She won’t accept any help. Yes, even though she’s
clearly spiraling because of it.

These reflections highlight a tension between need,
self-perception, and autonomy. The concept of “independent
living” was both a source of pride and a practical barrier. Older
adults may perceive acknowledging loneliness or using assistive
technologies as a threat to their autonomy or even as an
admission of vulnerability.

This resistance was also observed in the sensory ethnographic
field notes. While most participants interacted with system
components during the experience, a small number showed
hesitation or disengagement when asked to wear the garment
or respond to app prompts. Some made dismissive remarks such
as: “This seems something for people who need looking after.”

In co-design sessions, some participants openly stated that they
found it a bit difficult to imagine themselves using such a system
even hypothetically because it felt “irrelevant” or “only for
people in worse situations.” These views may reflect a desire
to maintain a sense of competence and independence, even in
the face of known risks or increasing social withdrawal.

Timing of App

During the focus group discussions, participants also reflected
on when these technologies should be applied. Some participants
thought it would be best to introduce the system before severe
loneliness or functional decline occurs: “Maybe you need to
catch people before they get to that point, so you can do it as a
prevention rather than a late intervention.”

Some participants thought that if people fall into severe
isolation, their willingness to engage with new technologies
may be significantly reduced: “By the time they need it, they
may not want to learn it.”

In addition, participants also mentioned that they may be more
willing to use the system when they still feel in control, an
insight that is consistent with the discussion in the Trust,
Privacy, and Data Control section that trust is built through
gradual voluntary participation rather than sudden or mandatory
use.

Some participants proposed a “onboarding stage” during the
co-design session, such as “Let me start with one feature first”
or “Phase 1: Activity tracking only, no reminders yet.” Others
suggested setting up a “trial period” for the system so that users
can experience it during this period without worrying about
data being misunderstood or shared too early.

Expanded Health Monitoring

While loneliness detection was the primary aim of the system,
many participants expressed strong interest in expanding its
functionality to support broader physiological and behavior
monitoring: “It’s good to know the system can monitor so many
different things, but could it also include more features?”

Some participants also highlighted their specific personal
monitoring needs: “I often need to drink water, otherwise I get
heart palpitations. could it tell me if I’m dehydrated?”

These ideas were further developed during the co-design
activities, where participants added additional monitoring points
to the smart garment framework diagrams. Suggestions included
integrating electrocardiography and blood pressure tracking and
hydration-level detection. Rather than replacing the core
functionality related to loneliness, these suggestions were seen
as complementary integrations that could increase the system’s
everyday utility and relevance by addressing users’ broader
well-being in a more holistic and meaningful way.

Linked Intervention

When participants reflected on the system’s potential to monitor
physiological and behavioral signals, the discussion naturally
extended to scenarios involving health emergencies and critical
incidents. Many raised concerns about automated alerts and
connected interventions:

If you’re in a state of severe loneliness or at some
kind of risk, the next level of concern is whether social
services would actually respond, whether your GP
would be notified, or a nurse, or a district nurse would
come out. That’s the real worry.

While many participants appreciated the system’s potential to
issue alerts or prompts, they expressed hesitancy about fully
autonomous system actions, particularly in the context of
emotional monitoring. Some expressed discomfort with the idea
of automated triage, instead showing a preference for
human-mediated intervention: “I would like a caregiver or
clinician to review the data before contacting me.”

In the co-design sessions, participants proposed customizable
alert settings, including adjustable emergency thresholds, such
as “Only trigger an alert if an abnormal signal persists for more
than 10 minutes.” and “Notify family members first, then
professionals.” These suggestions reflect a strong desire for
tiered intervention logic, whereby users can define the severity
of signals required to activate alerts as well as the order and
type of recipients to be notified. This approach highlights the
need for a personalized response, rather than a one-size-fits-all
automation model.

Furthermore, although stakeholders such as care providers were
not present in either workshop, participants actively imagined
various relational configurations. Some participants preferred
family members as first contacts, while others, particularly those
living alone, favored designated professional care networks.

Discussion

Principal Findings
This study examined the acceptability and perceived usability
of a novel smart loneliness monitoring system for older adults,
comprising sensing garments, furniture, and a companion mobile
app. Through user-centered evaluation and experience-based
co-design, this study aimed to comprehensively explore users’
practical, emotional, and ethical concerns to the system and to
provide actionable design insights for future development. While
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prior studies in pervasive computing and ambient-assisted living
have focused on detecting behavioral correlates of social
isolation, few have investigated how older adults themselves
experience, interpret, and negotiate such monitoring systems
[34-36]. Therefore, our findings contributed to bridging the gap
between technical feasibility and user acceptability in the
emerging field of smart mental health textiles.

Previous research has shown that older adults’ acceptance of
smart monitoring systems is heavily affected by perceived
usefulness, particularly whether the data collected support
meaningful or supportive interventions [17,56,57]. Given the
practical and societal significance of loneliness monitoring, our
prior research had explored older adults’ initial design needs
alongside stakeholder perspectives at the conceptual level [27].
Building on this foundation, this study combines smart textile
design and sensing technology to develop prototypes that allow
participants to physically experience, evaluate, and reimagine
the system. This study identified 4 main domains affecting user
acceptance and future design improvement, including
wearability, usability and integration; trust, privacy and data
control; limitations of loneliness monitoring; and future
adoption, applicability, and ethical considerations.

Our findings highlighted the importance of adaptability and
lifestyle compatibility in determining system acceptability,
which are key aspects emphasized in previous research on
wearable health technologies for older adults. Prior studies have
shown that comfort, convenience, and discretion strongly
influence engagement with wearable devices, particularly among
older users who may have heightened sensitivities to fabric
texture or skin contact [15]. In our study, although most
participants were satisfied with synthetic materials for outerwear
use, individual preferences and health history highlighted the
value of personalized textile options. Participants appreciated
the modular design and comfortable electronic textile
integration, which enhanced wearability. However, unlike
previous work that primarily assessed ergonomics or fit, our
findings underscored the importance of emotional comfort and
social invisibility. Participants expressed concerns about the
visibility of sensing components and the potential stigma
associated with being perceived as “monitored.” This highlights
an important extension of the current understanding of usability
from physical comfort to psychosocial comfort. Additionally,
the discussion around seasonal practicality and clothing
preferences, such as the suggestion to adopt undergarment
formats like vests or sports bras, introduces a novel
consideration for thermal and social appropriateness and
compatibility with individual everyday routines. While some
previous smart garment research explored aesthetic design [58],
our findings suggest that adaptability to seasonal routines and
existing clothing habits is critical for long-term adoption.
Moreover, the discomfort caused by rigid sensor modules further
emphasizes the need for miniaturized and flexible electronics,
a challenge also noted in emerging literature on e-textile
scalability and integration [59,60]. Compared to sensing
garments, sensing furniture was perceived as more comfortable,
less obtrusive, and better aligned with habitual behaviors.

Trust, privacy, and data control were also key to user acceptance.
Prior studies on digital health and remote monitoring

technologies have consistently shown that trust and perceived
data security are prerequisites for sustained engagement among
older adults [61]. Our findings support these observations but
extend them by revealing that participants’ conditional trust
depended not only on privacy assurances but also on the
reliability, interpretability, and transparency of system feedback.
These aspects highlighted in this study collaborated with
previous studies on smart home and telehealth systems.
However, unlike earlier work that primarily emphasized the
role of institutional trust in health care providers [62], our
participants focused on personal data sovereignty, and they want
to see, understand, and adjust what the system infers about them
in real time. While many older adults found the app’s real-time
feedback intuitive and easy to use, their past experiences with
commercial wearables, such as smartwatches and fitness
trackers, triggered skepticism regarding its accuracy when
interpreting subtle emotional or behavioral changes. This echoes
concerns in prior research that algorithmic opacity undermines
user confidence in affective or well-being monitoring [63]. Our
findings show that trust must be earned gradually through use
and supported by transparent feedback mechanisms that allow
users to confirm or challenge system outputs, which is an
important element rarely addressed and discussed in earlier
studies. Users have also shown a great preference to granular
control over data sharing, allowing users to tailor access to
different stakeholders such as family members, clinicians, or
caregivers. While prior work on privacy in older adults has
discussed consent management in general terms [64], our
participants preferred a dynamic and contextual control that
could match their current mental state and relationships. These
insights extend the current literature by emphasizing that ethical
acceptability is not achieved solely through initial consent, but
through ongoing transparency, accountability, and user agency
in data governance. Future development of wearable monitoring
technologies should move beyond data protection compliance
to include user-facing transparency features and active
participatory data management frameworks.

Strengths and Limitations
The key strengths of this study lie in its multimethod integration
of quantitative and qualitative approaches, combining structured
questionnaires, focus groups, sensory ethnography, and
experience-based co-design. This enabled a multifaceted
understanding of older adults’ experiences with the smart
loneliness monitoring system and helped identify comprehensive
user-driven directions for iterative improvement. However,
several limitations also need to be acknowledged. First, all the
participants were recruited from the United Kingdom, which
may introduce a degree of regional bias and limit the
generalizability of the findings to older adults in other
geographic, cultural, or health care settings. In addition, the
sample included relatively few male participants. Given that
sex may influence perspectives on technology, privacy, and
well-being, future research should aim to increase sex diversity
to improve the representativeness of findings. Participants with
diagnosed cognitive impairment were excluded during
recruitment. Researchers applied the principles of the Mental
Capacity Act (2005) to assess participants’ capacity to
understand the study and provide informed consent [40]. While
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this ensured ethical participation and meaningful engagement
with the system, the study does not include the perspectives of
older adults living with cognitive impairment or dementia.
Future work should explore how smart loneliness monitoring
systems can be adapted or tailored for these populations, who
may have different usability needs and vulnerabilities.
Additionally, although participants met the inclusion criteria of
being aged 65 years and older and having experienced
loneliness, the majority of participants remained socially active,
potentially limiting the generalizability of findings to more
isolated or vulnerable populations. Moreover, the overall sample
size was small. While small-scale qualitative studies can offer
rich insight, findings should be interpreted as exploratory and
hypothesis-generating rather than definitive. Finally, while the
workshops were conducted in a controlled environment to allow
in-depth interaction and observation, this setting may not fully
capture the complexity of real-world use. To further strengthen
the validity and practical relevance of the system, future research
should involve longitudinal field testing in home or community
settings. This would allow for continuous data collection over
an extended period, enabling more robust analysis of behavioral
and physiological patterns, as well as user engagement over
time.

Conclusions
This study examined older adults’ experiences with smart
loneliness monitoring systems, including sensing garments,
furniture, and a companion mobile app. Through immersive
workshops combining structured questionnaires, focus groups,
sensory ethnographic observation, and experience-based
co-design, we investigated older users’ practical, emotional,
and ethical responses to the system, providing actionable design
insights to inform future development. These findings indicate
that while participants generally accepted the concept of
monitoring via smart textile wearables and furniture, their
willingness to adopt such systems over time is highly dependent
on usability, personalization, lifestyle compatibility, and
perceived control. Participants consistently emphasized the
importance of adaptable design that respects bodily comfort,
domestic routines, and personal identity. Moreover, the modular
smart system developed in this study demonstrates strong
potential as a discreet and passive sensing platform for
psychological and social health indicators. However, continued
user-centered iteration, broader real community testing, and
deeper integration with health care infrastructure are required
to ensure its future success in real-world applications.
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Abstract

Background: As artificial intelligence (AI) becomes increasingly embedded in clinical decision-making and preventive care,
it is urgent to address ethical concerns such as bias, privacy, and transparency to protect clinician and patient populations. Although
prior research has examined the perspectives of medical AI stakeholders, including clinicians, patients, and health system leaders,
far less is known about how medical AI developers and researchers understand and engage with ethical challenges as they develop
AI tools. This gap is consequential because developers’ ethical awareness, decision-making, and institutional environments
influence how AI tools are conceptualized and deployed in practice. Thus, it is essential to understand how developers perceive
these issues and what supports they identify as necessary for ethical AI development.

Objective: The objectives of the study were twofold: (1) to examine medical AI developers’ and researchers’ knowledge,
attitudes, and experiences with AI ethics; and (2) to identify recommendations to enhance and strengthen interpersonal and
institutional ethics-focused training and support.

Methods: We conducted 2 semistructured focus groups (60-90 minutes each) in 2024 with 13 AI developers and researchers
affiliated with 5 US-based academic institutions. Participants’ work spanned a wide variety of medical AI applications, including
Alzheimer disease prediction, clinical imaging, electronic health records analysis, digital health, counseling and behavioral health,
and genotype–phenotype modeling. Focus groups were conducted via Microsoft Teams, recorded, and transcribed verbatim. We
applied conventional qualitative content analysis to inductively identify emerging concepts, categories, and themes. Coding was
performed independently by 3 researchers, with consensus reached through iterative team meetings.

Results: The analysis identified four key themes: (1) AI ethics knowledge acquisition: participants reported learning about
ethics informally through peer-reviewed literature, reviewer feedback, social media, and mentorship rather than through structured
training; (2) ethical encounters: participants described recurring ethical challenges related to data bias, patient privacy, generative
AI use, commercialization pressures, and a tendency for research environments to prioritize model accuracy over ethical reflection;
(3) reflections on ethical implications: participants expressed concern about downstream effects on patient care and clinician
autonomy, and model generalizability, noting that rapid technological innovation outpaces regulatory and evaluative processes;
and (4) strategies to mitigate ethical concerns: recommendations included clearer institutional guidelines, ethics checklists,
interdisciplinary collaboration, multi-institutional data sharing, enhanced institutional review board support, and the inclusion of
bioethicists as members of the AI research team.

Conclusions: Medical AI developers and researchers recognize significant ethical challenges in their work but lack structured
training, resources, and institutional mechanisms to address them. Findings of this study underscore the need for institutions to
consider embedding ethics into research processes through practical tools, mentorship, and interdisciplinary partnerships.
Strengthening these supports is essential to preparing the next generation of developers to design and deploy ethical AI in health
care.
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Introduction

Artificial Intelligence in Health and Medicine
Artificial intelligence (AI) is reshaping health care; AI tools are
aimed at reducing costs [1], streamlining clinical workflow [2],
and facilitating clinician and patient experiences [3]. Current
AI applications may include assistance with clinical decisions,
image-based diagnosis, self-diagnosis, mental health screening,
and chronic disease management [2]. For example, electronic
health records (EHRs) use natural language processing to
support clinical decisions [4], and at-home AI monitoring
systems assist older adults and those with long-term chronic
illnesses, potentially alleviating caregiver burden [5]. Health
care providers have started to use AI for medical imaging,
diagnosis and disease screening, and prediction [6-9].
Furthermore, emerging scholarship demonstrates that AI has
shown, to some extent, faster diagnostic speed and higher
accuracy than human experts in image analysis and precision
medicine [1,10]. The speed at which AI has been integrated and
accepted into health care networks and its ease of access for
users are unprecedented.

Despite these benefits, there are significant obstacles to AI
implementation in clinical practice. Concerns about patient data
security, privacy, clinician and patient autonomy, and
decision-making may erode trust in AI outputs [11,12]. In
addition, the pace of AI technology innovation often surpasses
regulatory guidance at the federal and state levels [13].
Identifying and understanding ethical challenges may help
establish practice and policy guidelines across health systems.
Such mechanisms may ensure that AI developers and
researchers, along with clinicians, patients, and health system
leadership and administration, adapt and integrate AI that
considers the needs and perspectives of all stakeholders. The
purpose of this study was to explore AI developers’ and
researchers’understanding of and training in medical AI ethics.

Ethical Attitudes and Knowledge of Medical AI
Recent scholarship has shown rising ethical concerns among
various stakeholders such as clinicians, patients, families, and
policymakers who engage with medical AI [12,14-16].
Clinicians report that AI tools serve as a time-saving benefit in
completing administrative tasks, which may effectively increase
clinical productivity and patient engagement [6,17]. Yet, they
are concerned with patient data privacy, the impacts on the
clinician-patient relationship, and the possibility that the
financial burdens of AI tools may heighten health inequities
[7,17,18]. Patients and families voice similar concerns, focusing
on patient autonomy and shared decision-making [19,20].
Patients articulate unease with the application of AI in treatment
recommendations, medication administration, and surgical
procedures [20].

Gap in Scholarship
The attitudes and perspectives of medical AI ethics among
health care stakeholders are important. Yet, perspectives of
other key stakeholders, such as AI developers and researchers,
are underrepresented in research [12]. Previous studies
demonstrate that ethical issues, including privacy and data
security, fairness, transparency, and reliability of machine
learning predictive analytics, are encountered by AI developers
[21-23]. Yet, the perceived responsibility of developers and
researchers to mitigate potential harms varies widely; some AI
developers are cognizant of the broader societal impacts of AI
(beyond technical considerations and optimization), while others
feel disconnected and detached from direct patient and clinician
outcomes [14,24,25]. Many AI developers report barriers to
mitigating AI harms, including limited authority to make such
decisions, and external pressures to deliver products quickly,
all of which can hinder ethical reflexivity [26].

With a paucity of evidence-informed data on developers’ AI
knowledge and attitudes, further research is necessary to
understand how AI ethics is addressed prior to deployment.
Academic institutions play a central role in AI research and
development, which lays the foundation for industry’s AI design
and application [14,24]. Academia has an important role in
educating, training, and shaping the future generation of AI
developers. This study presents a unique opportunity to guide
policy, practice, and education efforts in research institutes that
are aligned with the needs of AI developers and consider the
deployment of ethical AI across health systems.

Research Rationale
AI developers and researchers work on algorithms that
ultimately shape medical AI tools. Yet, clinicians often assume
that AI tools used in clinical settings have been ethically
scrutinized prior to deployment [27]. To understand ethical
encounters of AI design, this study identifies the knowledge,
attitudes, and training in medical AI ethics among AI researchers
and developers. As an exploratory, pilot study, this work aims
to offer an initial, in-depth understanding of how developers
and researchers experience and navigate ethical challenges in
medical AI. Rather than seeking generalizability, our goal was
to capture diverse perspectives across academic contexts to
illuminate key issues and inform the design of future large-scale,
quantitative investigations on AI ethics training and institutional
practices. Findings may inform strategies to facilitate AI ethics
integration in development.

Methods

Recruitment and Sampling
The research team qualitatively explored perspectives of medical
AI ethics among AI researchers and developers who were
employed at academic institutions in the United States. Members
of the research team had expertise in health communications,
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AI and health promotion, and bioethics. Participants’ inclusion
criteria were (1) aged ≥18 years; (2) ability to read, understand,
and communicate in English; (3) employed at an academic
institution; (4) involved in medical AI research and
development; and (5) consent to participate in a focus group.
Participants were recruited through purposive sampling and
chain referral methods to appropriately reach individuals who
had an academic background in working with medical AI tools
and the creation of algorithms. A study announcement and blurb
were sent through listserv emails, through networks and contacts
of the research team, and by word-of-mouth. Participants
responded by email, and a focus group was scheduled that met
participants’ availability through an anonymous When2Meet
Poll.

Data Collection
Focus groups (n=2; 60 minutes each) were held over Microsoft
Teams and facilitated by the lead author. The facilitator had no
pre-existing relationships with any participants. The lead author
introduced herself to the research team and explained her
background in clinical ethics, bioethics, and health scholarship
prior to initiation. A semistructured interview guide was used
in each focus group to reflect on participants’ knowledge,
attitudes, and encounters with AI ethics, and practical strategies
to enhance or improve ethics education and training. Participants
did not receive the interview guide prior to the scheduled focus
group. Some example questions included the following: (1)
What do you think is the extent of your AI ethics knowledge?
(2) What is your prior experience with AI ethics? (3) What are
the ethical concerns you have when conducting AI research?
(4) How as a research team do you deliberate ongoing ethical
issues you face? (5) In your current workplace, what training
or learning opportunities are there with AI ethics? (6) What can
your supervisor or the institution or university do to support
you in understanding and identifying ethical issues in AI
research? The interview guide was developed and piloted by
members of the research team.

All focus groups (roughly 60-90 minutes each) were recorded
and transcribed verbatim. No repeat interviews or focus groups
were conducted. Transcripts were cleaned for errors and
deidentified to protect participant confidentiality. Recordings
and transcripts were stored on the university’s secure
password-protected server, and only members of the research
team had access to the data. Thematic saturation was assessed
through iterative review during and after the second focus group.
At that stage, no substantively new themes emerged, and only
minor variations of existing concepts were observed. We
therefore determined that thematic saturation had been
sufficiently achieved for the purposes of this pilot, exploratory
study, and data collection concluded accordingly. In addition,
members of the research team contacted different principal
investigators within their respective academic units to enhance
diversity in disciplinary backgrounds, institutional affiliations,
and research areas. This strategy broadened the participant pool
and helped capture a wider range of perspectives on AI ethics
while maintaining the feasibility of this exploratory qualitative
study.

Data Analysis
We applied conventional content analysis, an inductive
qualitative approach used when limited theory or research exists
on a topic [28]. Analysis occurs directly from the data without
the use of preconceived frameworks or codebooks, allowing
researchers to conduct in-depth exploration of raw data [28].
All focus group transcripts (roughly 70 pages of transcript data)
were redacted and anonymized, and participants were given a
specific numerical code to ensure the accuracy of responses.
The 2 focus group transcripts were disseminated to 3 members
of the research team (known as the coding team) to review
independently from one another. Transcripts were reviewed,
and data were coded inductively to form new insights and
perspectives on medical AI ethics. Initial coding was conducted
first to highlight exact words or phrases to denote emerging
concepts. The whole research team met to discuss initial
thoughts and impressions from the transcript and to develop a
codebook. The transcripts were reviewed a few more times by
the three independent coders to organize: (1) codes into
categories, (2) categories into clusters, and (3) clusters into
emerging themes. The coding team met frequently to finalize
the codebook and to reach consensus on emerging themes and
patterns from the data. Discrepancies in coding were discussed
by the coding team to reach consensus. Codes were iteratively
clustered into broader conceptual categories and then
synthesized into higher-order themes that reflected shared
meanings across participants. Throughout this process, the team
also noted and discussed negative or divergent cases to ensure
that contrasting perspectives were represented and that the final
themes captured the full range of participant experiences. Once
the codebook was finalized, the whole research team met to
review findings and finalize themes. Rigor and trustworthiness
were attained through peer debriefing with other AI and data
science experts. The themes were grounded in participant data
to capture their perspectives, thoughts, and insights on medical
AI ethics.

Ethical Considerations
The study was approved by the Institutional Review Boards
(IRBs) of Texas A&M University (approval number:
IRB2023-0396D) and the University of Texas at Arlington
(approval number: 2023-0234) prior to participant recruitment.
Before the scheduled focus groups, participants received a copy
of an informed consent form, which they signed and returned
electronically. At the beginning of each focus group, the research
team reviewed the consent information again orally, provided
time for clarifying questions, and reiterated confidentiality limits
and group norms. To protect the privacy and confidentiality of
the participants, we transcribed the video recordings and
removed all identifying information, including names,
geographic location, or university affiliations. We conducted
the data analysis based on the anonymized transcripts instead
of videos. Each participant was paid US $20 in an Amazon gift
card as compensation for their time.
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Results

Overview
We interviewed a total of 13 participants employed in medical
AI research and development. No participants declined or
withdrew participation either before or during the focus group.
Six (46%) participants were women, and 7 (54%) were men.
Six (46%) participants identified as Chinese, and other
participants identified as Asian Indian, Middle Eastern,
Egyptian, Bangladeshi, Pacific Islander, or Taiwanese; only 1
participant identified as White. Participants held a range of
positions, including research faculty (5/13, 38%), graduate
students or research assistants (7/13, 54%), and programmer
(1/13, 0.07%). Focus group participants represented 5 distinct
academic institutes from different regions in the United States.

Participants’ AI research included (1) disease or surgery
outcomes prediction, (2) prediction and optimization of
treatment, (3) analysis of electronic medical records or
diagnostic imaging, (4) genetic analysis and
genotype–phenotype correlation, (5) AI in counseling and
behavioral health, and (6) AI in digital health and clinical trial
work.

Four themes emerged from the analysis of focus group
transcripts: (1) AI ethics knowledge acquisition that
demonstrates how and where participants obtain AI ethics
information, (2) ethical encounters that identify the main ethical
issues that arise from algorithm development and design, (3)
perceptions of ethical encounters to understand the implications
of unresolved ethical encounters, and (4) recommendations and
strategies to facilitate ethical deliberation and debrief in the
workplace (Table 1).
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Table 1. Themes and examples identified through conventional content analysis of focus groups on medical artificial intelligence (AI) ethics among
US-based AI developers and researchers (2024).

QuoteDescriptionThemes (innovation-decision
process) and subthemes

AI knowledge acquisition (knowledge)

“So I was following up some publications, so I started to see
the trend of new publications coming up and talking about
like as I mentioned AI bias…”

Learning about AI ethics from published studies
discussing bias, fairness, and responsible AI.

Peer-reviewed publications

“The first time I realized it was when I submitted my
manuscript to Nature-like journals; most reviewers pointed

Gaining awareness of ethical issues through review-
ers’ comments during the publication process.

Reviewers’ feedback

it out, and that’s when I started thinking about ethics serious-
ly. ”

“I don’t know if you’ve seen the recent news, like Deep-
Mind’s phone app for ChatGPT.”

Following experts and organizations online to stay
current with national and international AI ethics
guidelines.

Social media and AI policy
updates

“Some competitions from big tech companies like Microsoft
and Meta discussed these topics, and in our school, we also
have weekly seminars about them.”

Receiving ethics training through informal networks,
research supervisors, and academic workshops.

Informal mentorship and
seminars

“I haven’t received much training in AI ethics, so sometimes
I don’t even know what the problems are. Getting more

Having little to no structured ethics education leads
to uncertainty about ethical risks in AI research.

Lack of formal training

training would help me recognize the issues and address
them better.”

Ethical encounters

“Sometimes the data we use don’t really represent everyone,
so the model ends up being unfair to certain groups.”

Challenges related to underrepresentation in training
data and unfair model outputs.

Data bias and fairness

“Using patient data can be tricky; we’re not always sure if
we have full consent or if it’s okay to reuse it for other pur-
poses.”

Issues with using patient data without proper consent
or beyond the original intended use.

Privacy concerns

“Some people just ask ChatGPT to write sections for them,
and that really blurs the line between help and fabrication.”

Concerns about researchers using tools like ChatGPT
to fabricate or skip steps.

Use of generative AI

“Once big companies get involved, the focus often shifts
from research integrity to making profits.”

Ethical concerns regarding profit-driven deployment
by tech companies over academic integrity.

Commercialization pres-
sures

“Everyone talks about model accuracy, but barely anyone
mentions the ethical side of it.”

Some researchers prioritize performance over ethical
considerations.

Focus on accuracy over
ethics

Reflections on ethical implications

“Sometimes the model works great on one dataset but fails
completely on another, and we don’t really know why.”

Ethical concerns arise when models cannot be applied
broadly or are not easily interpretable.

Model generalizability and
explainability

“If the model gives the wrong prediction, it could actually
harm patients instead of helping them.”

Researchers worry about AI models causing harm or
failing to help diverse patient populations.

Impact on patient care

“Some doctors worry that AI might start making decisions
for them or replace parts of their job.”

Fears that AI may replace doctors or alter clinician-
patient relationships.

Clinician autonomy and dis-
placement

“AI is moving so fast that our evaluation methods can’t really
keep up.”

Difficulty in evaluating AI tools quickly enough to
match their development speed.

Technological pace vs eval-
uation speed

“We’re the ones expected to think about ethics, but no one
really gives us the tools or training to do it properly.”

Responsibility to address AI ethics falls heavily on
developers without adequate support.

Ethical burden on re-
searchers

Strategies to mitigate ethical concerns (implementation and confirmation)

“We really need clearer and more accessible guidelines on
AI ethics; sometimes it’s hard to even find the latest ones.”

Improve access to updated ethical AI guidelines and
standards.

Guideline communication

“Having a checklist or real cases to go through would make
it easier to see where our model might go wrong ethically.”

Using predefined lists or cases to test and evaluate
model ethics and bias.

Ethics checklists and scenar-
ios

“If we could share data across more institutions, the models
would be less biased and more reliable.”

Partnering with other institutions to diversify datasets
and reduce bias.

Data collaboration and diver-
sity

“It would help a lot if IRBs had someone who actually un-
derstands AI to guide us on the ethical parts.”

Having AI-specific ethics experts within IRBs to
guide responsible research.

IRBa support and gover-
nance
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QuoteDescriptionThemes (innovation-decision
process) and subthemes

“Having a bioethicist on the team would make us think about
these issues more seriously from the start.”

Adding bioethics experts to AI teams to help identify
and resolve ethical issues.

Inclusion of bioethicists

aIRB: Institutional Review Board.

Medical AI Ethics Knowledge Acquisition
Participants discussed various avenues through which they
sought AI ethics information and knowledge, including
peer-reviewed publications, journal feedback, social media, and
informal institutional learning. Several participants mentioned
journal submission guidelines or peer review feedback that
relayed information on AI ethics or included statements that
mentioned AI use and plagiarism:

Although I had studied ethics during my medical
school, I never paid attention during machine learning
research. The first time I came to know was when I
submitted my manuscript…the first thing they
[reviewers] pointed out was about this [ethics]…most
of the reviewers were concerned about it. So that’s
when I started thinking about it more seriously. I came
to start thinking about ethics because if you publish
in good journals, people will point out those things.
[P2]

Others observed a rise in publications on AI ethics and begun
to read peer-reviewed articles for information: “I started seeing
the trend of new publications coming up, talking about bias,
fairness, and then AI ethics” (P5).

Other participants relied on social media to inform AI ethics
knowledge:

I’ve been following [on X] anyone that has their
hands in AI ethics or AI policy and checking all the
guidelines, not just institutional levels, but national
and international levels. It’s hard to keep up with all
the literature that’s being pumped out right now. But
it’s important to at least familiarize yourself with
some of the different pieces…and what the relevant
concerns are that are transcending that international
sphere. [P6]

Social media was perceived as more current and relevant than
peer-reviewed publications, able to keep up with fast-paced
developments.

A small number of participants described that AI research ethics
knowledge derived from informal discussions with supervisors
or participation in university seminars or workshops:

I have really lucked out into having good people in
my circle and training me. I think that’s a huge
resource in terms of understanding ethics and AI, and
then also intentional engagement with current
guidelines that are being put out. [P6]

Yet, one participant remained silent during this discussion.
When prompted, the participant stated having little to no
knowledge about AI ethics:

I have received not too much training in AI ethics, so
that is why I don’t even know what the problems are.
Even if I’m making some mistakes, I don’t know if
those are things that I should have been careful about.
[P2]

This participant’s experience is important to elucidate, as it
shows potential training gaps and impacts on students and
researchers.

Ethical Encounters in AI Development
Participants reflected on ethical challenges encountered in their
research environments, including concerns about data bias,
privacy, commercialization, and the use of generative AI tools.
Participants discussed the fabrication of data, in which the
reliance on AI-generated tools, like ChatGPT, has enabled
colleagues to skip steps through automated written responses.
Yet, the primary ethical obstacle in medical AI research, as
reported by participants, was bias and underrepresentation within
training datasets. The ethical issues were consequences related
to predictive modeling and fairness, especially how data
omission could disproportionately exclude people of color. As
a participant who worked on radiation therapy, observed:

When we build the predictive model, if our model is
just purely based on the data we collected, it seems
like it’s not very fair for Black people or Asian people.
That’s the issue we are currently facing. [P4]

Another participant agreed, stating:

Most of the data are coming from European [and]
the therapeutics will be ultimately optimized for a
certain group of people [so] it can’t be generalized.
If you are not careful with what kind of metric you’re
using to assess and evaluate that model, you’re pretty
much classifying everything as negative. And
institutions like to incorporate these models into their
systems. If you put more weight on them [the positive
cases] you might be identifying the white skin tone
but not the darker skin tone. [P1]

There were also concerns of data security and the risk of
breaching patient data privacy:

If you’re using patient data without their proper
consent or you use data that trains a model that is
then used for something else that’s not within the
previously defined scope, that is not ethical.

A participant discussed that privacy was also the “need to test
it [the model] and then be transparent to the community and
[provide] the proper instructions of the model’s performance
degree” (P10) to ensure that the model is explainable and
interpretable to key stakeholders.

Participants deliberated on the dangers of the commercialization
of AI technologies and limited regulations:
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What I am really concerned with is that these big tech
companies are pushing very hard to deploy their AI
model into the hospital system. It’s linked to profit, a
very profitable market; if those big tech companies
want to push their product, I don’t know whether they
will do it with the same level of checks and balances
because it’s profit-driven, and they can promise a lot
of money, and we cannot make that promise. [P9]

The overall ethical concern related to commercialization was
the fast-paced development of AI and the time sensitivity of
implementing AI into health care spaces; for-profit companies
will be selected over evidence-informed AI research programs.

The perceived competitiveness between big tech
corporate research and also academic research and
I feel like they are not playing by the rules because
they can skirt and essentially do things that we have
to abide by like privacy issues and so forth. [P8]

In contrast, there were participants who did not perceive these
as ethics issues but rather as an accuracy issue: “I’m not really
focused on ethics. I tend to focus more on accuracy, something
that will make the model better but not actually the ethics” (P3).

Reflections on Ethical Implications
Participants described how the ethical encounters stated above
influenced research design and modeling choices and raised
broader concerns about patient care, clinician roles, and the
future of health care. For example, issues related to fairness and
bias influenced generalizability:

from a data scientist perspective, it’s an issue; you
cannot have a very accurate model with very high
bias. You can build your model, but we want the
model to have higher generalizability; we need to
take this issue from a data scientist perspective. [P4]

Participants noted that limits to explainability of AI impeded
solutions to resolve ethical issues:

with so much advancement in AI technology, there is
still no standard correct ways of evaluating my model
because I haven’t understood my data or the
distribution of the data yet. [P1]

Other participants considered ways ethical issues in AI
development may impact patient care and physician interactions.
For example, participants who worked on large language models
deliberated on how AI tools can generate clinical notes for the
patient and questioned the accuracy of how “clinical notes could
be to the specific patient…. we don’t know how that benefits
the patients” (P7). Questions related to predictive modeling also
drew fears of perpetuating patient harms:

How do we balance advancing healthcare to truly
help patients in this unprecedented way, but also make
sure that we’re not exploiting them or using models
that aren’t appropriate for them? [P6]

Participants reported that physician autonomy and
patient-physician relationships were another important area to
identify the ethical implications of AI deployment in health
care. One participant asked, “whether AI is going to replace
certain jobs and tasks and maybe even eventually replace

doctors; that’s a conversation I have about my research” (P8).
The timing to evaluate technology was an added concern that
could impact patient care:

By the time you come up with a standard metric that
you need to satisfy your AI model to be deployed in
a healthcare facility…maybe the technology has
completely changed by then. I don’t know what the
solution would be, but clinicians, researchers,
lawmakers, you know, everybody needs to be on board
because they can no longer take that long to evaluate
a technology. [P1]

The perceived impacts of AI ethics placed added burdens and
responsibilities on AI researchers and developers. Heightened
attention on AI ethics placed more obligations on AI developers
and researchers to resolve these issues, yet without training or
learned mitigation strategies.

Strategies to Mitigate Ethical Concerns
Participants described a range of strategies to address AI ethics
in research, including individual practices, team-based
approaches, and institutional-level interventions. Participants
suggested individual and team-based approaches that foster
transparent communication and knowledge mobilization. For
example, a participant emphasized the need for

…good communication about the latest guidelines
that are available from different communities. If that
becomes available to use as students and even as
faculty that will be more helpful to make us more
compliant with those regulations. [P5]

Guidelines, in turn, can assist in the design and development
of checklists or critical scenarios to mitigate biased models.
One participant stated

…maybe we can have a checklist on what we need to
see before doing something that’s more concrete. I
know it’s difficult to do that in AI ethics because we
don’t directly use it for patient outcomes right now.
But I think it will be a good starting point to have
some kind of checklist on what we should be careful
about. [P2]

Another participant wanted the actual model to counteract
biases:

The first check should be done on the data and how
the data biases have been handled by the AI models.
And last, what are the abusive ways this model can
be used? We should have some critical scenario by
which we can test our model, like some exerted test
on the product to see whether this product is stable
up to two years…whether it is up to our expectation.
[P1]

Participants advocated for organizational and institutional
strategies to support ethical AI development. One approach
mentioned was multi-institutional collaboration to improve data
quality and diversity and mitigate bias by increasing access to
larger, more representative datasets. One participant said:
“Where you don’t have enough data to support the deep learning
[models], we have to collaborate with other institutes to not

J Med Internet Res 2026 | vol. 28 | e79613 | p.1536https://www.jmir.org/2026/1/e79613
(page number not for citation purposes)

Fantus et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


only expand the sample size but also introduce diversity into
the data” (P4). Participants also called for ethics consortiums
to foster ethical awareness and skill development. For instance,
a participant said: “I feel like getting more training will help
me more to even identify what the problems are and then address
them” (P2).

An added strategy was to equip the IRB with AI-specific
guidance or AI ethics expertise on regulatory committees to
enhance regulation through a uniform approach and facilitate
adherence to best practices. IRB involvement could promote a
more consistent approach to oversight and improve adherence
to best practices. However, several participants expressed
frustration that current assistance or guidance sought from the
IRB often resulted in confusion rather than clarity:

We have those IRB boards and maybe some better
governance…to have somebody also on AI ethics and
being responsible for sharing that awareness as well
as ensuring that we are going through the guidelines
and sticking through the regulations. [P5]

Finally, for some participants, a bioethicist or ethics expert
should be involved as a potential interdisciplinary member of
the research team:

When you don’t have a bioethicist at your beck and
call or infused in the research in some degree, that
makes it really tricky too because you might not have
the checks and balances that are appropriate in
maybe expanding your research or getting into the
right market. [P6]

Discussion

Overview
The integration of medical AI in preventive care and clinical
decision-making means that researchers, data scientists, and
those involved in the design and development of AI need to
start becoming attuned to its clinical impacts. This study aims
to address gaps in scholarship by examining AI researchers’
ethics perspectives. Academic institutions, such as universities
and research institutes, play a central role in educating the future
generation of AI developers on AI ethics and design.

Findings from the study inform how medical AI may be diffused
into health care settings and how its use communicated
effectively between physicians, staff, and patients. The themes
from this study may be adapted into Rogers’ diffusion of
innovation framework [29]. Rogers maps a 5-stage
decision-making process to evaluate and adopt AI innovation
into practice. The series of stages is as follows: (1) knowledge
(gains understanding), (2) persuasion (reflect on attitudes), (3)
decision (activities and experiences that lead to choice), (4)
implementation (its actual use in practice), and (5) confirmation
(to avoid dissonance and conflict).

Our findings ought to be conceptualized within the diffusion of
innovation framework to understand how perspectives of AI
researchers and developers offer insight into the steps, attitudes,
and barriers that influence the decision-making of medical AI
adoption and integration. Findings from this study may inform

policy, practice, and education efforts to readily prepare AI
researchers and developers to identify and examine ethical
encounters in their work and to illustrate how medical AI
attitudes, perceptions, and support may influence adoption or
rejection [29].

AI Ethics Knowledge Acquisition
In the knowledge stage of individual decision-making,
participants in this study received information about AI ethics
from a multitude of sources, including social media, peer review
journal commentary and publications, and voluntary workshops
and seminars. Students’ particular focus on social media as an
access point for AI knowledge may be an important
consideration to assess (1) the type of accuracy of messaging
received and (2) the ethical issues being described and
disseminated. Knowledge garnered through social media may
filter into how students understand and evaluate their own
research and ethical encounters, including how early adopters
may rely more on social media than on peer-reviewed sources.
For example, participants who described issues as rooted in
accuracy rather than ethics may benefit from conversations and
messaging that deciphers ethical issues from technical issues;
the ability to understand how to identify and label issues as
ethical (rather than solely technical) could enhance medical AI
ethics knowledge and lead to a more nuanced and robust
deliberation on how ethics may impact medical AI design,
development, and deployment.

Ethical Encounters and Resolution Strategies
Past research experiences of participants impacted their attitudes
and perspectives of medical AI. Bias and fairness were central
ethical challenges identified by participants, particularly the
underrepresentation of people of color in training datasets. Such
omissions risk reinforcing structural inequities and limiting the
generalizability of medical AI systems. To address these issues,
future research should prioritize diversifying medical datasets
and integrating fairness auditing across development, supported
by multi-institutional collaborations and community engagement
to ensure representativeness, transparency, and accountability
[30-32]. Together, these efforts can help mitigate the
disproportionate exclusion of marginalized groups and promote
more equitable AI-driven health outcomes to address negative
attitudes toward medical AI innovation.

Extant scholarship echoes the current study’s findings by
demonstrating that AI developers possess some awareness of
key ethical principles, such as fairness, data security,
transparency, and reliability [14], that may persuade their
decision-making in adoption. Nichol et al [14], for example,
conducted semistructured interviews with 40 employees from
AI organizations. Participants in the study identified potential
impacts of ethical issues, such as violation of patients’ privacy,
misdirected health care practices, and disrupted health care
systems. Other studies have similarly shown that some AI
developers are sensitive to broader societal impacts of ethical
AI [24,25], beyond technical issues and optimization of their
algorithms [33,34].

Although participants in this study were able to identify
emerging ethical issues and had thoughtfully evaluated how
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these issues would impact patient and clinician experiences,
there were limited resolution strategies. These experiences
impacted AI researchers’ decision-making, including not
knowing whether to adopt or reject innovations in their work.
For participants, ethical encounters were often left unresolved
with no clear direction on how to proceed. The lack of informed
decision-making was rooted in a lack of clarity from institutions
and left participants feeling that AI researchers and developers
held an undue burden in deploying ethical AI tools without
further scrutiny or analysis. The added pressure on AI
developers and researchers to perform was perceived as a
challenge, and our findings suggest that other key stakeholders
(including physicians or clinicians and health systems) ought
to contribute to ethical decision-making when AI is used in
practice. Thus, findings from this study show that decisions of
whether to adopt or reject AI ought to include diverse
perspectives to allow for more information, to identify problems,
and to have support [29].

AI models must continue to be questioned and analyzed by
stakeholders even after deployment. With AI technologies
changing so rapidly, participants struggled to balance the
fast-paced development of AI algorithms with the ethical
concerns that arose. This led participants to articulate that
medical AI tools ought to be continuously reviewed and
evaluated.

The barriers and limited support indicate that implementation
and confirmation, the final stages in the innovation-decision
process, may be difficult to reach. Participants described that
in the development of medical AI innovation, they often
evaluated long-term impacts on patients and families and desired
further support from mentors, supervisors, and organizational
leadership. The perspectives of participants show that there
continue to be conflicting messages and dissonance among
researchers and developers regarding the adoption and use of
medical AI in practice settings. Further organizational practices
and policies ought to be considered to assist in decision-making
activities to facilitate a more robust and comprehensive adoption
process.

This study’s findings echo prior work wherein AI developers
voiced confusion regarding their own roles and responsibilities
in mitigating the potential harm of their tools, compounded by
perceived limited authority, external pressures to produce, and
the difficulty of balancing productivity and ethical
considerations [26,33]. Algorithm development is highly
complex and iterative, making it difficult for researchers to
predict its ethical impact and apply oversight in the process. As
participants in this study noted, transparency and explainability
were key ethical issues, and a gap in accessible checklists or
guidelines heightened obstacles to elucidating datasets and
explaining patterns to clinicians and patients who may rely on
these algorithms for diagnosis and treatment. The issue here is
that resolving ethical encounters requires additional time and
energy from AI developers, which may be an added challenge
in a high-stress environment that is at odds with the fast-paced
development of commercial AI tools [14]. The capacity to build
collaborative environments, hold ethics consortiums, and have
a robust network of people and resources to support AI ethics
awareness, knowledge, and action is critical to support AI

developers and researchers. Relieving some of the burdens on
AI developers and researchers with institutional mechanisms
can model an environment that supports ethical rigor and
deliberation and lead to reinforcement and confirmation of
medical AI technologies in practice settings.

As pointed out by Mittelstadt [35], compared with medicine,
the field of AI research is much more heterogeneous, without
defined common aims, fiduciary duties, or historical professional
norms. The constant changes and shifts related to AI policy and
procedure create difficulties in outlining consistent guidelines
or measures to follow. Additionally, AI developers typically
have backgrounds in computer science with limited training in
ethics. The relative unfamiliarity with ethical principles and
their implications could add further barriers to ethical medical
AI development, potentially leading to ethically flawed AI
products that could impose unintended harm to patients [34].
Thus, multisite collaborations, interdisciplinary communication,
and IRB guidance and best standards may help to reduce the
burden on AI developers, create more teachable moments, and
establish more thoughtful and intentional mechanisms for
deliberating ethical encounters, along with clear resolution
pathways to facilitate implementation and confirmation.

Bioethics-Informed Guidance
The inclusion of bioethicists on research teams, as stated by
participants, has been suggested in prior theoretical scholarship.
For example, McLennan et al [36] proposed the concept of
“embedded ethics,” a collaborative approach that creates
interdisciplinary research teams whereby AI developers and
ethicists can anticipate, identify, and address ethical issues as
they arise in the development process. Other studies have
suggested a practical ethics checklist for AI developers [37]
that recognizes ethical and social responsibility within AI
development [38] or ethics guidelines and review processes
specifically designed for AI developers [39,40] to support
research design and analysis. These efforts offer improvements
by having a refined focus on the practicality of how to use ethics
recommendations and an emphasis on frontline AI developers,
who can help mitigate ethical issues prior to AI deployment and
use. This study’s findings demonstrate that AI developers are
interested in gaining knowledge about AI ethics, are already
deliberating on the ethical encounters in their design and
development, and are thoughtful about the longer-term practical
implications of their work in health systems. Future research
ought to consider strategies to mitigate ethical encounters and
to advocate for heightened ethics knowledge, training, and
conversations specifically targeted for AI developers and
researchers. Foundational seminars on how to identify and label
an issue as ethical (as opposed to technical) are a critical first
step in training to ensure all developers and researchers can
recognize these encounters in practice. Supervisors and
managers must consider ways to encourage ethical dialogue
and empower students and faculty to seek ways to mitigate
ethical concerns and bridge their work to practice. This may
involve bringing in bioethicists or other ethics experts who can
speak diligently, thoughtfully, and comprehensively about these
topics. AI developers and researchers should not be working in
siloes but rather placed in communities with other medical AI
stakeholders to heighten ethical dialogue and theorize novel
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mitigation strategies. Additionally, to enhance the actionability
of these recommendations, institutions could develop sample
ethics checklists (eg, addressing data representativeness, model
explainability, and patient privacy), workflow templates that
map ethical review points within the AI development process,
and metrics to evaluate ongoing compliance. Such practical
tools can help translate ethical principles into consistent,
operational practices for research offices and AI teams. These
steps may facilitate the diffusion of innovation processes to
allow for an easier and more transparent decision,
implementation, and confirmation process that can lead to ethical
adoption of medical AI. It is clear that ethical conflict and
encounters of ethical dilemmas in the development and
deployment of medical AI have stark impacts on the diffusion
of innovation and the ability to effectively implement and
reinforce the decision to adopt. Future research may seek to
understand how this process may infiltrate the decision-making
and ethical attitudes and perspectives of other key stakeholders,
including physicians, allied health workers, health care
administrators, patients, and families.

Limitations
This is one of the first studies in North America to examine AI
developers’ knowledge, encounters, and recommendations of
medical AI ethics. Yet, there are several limitations. The small
and relatively homogenous sample limits the diversity and
generalizability of the findings. Future research should pursue
broader and more inclusive investigations that capture
perspectives from a wider range of disciplines, institutions, and
demographic backgrounds across the United States. The
representation of only 5 academic institutions may narrow the
findings and may overlook other ethical concerns that emerge
in distinct research areas. This was also a qualitative focus group

study, and, thus, participants may have had concerns regarding
privacy and confidentiality, reputation, and status in responses,
and the emergence of potential power imbalances with student
participants. Furthermore, as with most focus group studies,
participants may have provided more socially desirable
responses due to the group setting or the presence of peers,
which could have influenced the depth or candor of some
discussions. The focus group facilitator mitigated any ethical
concerns by setting group norms, ensuring privacy and
confidentiality, and piloting focus group questions and prompts.
Future research may consider an anonymous survey to broadly
examine ethical encounters in medical AI research.

Conclusions
As an exploratory pilot study, the current findings provide
preliminary insights that can guide future empirical and
institutional efforts. Findings from this study are important to
determine the next steps to facilitate ethical decision-making
among medical AI developers and researchers. There ought to
be strategies to effectively deliberate about AI ethics across
research teams and create opportunities for multisite
collaboration, IRB debriefs and guidelines, protocol checklists
and testing mechanisms, and the involvement of key
stakeholders in deliberation, including bioethicists, clinicians,
patients, and hospital leadership or administration with AI
research teams. These initial insights lay the groundwork for
larger-scale, multi-institutional investigations that can further
validate and expand on the patterns identified here. The
perspectives of key stakeholders may inform stages in the
innovation-decision process and gain insight into barriers,
supports, and resources necessary to ethically adopt medical AI
into practice.
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Abstract

Background: Bleeding complications are a major contributor to adverse drug events among older inpatients, particularly in
those treated with antithrombotic agents. Timely and accurate detection of bleeding events is essential for improving drug safety
surveillance and clinical risk management.

Objective: The study aimed to develop and validate automated algorithms for detecting major bleeding (MB) and clinically
relevant nonmajor bleeding (CRNMB) events from electronic medical records (EMRs) by combining structured data-based rule
models and a natural language processing (NLP) approach, and to evaluate their performance and generalizability against a
manually reviewed gold standard and an external dataset.

Methods: We conducted a multicenter retrospective study using routinely collected EMR data from 3 Swiss university hospitals.
Patients 65 years or older who received at least one antithrombotic agent and were hospitalized between January 2015 and
December 2016 were included. To detect MB and CRNMB events, rule-based algorithms were developed using structured data
(International Statistical Classification of Diseases, 10th Revision, German Modification [ICD-10-GM] codes, laboratory values,
transfusion records, and antihemorrhagic prescriptions), with variables and cutoff values defined according to adapted International
Society on Thrombosis and Haemostasis definitions and expert consensus. In parallel, a supervised NLP model was applied to
discharge summaries from one hospital. A manual review of 754 EMRs served as the reference standard for internal validation,
and the algorithm performance of the structured data algorithms (SDA), NLP, and their combination (SDA+NLP) was evaluated
against this manually reviewed gold standard using standard performance metrics. External validation was performed on an
independent dataset from the Lausanne University Hospital to assess model robustness and generalizability.
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Results: Among 36,039 inpatient stays, SDA identified 8.26% (n=2979) as MB and 15.04% (n=5419) as CRNMB cases.
ICD-10-GM codes alone detected 28.5% (n=849) of MB and 31.48% (n=1706) of CRNMB cases, while laboratory data contributed
most to event detection (n=1994, 66.94% for MB and n=3663, 67.60% for CRNMB). Integrating SDA with NLP improved
detection, identifying 12.2% (920/7513) of MB and 27.4% (2062/7513) of CRNMB cases at 1 hospital. The combined model
achieved the best performance (sensitivity 0.84, positive predictive value 0.51, F1-score 0.64). External validation on Lausanne
University Hospital 2021‐2022 data (n=24,054 stays) confirmed the algorithms’ reproducibility; the prevalence of MB decreased
while CRNMB increased, reflecting evolving clinical practices and antithrombotic use patterns.

Conclusions: Our integrated approach, combining SDA with NLP, enhances the detection of hemorrhagic events in older
hospitalized patients treated with antithrombotic agents, suggesting its potential usefulness for drug safety monitoring and clinical
risk management.

International Registered Report Identifier (IRRID): RR2-10.2196/40456

(J Med Internet Res 2026;28:e77809)   doi:10.2196/77809

KEYWORDS

adverse drug events; adverse drug reactions; older inpatients; structured data mining; machine learning; natural language processing;
electronic medical records; multicenter study; antithrombotic; hemorrhage; artificial intelligence; pharmacovigilance

Introduction

Over 16% of older inpatients experience at least 1 adverse drug
event (ADE) during their hospital stay [1], often with more
severe consequences than in younger patients [2]. Among the
medications most frequently implicated, antithrombotic agents,
widely prescribed in older adults for the prevention and
treatment of cardiovascular disease, stand out as a major cause
of bleeding-related ADEs [1,3]. Hemorrhagic complications
represent a substantial share of drug-related harm in this
population and are associated with longer hospital stays, higher
readmission rates, and increased mortality. Continuous and
accurate measurement of these events is therefore essential to
inform prevention strategies, strengthen pharmacovigilance,
and promote safer antithrombotic use in clinical practice.

Various approaches have been developed to detect ADEs in
hospital settings, each with advantages and limitations.
Spontaneous reporting systems, though simple to implement,
notoriously underestimate the true frequency of ADEs due to
underreporting [4]. Systematic chart reviews of electronic
medical records (EMRs), often considered the reference
standard, provide detailed clinical information but are too
resource- and time-intensive for routine surveillance [5]. To
overcome these constraints, automated detection methods using
routinely collected EMR data have emerged. These approaches
leverage both structured data, such as diagnostic codes,
medication records, laboratory results, and vital signs, and
unstructured clinical narratives, including discharge summaries,
progress notes, and consultation reports. Structured data are
accessible and standardized, supporting large-scale analyses
but may lack contextual nuances needed to capture complex
clinical events such as bleeding [6-8]. Conversely, textual data,
although unstructured, often contain richer clinical detail but
require advanced computational methods for analysis. Recent
advances in machine learning (ML) and natural language
processing (NLP) have markedly improved the ability to extract
this information and are increasingly applied to
pharmacovigilance and ADE detection [9]. Integrating both
structured and textual data appears particularly promising for

identifying bleeding events, potentially enhancing accuracy and
completeness [10].

Despite growing interest in automated ADE detection to support
drug safety monitoring, important knowledge gaps remain,
particularly in the Swiss context. Most existing studies focusing
on bleeding events have relied exclusively on either structured
or unstructured data [11-15], have prioritized prediction rather
than detection [8,16], or have focused on specific bleeding types
or patient groups [7,10,17-19]. Furthermore, clear operational
definitions distinguishing major bleeding (MB) from clinically
relevant nonmajor bleeding (CRNMB) are often lacking,
limiting comparability across studies [20]. To date, no study in
Switzerland has comprehensively evaluated the combined
contribution of structured and textual data for ADE detection
in a general inpatient population receiving antithrombotic
therapy. To address this gap, we conducted a multicenter study
integrating rule-based algorithms and NLP to detect MB and
CRNMB events among older inpatients treated with
antithrombotics. We hypothesized that combining structured
and textual EMR data would improve the accuracy and
completeness of bleeding event identification compared with
using either data source alone. The study aimed to develop
rule-based algorithms for bleeding detection from structured
data sources (diagnoses, laboratory results, transfusions, and
antihemorrhagic prescriptions) based on international
definitions; design and train an NLP model to identify bleeding
mentions in discharge summaries; assess and compare the
diagnostic performance of structured data algorithms (SDA),
NLP, and their combination (SDA+NLP) against a manually
reviewed gold standard; and evaluate the generalizability of the
best-performing models through external validation on an
independent dataset.

Methods

Study Design
We conducted a multicenter cross-sectional study using
retrospective data covering the period from January 1, 2015, to
December 31, 2016. Data were obtained from 4 large Swiss
hospitals: Lausanne University Hospital (CHUV; approximately
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1500 beds [21]), Geneva University Hospital (HUG;
approximately 2000 beds [22]), both located in the
French-speaking region and serving the cantons of Vaud and
Geneva, respectively, Zürich University Hospital (USZ;
approximately 900 beds [23]) serving the Zurich metropolitan
area, and Baden Cantonal Hospital (KSB; approximately 400
beds [24]) serving the canton of Aargau in the German-speaking
region. This study was conducted in accordance with the
SRTOBE (Strengthening the Reporting of Observational Studies
in Epidemiology) statement (Checklist 1).

The 2015‐2016 dataset was used for algorithm development
as it was the most recent period with harmonized, high-quality
structured and unstructured EMR data across all hospitals. Later
years were excluded due to EMR vendor transitions, database
restructuring, and new data-governance restrictions limiting
access to deidentified text. A more recent CHUV dataset
(2021‐2022) was used for temporal and external validation to
test algorithm robustness under evolving clinical practices and
documentation standards.

Study Participants and Hospital Stays
Eligible participants were Swiss residents 65 years or older
treated with at least 1 antithrombotic agent during their hospital
stay. Antithrombotic agents included vitamin K antagonists,
heparins, platelet aggregation inhibitors, direct thrombin
inhibitors, direct factor Xa inhibitors, or fondaparinux.
Hospitalizations had to last at least 24 hours and to occur
between January 2015 and December 2016 (test dataset). For
the external validation, an additional dataset from CHUV
covering January 2021 to December 2022 was used (validation
dataset). Only patients who had provided explicit consent for
the reuse of their health data for research purposes, as indicated
by the signature of the general consent form, were eligible for
inclusion. Hospital stays lasting less than 24 hours were
excluded from the analysis.

Data Sources and Preprocessing
Each participating hospital extracted relevant clinical data from
its institutional data warehouses for all inpatient stays meeting
the inclusion criteria. The extracted datasets included both
structured and unstructured data. Structured data comprised
administrative information, patient movements within the
hospital, key clinical and laboratory parameters, and prescribed
medications coded using the anatomical therapeutic chemical
classification. Diagnostic codes were drawn from the
International Statistical Classification of Diseases, 10th
Revision, German Modification (ICD-10-GM), and procedures
were coded according to the Swiss Classification of Surgical
Procedures (CHOP). Diagnoses and procedures were obtained
from the hospital billing records associated with each inpatient
stay. Unstructured data included discharge summaries. Further
details on data extraction and handling are available in the
published study protocol [25].

Prior to analysis, structured data were cleaned, harmonized, and
verified for consistency at each site, then locally deidentified
before being transferred to a centralized database hosted at
CHUV. Unstructured data were deidentified and, where
necessary, converted into machine-readable formats, but were
stored locally on secure hospital servers to comply with data
governance policies. Due to the extent of missing and
inconsistent information, such as discrepancies in data structure,
coding systems, variable definitions, and extensive missing
values, reliable harmonization of KSB data with the other
hospitals was not feasible, and data from KSB were excluded
from the analysis. In addition, only unstructured data from
CHUV were analyzed, as full deidentification of textual data
from the other sites could not be ensured. The same
preprocessing workflow was applied to the 2021‐2022 CHUV
dataset used for external validation. An overview of the data
processing workflow is provided in Figure 1.

Figure 1. Overview of the data extraction and preprocessing pipeline for structured and unstructured electronic medical record (EMR) data. CHOP:
Swiss Classification of Surgical Procedures; CHUV: Lausanne University Hospital; ICD-10-GM: International Statistical Classification of Diseases,
10th Revision, German Modification.

Bleeding Detection Algorithms
We selected variables of interest and cutoff values for our
algorithms based on an adaptation of the International Society
on Thrombosis and Haemostasis (ISTH) definitions of MB [26]
and CRNMB [27], informed by an extensive review of
international guidelines (Multimedia Appendix 1). MB was

defined as a hemoglobin drop of 4 g/dL or more within 48 hours,
a 2 to 4 g/dL drop associated with death within 24 hours, a
hemoglobin level less than 7 g/dL, a hemoglobin level between
7 and 9 g/dL associated with death within 24 hours, or a
transfusion of more than 5 units of blood or red blood cells.
CRNMB was defined as a hemoglobin drop of 2 to 4 g/dL within
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48 hours not associated with death or a hemoglobin nadir
between 7 and 9 g/dL without subsequent death. The ISTH
hemoglobin thresholds were adapted to improve specificity in
older inpatients and to reduce the risk of misclassifying
nonhemorrhagic anemias. The 5-unit transfusion threshold was
pragmatically chosen due to the limited granularity of CHOP
procedural codes. Additional structured indicators were also
integrated to refine case classification: the prescription of

antihemorrhagic agents (idarucizumab, andexanet alfa,
prothromplex, octaplex, and beriplex) was considered indicative
of MB. MB-related in-hospital mortality was defined as any
hospital stay involving at least 1 MB event followed by death
during the same admission. We then developed rule-based
algorithms using Boolean logic to detect MB and CRNMB cases
from structured data (Figure 2).

Figure 2. Algorithmic framework for detection of major bleeding (MB) and nonmajor clinically relevant bleeding (CRNMB) cases using structured
data. Antihemorrhagic agent: idarucizumab, andexanet alfa, prothromplex, octaplex, and beriplex. ΔHb: drop in hemoglobin levels within 48 hours;
ICD-10-GM: International Statistical Classification of Diseases, 10th Revision, German Modification; Min Hb: minimum hemoglobin value during
the stay.

The ICD-10-GM list comprised 12 codes for MB and 41 codes
for CRNMB (Table 1). We defined an MB in-hospital mortality
case as a stay containing an MB occurring during hospitalization
followed by death of the patient during the same hospitalization
period. We measure the prevalence of bleeding cases,
corresponding to inpatient stays with at least 1 MB or CRNMB

event, either present on admission or occurring during
hospitalization. We quantified the relative and absolute
contribution of each structured data source (diagnoses,
laboratory, transfusions, and medications), both individually
and in combination, in terms of overall detection capacity and
proportion of identified bleeding events.
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Table . Lists of deficient systems/organs and distribution of ICD-10-GMa chapters and codes identifying MBb and CRNMBc cases.

ICD-10-GM codesTypes of hemorrhagic events

MB

H21.0    Hyphema

H31.3    Hemorrhage and rupture of the choroid

H35.6, H43.1, I60_    Retinal, vitreous, or subarachnoid hemorrhage

I31.2    Hemopericardium not classified elsewhere

I61_    Intracerebral hemorrhage

I62_    Other nontraumatic intracranial hemorrhages

K66.1    Hemoperitoneum

M25.0_    Hemarthrosis

R57.1    Hypovolemic shock

T81.1    Shock during or after a procedure for diagnostic and therapeutic purpos-
es, not classified elsewhere

CRNMB

H11.3    Conjunctival hemorrhage

H92.2    Otorrhagia

I85.0, I98.3    Hemorrhagic esophageal varices

K22.8    Other specified diseases of the esophagus

J94.2    Non-traumatic hemothorax

K25.0, K25.2, K25.6, K26.0, K26.2, K26.4, K26.6, K27.0, K27.2, K27.4,
K27.6, K28.0, K28.2, K28.4, K28.6

    Gastric, duodenal, or gastrojejunal ulcer with hemorrhage and/or perfo-
ration

K29.0    Acute hemorrhagic gastritis

K62.5    Rectal and anal hemorrhage

K92.0    Hematemesis

K92.1    Melena

K92.2    Unspecified gastrointestinal hemorrhage

N42.1    Prostatic congestion and hemorrhage

N83.7    Hematoma of the broad ligament

N85.7    Hematometra

N93.8, N93.9    Abnormal bleeding from the uterus and vagina

N95.0    Postmenopausal bleeding

R04.0    Epistaxis

R04.1    Throat hemorrhage

R04.2    Hemoptysis

R04.8, R04.9    Respiratory tract hemorrhage

R23.3    Spontaneous ecchymosis

R31    Unspecified hematuria

R58, T81.0    Hemorrhage, not classified elsewhere

aICD-10-GM: International Classification of Diseases, 10th Revision, German Modification.
bMB: major bleeding.
cCRNMB: clinically relevant nonmajor bleeding.
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Natural Language Processing Model
To complement structured data detection, we developed a
supervised ML model to identify MB, CRNMB, and past
bleeding cases documented in discharge summaries.

A dataset of 400 discharge summaries from CHUV was
randomly divided into a training set (n=280) and a test set
(n=120), including 100 summaries with MB, 100 with CRNMB,
and 200 with no bleeding. Three independent physicians
manually annotated the 400 discharge summaries using 4
mutually exclusive labels: (A) ‘presence of CRNMB,’ (B)
‘presence of MB’ (as previously defined), (C) ‘history of
bleeding’ (when a discharge summary mentioned bleeding in
the EMR before the hospital admission), and (D) ‘absence of
any bleeding.’ Preprocessing steps included tokenization,
lemmatization, and sentence segmentation using the French
spaCy model (v3.0) [28]. The classification pipeline combined
logistic regression and support vector machine models, selected
for their interpretability and robustness with limited training
data. We deliberately used a classical supervised ML model

rather than deep learning architectures to ensure interpretability,
reproducibility, and computational efficiency, which are
essential for clinical validation and routine pharmacovigilance
applications. This approach also better suited the relatively
small, annotated corpus, allowing transparent feature weighting
and easier auditability across institutions. The model was trained
using the scikit-learn library (Python v3.9.1). The classification
pipeline proceeded in 3 stages: step 1: binary classifier to
identify bleeding-relevant versus irrelevant sentences; step 2:
multiclass classifier to distinguish between irrelevant,
antecedent bleeding, and active bleeding; step 3: binary classifier
to further differentiate between MB and CRNMB within
sentences flagged as active bleeding. Sentence-level predictions
were aggregated to assign a final label to each document. Rules
were prioritized as follows: MB>CRNMB>history of
bleeding>no bleeding. This ensured a conservative classification
hierarchy, favoring the identification of more severe bleeding
cases when multiple labels were present. Further methodological
details are available in the study proposal previously published
[25], the related article [29], and summarized in Figure 3.

Figure 3. Natural language processing workflow from raw text input to final classification output. BERT: Bidirectional Encoder Representations From
Transformers; DS: discharge summary; HBDSCAN: Hierarchical Density-Based Spatial Clustering of Applications With Noise; UMAP: Uniform
Manifold Approximation and Projection.

Validation of the Bleeding Detection Algorithms

Internal Validation Using CHUV 2015-2016 Data
To validate the SDA and SDA combined with NLP (SDA+NLP)
models, we conducted a manual review of 754 EMRs from
CHUV’s 2015‐2016 dataset. The sample size for validation
was determined using a test result-based sampling method [30].
Assuming a 7% MB, a 10% CRNMB accuracy, and a sensitivity
of 0.7, at least 704 EMRs had to be reviewed, and 754 EMRs
were effectively reviewed. Four physicians independently
reviewed the records to compare algorithm-detected with
clinician-identified MB and CRNMB cases. The review process
followed a structured protocol aligned with ISTH definitions
[26,27] and adapted for retrospective application to routinely
collected hospital data. Reviewers assessed each inpatient stay
according to 4 key criteria: (1) evidence of active bleeding, (2)

severity of the event (eg, hemodynamic instability), (3) need
for therapeutic intervention (eg, transfusion volume,
administration of antihemorrhagic agents), and (4) temporal
relationship to hospital admission (present on admission versus
occurred during stay). A complete list of synonyms used to
identify MB and CRNMB cases during manual chart review is
provided in Multimedia Appendix 2. Two binary classification
scenarios were evaluated: (1) MB versus all other cases
(CRNMB or no bleeding), and (2) CRNMB versus no bleeding
(excluding MB). Algorithm performance was evaluated at the
inpatient-stay level using standard binary classification metrics
(sensitivity, specificity, positive predictive value [PPV], negative
predictive value, accuracy, and F1-score), with manual chart
review as the gold standard. Comparisons between SDA, NLP,
and combined models were descriptive, and sensitivity was
prioritized due to the study’s patient safety focus. Interrater
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reliability among reviewers was evaluated using Fleiss κ on a
subset of 40 cases, with agreement levels interpreted according
to Landis and Koch [31] (>0.80: almost perfect; 0.61‐0.80:
substantial; 0.41‐0.60: moderate; 0.21‐0.40: fair; 0.00‐0.20:
slight; <0.00: poor). A P value associated with the Fleiss κ
coefficient was also calculated, with a P value less than .05
indicating statistically significant agreement. Additional details
and results are provided in Multimedia Appendix 3. In a
subanalysis, a causal relationship between antithrombotic
therapy and each bleeding event was also assessed during the
manual review, using a structured tool based on temporal
association, biological plausibility, and alternative explanations.
Cases were rated as certain, probable, possible, or unclassified,
in relation to antithrombotic exposure, according to the
WHO-Uppsala Monitoring Center scale [32]. The methodology,
sample size calculation, and findings of the causality assessment
of the subanalysis are presented in Multimedia Appendix 4.

External Validation Using CHUV 2021-2022 Data
An external validation was performed using CHUV data from
24,054 inpatient stays between January 2021 and December
2022. We applied the same detection algorithms (SDA and
SDA+NLP) to this independent dataset to evaluate their
performance, robustness, and reproducibility. Results were
compared to those from the 2015‐2016 CHUV dataset.

Statistical Analysis
Descriptive statistics were used to summarize population
characteristics. Comorbidity was assessed using the Charlson
and Elixhauser indexes [33,34], which are validated tools for
risk adjustment and mortality prediction based on administrative
health data. Comparisons of patient characteristics between
hospitals were conducted using a 1-way analysis of variance on
ranks (Kruskal-Wallis test) for continuous variables and Pearson

χ2 test for categorical variables. Hyperparameters of the NLP
classifier were optimized through 5-fold cross-validation on the
training set, and final performance was estimated on an
independent test set. All performance metrics were reported
with 95% CIs calculated using the Wilson method. Analyses
were conducted using StataCorp. 2021. Stata Statistical
Software: Release 17. College Station, TX: StataCorp LLC
software for structured data and Python (v3.9.1) for NLP
development.

Ethical Considerations

Human Subject Ethics Review Approvals or Exemptions
This study was conducted in accordance with the Declaration
of Helsinki and Swiss federal regulations governing research
on human data. Ethical approval was obtained from all relevant
cantonal ethics committees, coordinated by the lead committee
of the Canton of Vaud (CER-VD No. 2018‐00272). As the

study involved secondary analysis of routinely collected,
deidentified hospital data, it qualified for a simplified review
under Swiss Human Research Act article 2, paragraph 2(c).

Informed Consent
The study relied exclusively on existing clinical data that were
deidentified before analysis. According to Swiss regulations
and institutional data governance policies, informed consent
was waived for patients who had not explicitly objected to the
use of their medical data for research purposes. All participating
hospitals operate an institutional opt-out procedure, allowing
patients to refuse the secondary use of their data for research.

Privacy and Confidentiality
All data were deidentified at source before analysis. Structured
data were transferred through secure institutional channels to a
restricted-access research environment hosted at CHUV.
Unstructured textual data remained stored locally on hospital
servers and were processed within each institution’s secure
infrastructure to comply with data protection requirements. No
directly identifiable information was accessible to the
investigators.

Compensation Details
No compensation was provided to patients, as the study involved
secondary analysis of preexisting, routinely collected data and
did not include direct contact with participants.

Protection of Identifiable Information in Figures and
Supplementary Materials
No image, document, or figure contains any identifiable patient
information. Consequently, no individual consent for image
publication was required.

Ethics Approval
Approved by the Cantonal Ethics Committee of Vaud,
Switzerland (CER-VD No. 2018‐00272); informed consent
was waived for patients who did not opt out of research data
use.

Results

Study Population Characteristics
A total of 36,039 inpatient stays, involving 24,991 unique
patients, were included in the analysis: 7677 stays (5754
patients) at CHUV, 18,015 stays (11,356 patients) at HUG, and
10,347 stays (7881 patients) at USZ. Patient characteristics are
detailed in Table 2. The median age at admission was 78 (IQR
65‐99) years, with a balanced sex distribution (51.40% male).
Comorbidity was generally low across the cohort, with a median
Charlson index and Elixhauser index of 0.0; USZ patients had
the lowest overall comorbidity burden.
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Table . Baseline patient characteristics and treatments: overall and by university hospital.

USZd (n=10,347)HUGc (n=18,015)CHUVb (n=7677)All hospitals (n=36,039)aCharacteristics

75 (65‐92)80 (65‐99)79 (65‐99)78 (65‐99)Admission age (years), me-
dian (IQR)

Sex, n (%)

5900 (57.02)8638 (47.95)3987 (51.93)18,525 (51.40)    Male

4447 (42.98)9377 (52.05)3690 (48.07)17,514 (48.60)    Female

6 (1-145)12 (1‐342)9 (1-293)9 (1-342)Length of stay (d), median
(IQR)

—e1067 (5.92)467 (6.1)1534 (4.26)Transfer to intensive care, n
(%)

221 (2.1)850 (4.7)345 (4.5)1416 (3.93)In-hospital mortality, n (%)

Comorbidity, n (%)

593 (5.7)5662 (31.43)2163 (28.18)8418 (23.36)    Chronic renal dysfunction

205 (2.0)241 (1.3)176 (2.3)622 (1.7)    Dialysis

262 (2.5)623 (3.5)266 (3.5)1151 (3.19)    Acute renal dysfunction

229 (2.2)497 (2.8)294 (3.8)1020 (2.83)    Chronic liver dysfunction

109 (1.1)244 (1.4)145 (1.9)498 (1.4)    Acute liver dysfunction

5887 (56.90)9271 (51.46)3158 (41.14)18,316 (50.82)    Hypertension

303 (2.9)663 (3.7)388 (5.1)1354 (3.76)    Alcohol abuse

563 (5.4)1625 (9.02)813 (10.6)3001 (8.33)    Stroke

2299 (22.22)2905 (16.13)1572 (20.48)6776 (18.80)    Cancer

653 (6.3)1029 (5.71)496 (6.5)2178 (6.04)    Platelet coagulation defect

1246 (12.04)4380 (24.31)1998 (26.03)7624 (21.15)    Anemia

2423 (23.42)6021 (33.42)2932 (38.20)11,376 (31.57)    Risk fall

1749 (16.90)3575 (19.84)1314 (17.12)6638 (18.42)    Diabetes

553 (5.3)761 (4.2)609 (7.9)1923 (5.34)    Recent myocardial infec-
tion

559 (5.4)2533 (14.06)967 (12.6)4059 (11.26)    Low weight

3 (0.0)512 (2.8)180 (2.3)695 (1.9)    Thrombolysis

468 (4.5)334 (1.9)153 (2.0)955 (2.6)    Vascular malformation

0.0 (0.0‐7.0)0.0 (0.0‐7.0)0.0 (0.0‐9.0)0.0 (0.0‐9.0)Charlson comorbidity index,
median (IQR)

0.0 (0.0‐5.0)0.0 (0.0‐6.0)0.0 (0.0‐6.0)0.0 (0.0‐6.0)Elixhauser comorbidity in-
dex, median (IQR)

Antithrombotic categories, n (%)

1220 (11.80)1478 (8.20)599 (7.8)3297 (9.15)    Direct factor Xa inhibitors

1202 (11.62)4943 (27.44)1324 (17.25)7469 (20.72)    Vitamin K antagonists

7821 (75.59)11,918 (66.17)5045 (65.71)24,784 (6877)    Heparin group

34 (0.3)134 (0.7)87 (1.1)255 (0.7)    Direct thrombin inhibitors

5166 (49.93)4700 (26.09)4354 (56.71)14,220 (39.46)    Platelet aggregation in-
hibitors

0.0 (0.0)89 (0.5)15 (0.2)104 (0.3)    Thrombolytics

13 (0.1)1140 (6.33)212 (2.8)1365 (3.79)    Other antithrombotic
agents: fondaparinux

0.0 (0.0)122 (0.7)15 (0.2)137 (0.4)Antidotes, n (%)

—318 (1.8)264 (3.4)582 (1.6)Transfusion, n (%)
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USZd (n=10,347)HUGc (n=18,015)CHUVb (n=7677)All hospitals (n=36,039)aCharacteristics

—125 (0.7)100 (1.3)225 (0.6)    ≤5 UIf plasma or red
blood cells

—193 (1.1)164 (2.1)357 (1.0)    >5 UI plasma or red blood
cells

Number of antithrombotic agents received during hospitalization, n (%)

5759 (55.66)12,381 (68.73)4257 (55.45)22,397 (62.15)    1

4090 (39.53)4924 (27.33)2904 (37.83)11,918 (33.07)    2

477 (4.6)669 (3.7)495 (6.4)1641 (4.55)    3

21 (0.2)41 (0.2)21 (0.3)83 (0.2)    ≥4

an: total number of recorded measurements for the respective parameter.
bCHUV: Lausanne University Hospital.
cHUG: Geneva University Hospital.
dUSZ: Zürich University Hospital.
eNot available (missing or nontransferred data).
fUI: unit of blood component.

Distinct prescribing patterns were observed across hospitals:
HUG had the highest use of vitamin K antagonists (n=4943,
27.44%), CHUV had the highest prescription rate of antiplatelet
agents (n=4354, 56.71%), and USZ reported the highest use of
direct factor Xa inhibitors (n=1220, 11.79%) and heparins
(n=7821, 75.59%). Hypertension (n=18,316, 50.82%), chronic
renal dysfunction (n=8418, 23.36%), anemia (n=7624, 21.15%),
and cancer (n=6776, 18.80%) were among the most prevalent
comorbidities. Overall, in-hospital mortality was 3.93%
(n=1416).

Bleeding Detection Using SDA
SDA detected 8748 (24.27%) overall bleeding cases, of which
2979 (8.26%) were MB cases and 5419 (15.04%) were CRNMB
cases (Table 3). Fatal MB occurred in 1.0% (n=350) of all stays.
MB prevalence varied across hospitals, with the highest
proportion observed at CHUV (n=769, 10.0%), followed by
USZ (n=998, 9.6%) and HUG (n=1212, 6.73%). CRNMB
prevalence was highest at USZ (n=1682, 16.26%). Missing
values for each variable used to identify MB and CRNMB
events are presented in Multimedia Appendix 5.

Table . Prevalence of bleeding cases detected by SDAa, overall and by university hospitalb.

P valuefUSZe, n (%)HUGd, n (%)CHUVc, n (%)All hospitals, n (%)

<.0017667 (74.10)14,152 (78.56)5822 (75.84)27,641 (76.70)Nonbleeding-related

<.0011682 (16.26)2651 (14.72)1086 (14.15)5419 (15.04)CRNMBg

<.001998 (9.6)1212 (6.73)769 (10.0)2979 (8.26)MBh

<.00194 (0.9)137 (0.8)119 (1.6)350 (1.0)MB in-hospital mortal-
ity

—i10,34718,015767736,039Total

aSDA: structured data algorithms (ie, rule-based algorithm for structured data).
bBleeding cases: number of stays for patients treated with at least 1 antithrombotic agent during which at least 1 bleeding episode occurred.
cCHUV: Lausanne University Hospital.
dHUG: Geneva University Hospital.
eUSZ: Zürich University Hospital.
fUsing Pearson χ2 test.
gCRNMB: clinically relevant nonmajor bleeding.
hMB: major bleeding.
iNot applicable.

Relative and Absolute Contribution of Structured Data
Sources
Laboratory data were the most influential source for detecting
both MB and CRNMB, contributing to two-thirds of identified

cases, while ICD-10-GM codes contributed to approximately
one-third. Prescriptions for antihemorrhagic agents had a
minimal added value for MB detection, while transfusion data
contributed modestly. Figure 4 illustrates the relative
contribution of each data source.
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Figure 4. Relative contribution of structured data sources (laboratory data, ICD-10-GM codes, prescription of antihemorrhagic agents, and transfusions)
to the detection of major bleeding (MB) and clinically relevant nonmajor bleeding (CRNMB). ICD-10-GM: International Statistical Classification of
Diseases, 10th Revision, German Modification.

Overlap between data sources was limited. Only 12.1% (n=361)
of MB stays and 8.7% (n=458) of CRNMB stays were identified
by 2 data sources, while detection by all 4 sources occurred in

0% of MB cases and only 0% (n=12) of CRNMB cases (Figure
5). This limited overlap highlights the complementarity, but
also fragmentation, of structured data signals.

Figure 5. Absolute contribution of structured data sources (laboratory data, ICD-10-GM codes, prescription of antihemorrhagic agents, and transfusions)
to the detection of (A) major bleeding and (B) clinically relevant nonmajor bleeding. ICD-10-GM: International Statistical Classification of Diseases,
10th Revision, German Modification.

Combined Detection Using SDA and NLP (CHUV
Only)
Among 7513 CHUV stays with discharge summaries, combining
SDA and NLP increased case detection: In total, 39.69%
(n=2982) of hemorrhagic cases were detected: 12.2% (n=920)
were identified as MB and 27.45% (n=2062) as CRNMB.

For MB cases, 56.6% (n=521) were detected by SDA alone,
19.8% (n=182) by NLP alone, and 23.6% (n=217) by both. For
CRNMB cases, 35.1% (n=724) were detected by SDA alone,
48.2% (n=994) by NLP alone, and 16.7% (n=344) by both.

Classification discrepancies were observed between SDA and
NLP: 217 cases identified as MB by SDA were reclassified as
CRNMB by NLP, and conversely, 81 CRNMB cases by SDA
were reclassified as MB by NLP. NLP also enabled the detection
of a history of bleeding in 8.5% (n=642) of cases, improving
the temporal resolution of hemorrhage onset.

Internal Validation Using CHUV 2015-2016 Data
The manual review of 754 EMRs identified 276 bleeding cases:
144 MB and 132 CRNMB. Structured laboratory data showed
the highest sensitivity (0.58, 95% CI 0.52‐0.64), while
ICD-10-GM codes had the highest PPV (0.89, 95% CI
0.83‐0.98), and F1-score (0.60). SDA outperformed NLP in
sensitivity (0.77 vs 0.61), but NLP had higher PPV (0.70 vs
0.51) and F1-score (0.65 vs 0.62). The best performance was
achieved by the combined ICD-10-GM∪NLP algorithm, with
a sensitivity of 0.71 (95% CI 0.66‐0.76), PPV of 0.72 (95%
CI 0.66‐0.87), and F1-score of 0.72. Algorithms combining
SDA and NLP yielded the highest sensitivity (0.84), confirming
the benefit of multimodal approaches. However,
intersection-based algorithms (eg, SDA∩NLP) demonstrated
higher specificity at the cost of reduced sensitivity.

Performance metrics for MB and CRNMB subgroups followed
similar trends, with reduced sensitivity but high specificity for
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ICD-10-GM–based detection. Table 4 presents a comprehensive
summary of all performance metrics, including sensitivity,

specificity, PPV, negative predictive value, accuracy, and
F1-score.
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Table . Performance metrics of bleeding detection algorithms compared to manual electronic medical records review (gold standard; n=754)a.

F1-scoregAccuracyf (95%
CI)

NPVe (95% CI)PPVd (95% CI)Specificityc (95%
CI)

Sensitivityb (95%
CI)

Bleeding all type (MBh or CRNMBi)

    Individual structured data sources

0.600.78 (0.75‐0.81)0.75 (0.72‐0.79)0.89 (0.83‐0.98)0.97 (0.95‐0.98)0.46 (0.40‐0.51)        ICD-10-GMj

0.510.59 (0.55‐0.62)0.71 (0.66‐0.75)0.45 (0.40‐0.64)0.60 (0.55‐0.64)0.58 (0.52‐0.64)        Laboratory da-
ta

0.290.67 (0.63‐0.70)0.67 (0.63‐0.70)0.68 (0.57‐0.97)0.95 (0.93‐0.97)0.18 (0.14‐0.23)        Whole blood
or red blood cells
transfusion

    Detection algorithms

0.620.65 (0.62‐0.68)0.81 (0.77‐0.85)0.51 (0.47‐0.62)0.58 (0.54‐0.62)0.77 (0.72‐0.82)        SDAk

0.650.76 (0.73‐0.79)0.79 (0.75‐0.82)0.70 (0.64‐0.88)0.85 (0.81‐0.88)0.61 (0.55‐0.67)        NLPl

    Combined data sources and algorithms

0.640.65 (0.61‐0.68)0.85 (0.81‐0.89)0.51 (0.47‐0.58)0.54 (0.49‐0.58)0.84 (0.79‐0.88)        SDA∪NLP

0.590.76 (0.72‐0.79)0.75 (0.71‐0.78)0.78 (0.71‐0.94)0.92 (0.89‐0.94)0.47 (0.41‐0.53)        SDA∩NLP

0.720.79 (0.76‐0.82)0.83 (0.80‐0.86)0.72 (0.66‐0.87)0.84 (0.80‐0.87)0.71 (0.66‐0.76)        ICD-10-
GM∪NLP

0.470.74 (0.71‐0.77)0.71 (0.68‐0.74)0.95 (0.89‐1.00)0.99 (0.98‐1.00)0.31 (0.26‐0.37)        ICD-10-
GM∩NLP

MB

    Individual structured data sources

0.490.86 (0.84‐0.88)0.86 (0.84‐0.89)0.84 (0.73‐0.99)0.99 (0.97‐0.99)0.34 (0.27‐0.42)        ICD-10-GM

0.410.74 (0.71‐0.77)0.86 (0.83‐0.89)0.36 (0.30‐0.84)0.81 (0.77‐0.84)0.47 (0.39‐0.55)        Laboratory da-
ta

0.320.83 (0.80‐0.85)0.84 (0.81‐0.87)0.66 (0.52‐0.98)0.97 (0.96‐0.98)0.22 (0.16‐0.29)        Whole blood
or red blood cells
transfusion

    Algorithms

0.550.78 (0.75‐0.81)0.92 (0.90‐0.94)0.45 (0.39‐0.82)0.79 (0.76‐0.82)0.72 (0.64‐0.78)        SDA

0.450.84 (0.81‐0.86)0.86 (0.83‐0.89)0.63 (0.51‐0.96)0.95 (0.93‐0.96)0.35 (0.28‐0.44)        NLP

    Combined data sources and algorithms

0.570.78 (0.75‐0.81)0.93 (0.91‐0.95)0.46 (0.39‐0.82)0.79 (0.75‐0.81)0.76 (0.68‐0.82)        SDA∪NLP

0.410.83 (0.81‐0.86)0.85 (0.83‐0.88)0.64 (0.52‐0.97)0.96 (0.94‐0.97)0.30 (0.23‐0.39)        SDA∩NLP

0.620.87 (0.84‐0.89)0.90 (0.87‐0.92)0.69 (0.60‐0.96)0.94 (0.92‐0.96)0.56 (0.48‐0.64)        ICD-10-
GM∪NLP

0.250.83 (0.80‐0.86)0.83 (0.80‐0.86)0.91 (0.72‐1.00)1.0 (0.99‐1.00)0.14 (0.09‐0.21)        ICD-10-
GM∩NLP

CRNMB

    Individual structured data sources

0.350.80 (0.77‐0.83)0.86 (0.83‐0.88)0.41 (0.32‐0.93)0.91 (0.88‐0.93)0.30 (0.23‐0.39)        ICD-10-GM

0.200.65 (0.61‐0.68)0.82 (0.79‐0.85)0.17 (0.12‐0.77)0.73 (0.70‐0.77)0.25 (0.18‐0.33)        Laboratory da-
ta

0.050.80 (0.77‐0.83)0.82 (0.79‐0.85)0.15 (0.06‐0.98)0.96 (0.95‐0.98)0.03 (0.01‐0.07)        Whole blood
or red blood cells
transfusion

    Detection algorithms
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F1-scoregAccuracyf (95%
CI)

NPVe (95% CI)PPVd (95% CI)Specificityc (95%
CI)

Sensitivityb (95%
CI)

0.320.63 (0.59‐0.66)0.86 (0.82‐0.89)0.23 (0.19‐0.69)0.65 (0.62‐0.69)0.65 (0.42‐0.58)        SDA

0.410.73 (0.70‐0.76)0.89 (0.86‐0.91)0.34 (0.28‐0.81)0.77 (0.74‐0.81)0.53 (0.45‐0.62)        NLP

    Combined data sources and algorithms

0.350.58 (0.54‐0.61)0.88 (0.85‐0.91)0.24 (0.20‐0.60)0.56 (0.52‐0.60)0.66 (0.57‐0.73)        SDA∪NLP

0.390.79 (0.76‐0.82)0.87 (0.84‐0.89)0.40 (0.32‐0.90)0.88 (0.84‐0.90)0.38 (0.30‐0.47)        SDA∩NLP

0.440.73 (0.69‐0.76)0.90 (0.87‐0.92)0.35 (0.29‐0.79)0.75 (0.72‐0.79)0.60 (0.52‐0.68)        ICD-10-
GM∪NLP

0.300.81 (0.78‐0.83)0.85 (0.82‐0.87)0.42 (0.31‐0.95)0.93 (0.91‐0.95)0.24 (0.17‐0.32)        ICD-10-
GM∩NLP

aIt should be noted that no patient record contained the variable antihemorrhagic agent for the detection of MB. Consequently, the performance for this
variable was not included in the table.
bSensitivity: proportion of bleeding cases that have been correctly identified.
cSpecificity: proportion of nonbleeding-related cases that have been correctly identified.
dPPV: positive predictive value; proportion of bleeding cases among all those classified as bleeding cases by the algorithm.
eNPV: negative predictive value; proportion of nonbleeding-related cases among all those classified as nonbleeding-related cases by the algorithm.
fAccuracy: overall prediction accuracy (ie, the proportion of bleeding and nonbleeding-related cases that the algorithm has correctly identified.
gF1-score: harmonic mean of the precision and recall (ie, F1-score = 2 × [recall × precision]/[recall + precision]).
hMB: major bleeding.
iCRNMB: clinically relevant nonmajor bleeding.
jICD-10-GM: International Statistical Classification of Diseases, 10th Revision, German Modification.
kSDA: structured data algorithm.
lNLP: natural language processing.

Interrater reliability for manual review of 40 EMRs showed
substantial agreement: Fleiss’ Kappa was 0.65 for bleeding
detection and 0.61 for MB versus CRNMB classification. Of
276 manually reviewed inpatient stays with bleeding events,
17% (n=48) were attributed to antithrombotic agents. The causal
relationship was classified as “certain” in 25% of cases (n=12),
“probable/likely” in 23% (n=11), and “possible” in 52% (n=25).

External Validation Using CHUV 2021-2022 Data
Application of the SDA and SDA+NLP algorithms to the CHUV
validation dataset (24054 stays) demonstrated generalizability.
The prevalence of MB cases significantly decreased from 10.0%
in the 2015‐2016 period to 5.55% (n=1336) in the 2021‐2022
period, while the prevalence of CRNMB cases increased
significantly from 14.15% to 16.63% (n=4000). MB in-hospital
mortality also rose, from 1.6% to 2.6% (n=616).

Patient characteristics differed significantly between cohorts
(Multimedia Appendix 6). Direct oral anticoagulant prescriptions
increased from 7.8% to 22.7%, while vitamin K antagonist use
decreased from 17.2% to 7.6%. The incidence of elevated INR
values >4 declined from 3.3% to 1.8%. Both Charlson and
Elixhauser scores increased, reflecting higher comorbidity.
Transfusions involving ≤5 units of blood rose from 1.3% to
8.8%. Notably, the proportion of patients receiving ≥3
antithrombotic agents during hospitalization increased fivefold
(from 6.7% to 35.0%).

Discussion

Principal Findings
To our knowledge, this is one of the first multicenter studies
assessing the feasibility and effectiveness of combining
structured and unstructured EMR data to detect bleeding cases
in older inpatients treated by one or more antithrombotic agents.
Across 3 large university hospitals, our SDA identified 8.26%
of MB and 15.4% of CRNMB cases. Laboratory variables
contributed most to event detection, while ICD-10-GM codes
alone captured only about one-third of cases, achieving a
sensitivity of 0.84 when both data sources were combined. These
findings confirm the feasibility of automated bleeding
surveillance in real-world hospital data and demonstrate the
added value of leveraging free-text information to complement
structured data sources.

Comparison to Prior Work
Our estimated bleeding rates (MB: 8.26% and CRNMB:
15.04%) are consistent with prior hospital-based studies in older
adults, which reported MB incidences ranging from 1.8% to
11.3% [35,36] and CRNMB from 3.5% to 13.0% [35,37]. These
findings confirm that antithrombotic-related bleeding remains
a major cause of ADEs in older populations, associated with
increased hospitalization length, morbidity, and mortality [38],
highlighting the need for targeted preventive strategies.

The algorithms’ performance varied across structured data
sources and aligns with prior research. ICD-10-GM codes
detected only one-third of MB and CRNMB cases, consistent
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with previous evidence of underreporting anticoagulant-related
bleeding events [39,40]. Yap et al [15] found similarly low
sensitivity (16%‐24%) but very high PPV (>0.97), indicating
that diagnostic codes are reliable confirmatory markers but poor
screening tools. The inclusion of laboratory data markedly
improved sensitivity in our SDA model, consistent with findings
by Dyas et al [6] and Shung et al [10]. The modest decline in
PPV was likely due to false positives generated by hemoglobin
thresholds, a limitation noted in earlier work [15].

Detection of CRNMB was more challenging than MB, partly
due to broader definitions and lower specificity of ICD-10-GM
codes and transfusion data, echoing the moderate performance
reported by Yap et al [15] (sensitivity 50%‐56%, PPV
43‐50%).

The NLP model contributed substantially to overall detection,
with a sensitivity of 61% and PPV of 70%, in line with earlier
NLP-based models for bleeding and ADE detection [10,41].
Importantly, only about 20% of events overlapped with those
captured by structured data, demonstrating that text analysis
retrieves unique clinical insights often missing from coded data.
NLP also enhanced temporal resolution by identifying prior
bleeding episodes in 8.5% of cases, information generally
unavailable from structured data alone. The combined
SDA+NLP model achieved high sensitivity (0.84), thereby
minimizing the risk of missed events, with only 16% of cases
being false negatives. Although this proportion is relatively low,
it still represents missed hemorrhagic events that could impact
the accuracy of retrospective surveillance and safety signal
detection. However, our detection algorithm provides a notable
proportion of false positives (49%), which could contribute to
alert fatigue in clinical practice and increase the workload
associated with unnecessary chart reviews. For real-world
deployment, performance thresholds depend on the intended
use: for surveillance or signal detection, a sensitivity above 0.80
with PPV above 0.50 is generally acceptable, as false positives
can be secondarily reviewed; for clinical decision support,
stricter thresholds (eg, PPV≥0.70) are needed to prevent alert
fatigue. Improving true positive detection to 70% would
strengthen reliability and clinical applicability, potentially
through prioritization or triage of clinically significant cases.

External validation revealed a decline in MB prevalence and a
concurrent increase in CRNMB and MB-related mortality in
the validation dataset (2021‐2022), compared to the CHUV
2015‐2016 dataset. These trends may reflect evolving
prescribing patterns, such as increased use of direct oral
anticoagulants and reduced use of vitamin K antagonists, and
a shift in clinical profiles, with higher comorbidity scores and
greater treatment complexity in the more recent cohort. These
observations are consistent with the known bleeding risk profiles
of antithrombotic agents, direct oral anticoagulants being more
frequently associated with gastrointestinal bleeding (CRNMB),
and vitamin K antagonists with intracranial bleeding (MB) [42],
and underscore the need for dynamic algorithmic models capable
of adjusting for changing treatment patterns and patient
characteristics [43].

Strengths and Limitations
This study has several notable strengths. It is one of the first
multicenter initiatives to integrate structured and unstructured
EMR data for ADE detection in older hospitalized patients. The
inclusion of 3 university hospitals provided a large, diverse
dataset, while the harmonization of over 1 million clinical
variables ensured robust data quality. Algorithms were
developed using internationally accepted definitions of MB and
CRNMB and validated through manual chart review, ensuring
clinical credibility. External validation on a temporally distinct
dataset further reinforced reproducibility and robustness.

Several limitations should also be considered.

First, the test dataset (2015‐2016) was relatively dated and
spanned only 2 years, reflecting mostly the time-consuming
extraction and harmonization process required to merge data
from three hospitals before data interoperability infrastructures
were implemented. Consequently, it may not entirely capture
current clinical practices. Nevertheless, this limitation was
mitigated by validating our pipeline on an independent and more
recent dataset.

Second, NLP development and validation were performed using
CHUV data only and did not take into consideration
interinstitutional variations in coding practices, hospital
information system architecture and interoperability, clinical
documentation standards, or local prescribing patterns, which
may limit the generalizability of our findings. To mitigate this,
the model was trained on a balanced, manually annotated corpus
reviewed by 3 independent physicians. Future studies should
externally validate the NLP model on datasets from other
French-speaking institutions to confirm its performance and
enhance its applicability.

Third, data from 1 hospital (Baden hospital) were excluded due
to missing information and harmonization challenges, and
CHOP codes could not be extracted from the USZ hospital; this
could have led to underestimation of certain bleeding events.
Recent efforts have been undertaken to improve data
harmonization across sites, which now largely mitigate the
harmonization challenges previously encountered.

Fourth, while ICD-10-GM code selection was based on
international guidelines and expert review, some
misclassification may have occurred. This limitation was partly
mitigated by manual validation. However, the adoption of a
standardized bleeding classification would help overcome this
limitation and harmonize bleeding-event categorization across
studies.

Fifth, causality assessment between bleeding cases and
antithrombotic agents was not formally assessed by our
algorithms, as this requires strict criteria and necessitates a
comprehensive EMR review. Causality was manually evaluated
using the WHO–Uppsala Monitoring Center framework, which
provided valuable contextual insights but is resource-intensive.
Future work should investigate semiautomated causal-inference
tools to scale this process efficiently.

Sixth, structured data were insufficient to capture the timing of
bleeding cases prior to admission, as such information is
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documented in discharge summaries, underscoring the need for
unstructured data in ADE detection.

Finally, all participating hospitals were tertiary academic centers
with strong data infrastructures and comprehensive
documentation practices. While this ensured data reliability and
methodological consistency, it may limit the generalizability
of our findings to other contexts, such as secondary or
community hospitals, or to health systems with different digital
maturity levels. Compared to many international settings, Swiss
university hospitals operate within a decentralized but highly
standardized health care system, characterized by universal
coverage and well-developed inpatient services. Future research
should evaluate these algorithms in more diverse hospital types
and countries to assess their adaptability and scalability beyond
tertiary Swiss institutions.

Future Directions
This study illustrates the value of combining structured and
unstructured clinical data to improve the detection of bleeding

events in older inpatients exposed to antithrombotic therapy.
This integrated approach can enhance pharmacovigilance
systems, reduce underreporting, and support timely clinical
interventions. Future efforts should expand algorithm coverage
to additional unstructured sources (eg, nursing notes and
consultation letters), improve clinical documentation practices,
and incorporate semiautomated causality assessment tools.
Combining these detection models with multivariate risk
stratification that integrates patient-specific factors (age,
comorbidities, comedications, and clinical service) could enable
prioritization of clinically meaningful alerts. Finally, embedding
such tools within common data models and privacy-preserving
data-sharing infrastructures, such as those promoted by the
Swiss Personalized Health Network, could facilitate
cross-institutional learning health systems and accelerate
artificial intelligence-supported pharmacovigilance in real-world
clinical practice.
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Abstract

Background: While artificial intelligence (AI) holds significant promise for health care, excessive trust in these tools may
unintentionally delay patients from seeking professional care, particularly among patients with chronic illnesses. However, the
behavioral dynamics underlying this phenomenon remain poorly understood.

Objective: This study aims to quantify the influence of AI trust on health care delays through integrated survey-based mediation
analysis and real-world research, and to simulate intervention efficacy using agent-based modeling (ABM).

Methods: A cross-sectional online survey was conducted in China from December 2024 to May 2025. Participants were recruited
via convenience sampling on social media (WeChat and QQ) and hospital portals. The survey included a 21-item questionnaire
measuring AI trust (5-point Likert scale), AI usage frequency (6-point scale), chronic disease status (physician-diagnosed, binary),
and self-reported health care delay (binary). Responses with completion time <90 seconds, logical inconsistencies, missing values,
or duplicates were excluded. Analyses included descriptive statistics, multivariable logistic regression (α=.05), mediation analysis
with nonparametric bootstrapping (500 iterations), and moderation testing. Subsequently, an ABM simulated 2460 agents within
a small-world network over 14 days to model behavioral feedback and test 3 interventions: broadcast messaging, behavioral
reward, and network rewiring.

Results: The final sample included 2460 adults (mean age 34.46, SD 11.62 years; n=1345, 54.7% female). Higher AI trust was
associated with increased odds of delays (odds ratio [OR] 1.09, 95% CI 1.00-1.18; P=.04), with usage frequency partially mediating
this relationship (indirect OR 1.24, 95% CI 1.20-1.29; P<.001). Chronic disease status amplified the delay odds (OR 1.42, 95%
CI 1.09-1.86; P=.01). The ABM demonstrated a bidirectional trust erosion loop, with population delay rates declining from 10.6%
to 9.5% as mean AI trust decreased from 1.91 to 1.52. Interventions simulation found broadcast messaging most effective in
reducing delay odds (OR 0.94, 95% CI 0.94-0.95; P<.001), whereas network rewiring increased odds (OR 1.04, 95% CI 1.04-1.05;
P<.001), suggesting a “trust polarization” effect.

Conclusions: This study reveals a nuanced relationship between AI trust and delayed health care–seeking. While trust in AI
enhances engagement, it can also lead to delayed care, particularly among patients with chronic conditions or frequent AI users.
Integrating survey data with ABM highlights how AI trust and delay behaviors can strengthen one another over time. Our findings
indicate that AI health tools should prioritize calibrated decision support rather than full automation to balance autonomy, odds,
and decision quality in digital health. Unlike previous studies that focus solely on static associations, this research emphasizes
the dynamic interactions between AI trust and delay behaviors.
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Introduction

Background
With the rapid development and widespread adoption of
artificial intelligence (AI) in the medical field, AI has emerged
as a pivotal tool across multiple domains, including health
management, disease prediction, and clinical decision support
[1,2]. Its potential to enhance health care efficiency, assist in
disease diagnosis, optimize treatment strategies, and facilitate
personalized health management is substantial [3,4]. However,
this promise is tempered by growing concerns about its
psychosocial and behavioral effects. The prevailing view of AI
as an unequivocal force for good is being challenged by
evidence that human-AI interaction can lead to new cognitive
and behavioral issues [5,6]. In particular, AI’s capacity to
provide health recommendations and interventions based on
extensive data analysis marks a significant breakthrough [7,8].
However, this ability may alter traditional health
decision-making processes. Trust is a key concept for adopting
technology, involving aspects such as performance, process,
and purpose. A growing body of research indicates that while
AI offers convenient access to health-related information,
excessive reliance on these tools may lead to detrimental health
behaviors, such as overreliance on automated suggestions and
disregarding clinical intuition [9-11].

Traditional health decision-making models typically depend on
professional medical judgment and individuals’ self-awareness
of their health status [12]. The advent of AI is reshaping this
framework by providing automated diagnostic recommendations
and personalized health guidance [13]. While such “digital
health advice” can enhance confidence in medical
decision-making in the short term, it may foster excessive
dependence on AI tools over the long term. Patients with chronic
diseases, who require ongoing health management and exhibit
relatively stable symptoms, may be particularly susceptible to
this shift [14]. This population often practices prolonged
self-management, leading to frequent use of digital tools [15].
The relative stability of their conditions can create a sense of
security, in which they may consider AI-generated reassuring

feedback adequate. This dependence on AI could lead to delays
in pursuing health care, as patients with chronic disease tend to
give priority to AI-generated symptom evaluations and treatment
options rather than traditional medical advice [16].
Consequently, they might overlook complex diagnostic and
therapeutic needs that AI cannot fully assess [17]. Moreover,
biases in medical AI can persist throughout its life cycle,
potentially leading to serious repercussions in clinical
decision-making. If these biases are not addressed, they can
result in inaccurate medical judgments and exacerbate existing
health care disparities [18]. While existing research has shed
light on the potential risks of AI reliance in health care, a
comprehensive framework that formally analyzes the complex
relationship between AI trust and health behavior, particularly
in the context of chronic disease, is still lacking. Additionally,
few studies have used computational simulation to assess how
various public health intervention strategies might mitigate this
system-level risk.

This study aims to systematically analyze the interrelationships
among AI trust, AI usage frequency, chronic disease status, and
delayed health care–seeking behavior. The analysis was
conducted through a cross-sectional online survey from
December 2024 to May 2025. We propose that AI trust and
frequency of use jointly contribute to the odds of delayed
medical care through a behavioral feedback mechanism,
particularly pronounced among patients with chronic conditions.
High levels of AI trust may inadvertently lead individuals to
postpone health care–seeking by increasing usage frequency,
highlighting a complex interaction between trust and behavior.
To investigate these dynamic interdependencies, we use an
agent-based modeling (ABM) framework to simulate the
trust-behavior feedback over time. By embedding individuals
within social networks and allowing trust and delay behaviors
to evolve together, the ABM enables us to examine how
microlevel decisions accumulate into population-level odds.
This includes issues such as collective delays or systemic trust
collapse, which are often difficult to capture using conventional
cross-sectional data. A schematic overview of the study design
is provided in Figure 1.
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Figure 1. Schematic overview of the study design and methodology. Based on online questionnaires, the analysis framework includes mediation analysis
to explore the relationship between artificial intelligence (AI) trust, usage frequency, and delayed health care–seeking behavior. Additionally, agent-based
modeling was used to model the dynamic feedback loops over a 14-day period, incorporating 3 intervention strategies: broadcast, reward, and rewire.
These strategies aimed to evaluate how the interventions affected trust and delay behavior within the population. Image created in Biorender by WL
[19].

Objective
This study not only addresses a theoretical gap in understanding
the impact of AI on delayed health care–seeking but also offers
a fresh perspective on optimizing the design of AI-based health
tools. A key challenge in future medical applications of AI will
be achieving the right balance between fostering user trust and
ensuring accuracy and timeliness in health care–seeking. We
aim to provide theoretical support for designing AI-driven health
interventions. Additionally, we seek to inform more effective
public health strategies, ensuring that technological
advancements promote rather than hinder appropriate health
care decisions.

Methods

Survey Design and Data Collection
This study was conducted in 2 integrated phases: a
cross-sectional survey and an ABM simulation. To ensure
comprehensive and transparent reporting, the methods are
reported following the Journal Article Reporting Standards
guidelines under relevant subheadings [20,21]. A cross-sectional
online survey was conducted between December 1, 2024, and
May 20, 2025. The 21-item questionnaire was conducted in
Mandarin Chinese and developed based on a systematic
literature review and focus-group discussions. It underwent
refinement through 2 rounds of expert review by 4 specialists
in public health and AI, and was finalized after a pilot test

involving 5 target participants. The full survey questionnaire
(English translation) is provided in Multimedia Appendix 1.

Eligible participants were adults aged 18-75 years who had
resided in mainland China for the past 12 months and were able
to read Chinese. The age range was selected to include the
digitally engaged adult population while excluding minors and
the very old people, who may exhibit different health-seeking
patterns. The 12-month residency criterion ensured consistent
exposure to the local health care, minimizing confounding from
recent immigration or transient populations. The survey was
disseminated via WeChat (Tencent) and QQ (Tencent), and the
patient-education portals of collaborating hospitals using
convenience sampling. Participants accessed the questionnaire
after reading an electronic informed consent form and selecting
“Agree.” All items were mandatory, and skip logic was applied
to minimize irrelevant questions. Responses were transmitted
over HTTPS and encrypted at rest on the institution’s private
server, accessible only to authorized investigators.

To ensure the validity and interpretability of the logistic
regression and mediation models, which require complete-case
data, we performed rigorous data cleaning. Questionnaires
completed in under 90 seconds, or those containing logical
inconsistencies, missing values, or duplicate entries (only the
first complete entry was retained), were excluded. Given the
limited amount of missing data and the potential risk of
introducing bias through imputation, listwise deletion was
considered the most appropriate and conservative approach. To
examine the mechanism of missingness, we conducted Little’s
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missing completely at random (MCAR) test using the mice
package in R software (versions 4.2.3; R Foundation for
Statistical Computing). Descriptive statistics were used to
summarize the data (frequencies, percentages, means, and SDs),
and multivariable logistic regression was conducted to examine
the association between AI usage frequency and delayed health
care–seeking behavior. Likert-type scales ranging from 1 to 5
(or 0 to 5 for AI usage and trust items) were used to assess
frequency, trust level, and willingness to recommend.

Chronic disease was defined as any physician-diagnosed
condition lasting 6 months or longer, including chronic allergic
rhinitis, asthma, hypertension, diabetes, chronic skin diseases,
etc. The variables included demographic characteristics (eg,
age, sex, and occupation), AI usage behaviors (eg, frequency
and exposure), trust perceptions, and health care–seeking
outcomes.

Self-reported health care delay was assessed using a single
binary item specifically targeting AI-influenced delay behaviors.
Participants were asked: “Has advice provided by ChatGPT
ever caused you to postpone or cancel seeking medical care?”
with response options 0=no and 1=yes. This measure captures
intentional delay or avoidance of health care that participants
attributed directly to ChatGPT’s recommendations, rather than
delays caused by logistical or accessibility barriers. This
operationalization aligns with behavioral delay frameworks
used in prior studies and reflects clinically meaningful patterns
of health care–seeking behavior.

Ethical Considerations
The study protocol was approved by the Institutional Review
Board of Xiangya Third Hospital, Central South University
(approval number 2025255). All procedures complied with the
Declaration of Helsinki and the Personal Information Protection
Law of China. Electronic informed consent was obtained from
all participants. After reading a digital information sheet that
outlined the study’s purpose, procedures, risks, benefits, and
their rights (including voluntary participation and withdrawal),
participants indicated their agreement by selecting “Agree”
before proceeding to the questionnaire. All collected data were
deidentified. No personally identifiable information (eg, name,
ID number, and contact details) was stored with the response
data. Data were transmitted securely via HTTPS and stored in
encrypted form on a private, access-controlled institutional
server. Results are reported in aggregate to prevent any
possibility of individual identification. Participants did not
receive any financial or material compensation for their
involvement in this study. The manuscript and its supplementary
materials do not contain any images, videos, or textual data that
could lead to the identification of an individual participant.
Therefore, specific consent for the publication of identifiable
information was not applicable.

Key Predictors of Delayed Care: Logistic Regression
Analysis
We used logistic regression models to evaluate key predictors
of delayed health care–seeking behavior. Initially, univariate
logistic analyses were conducted to estimate the association
between each candidate variable and the outcome, with results

reported as odds ratios (ORs) accompanied by 95% CIs.
Variables demonstrating potential significance were
subsequently included in a series of hierarchical multivariate
models (models 1-4). These models progressively incorporated
individual characteristics, intervention exposure, AI usage
patterns, and social influence to assess their independent
contributions to delay behavior. This approach allowed us to
identify the relative importance of each factor in influencing
health care–seeking delays.

The data collection period encompassed the public release of
DeepSeek, a major large language model in China, which
occurred in early 2025 [22]. This event represented a significant
shock to public awareness toward AI. To test the robustness of
our core findings against this potential confounding effect, we
performed a stratified analysis by dividing the sample into pre-
and post-DeepSeek release subgroups. The cutoff date was set
to February 1, 2025, allowing a sufficient time frame for the
model’s public impact to materialize within our survey window.
We then reran the univariate logistic analyses within each
subgroup to assess the consistency of the associations between
AI trust, usage frequency, and health care delays.

Mediation Analysis: Indirect Effect of AI Trust via
Usage Frequency
To examine whether AI trust influences delay behavior
indirectly through AI usage frequency, we conducted mediation
analysis using 2 approaches. First, following the traditional
Baron and Kenny framework with the Sobel test, we estimated
path a (the association between AI trust and usage frequency)
via linear regression, and paths b and c’ (the associations of
usage frequency and AI trust with delay behavior) via
multivariable logistic regression. The significance of the indirect
effect (a × b) was assessed using the Sobel z test. Second, to
obtain robust CIs and significance estimates, we performed
nonparametric bootstrap resampling (n=500). In each iteration,
we reestimated paths a and b, calculated the product a × b, and
derived the empirical distribution of the indirect effect. The
95% bootstrap CI and P value were computed accordingly. All
models were adjusted for age, gender, and chronic disease status.

Moderation by AI Recommendation Exposure:
Stratified and Interaction Models
To further examine whether the level of AI recommendation
exposure moderates the relationship between AI trust and
delayed health care–seeking behavior, we conducted stratified
logistic regression and interaction modeling. Participants were
divided into low and high exposure groups based on their
reported frequency of receiving AI recommendations (≤2 vs
>2). Separate multivariable logistic regression models were
fitted for each group, adjusting for age, gender, chronic disease
status, and AI usage frequency. ORs and 95% CIs were reported
to assess effect heterogeneity across exposure levels.

Additionally, we introduced an interaction term between AI
trust and recommendation exposure into the full model. The
interaction coefficient was used to calculate the interaction OR
and the corresponding 95% CI. Predicted probability curves
were plotted to visualize how the relationship between AI trust
and delay behavior varies by exposure group, providing insights
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into the moderating effect of AI recommendation exposure on
health care–seeking behavior.

Moderation by Recommendation Willingness:
Stratified Trust-Delay Associations
To evaluate whether individuals’ willingness to recommend AI
tools moderates the relationship between AI trust and delayed
medical care, we conducted stratified logistic regressions and
interaction analysis. Participants were grouped based on their
scores (1-5) regarding the likelihood of recommending AI: those
scoring ≤2 were classified as the “low recommendation
intensity” group, and those scoring ≥3 as the “high
recommendation intensity” group. Multivariable logistic
regression models were fitted within each stratum, adjusting
for age, gender, chronic disease status, and AI usage frequency.
ORs and 95% CIs were calculated for AI trust in each group.

Subsequently, a full model including an interaction term between
AI trust and recommendation intensity was constructed. We
estimated the interaction effect (OR, 95% CI, and P value) and
generated a prediction grid with standardized covariates to
visualize the predicted probability of delayed care across AI
trust levels in each group. Interaction plots were created to
illustrate potential effect modification, enhancing our
understanding of how willingness to recommend AI tools
influences the relationship between AI trust and health
care–seeking behavior.

Scenario-Based Modeling: Joint Effects of AI Behavior
Factors on Delay
To theoretically evaluate the potential impact of various
intervention strategies on delayed health care–seeking behavior,
we conducted a scenario-based simulation analysis using logistic
regression. A multivariable logistic model was initially
constructed with AI trust, frequency of use, and chronic disease
status as predictors. ORs, 95% CIs, and P values were reported
for each explanatory variable.

Based on this model, the following six intervention scenarios
were simulated: (1) baseline (trust=3, frequency=3, no chronic
disease); (2) increased AI trust (set to 5); (3) increased frequency
of AI use (set to 5); (4) chronic disease status switched to “yes”;
(5) combined trust + frequency increase; and (6) combined trust
+ frequency + chronic disease. For each scenario, predicted
probabilities of delay were computed across all individuals and
averaged to reflect group-level effects.

The results were visualized using a bar plot displaying the mean
predicted probability of delay under each strategy. Annotations
highlighted the ORs and significance levels of the 3 key
predictors, facilitating an intuitive understanding of their relative
contributions to delay behavior. This comprehensive approach
allowed us to identify the most effective interventions for
reducing delays in health care–seeking.

ABM: Broadcast, Reward, Rewire
To evaluate the impact of different intervention mechanisms
on delayed health care–seeking behavior, we used an ABM
framework. ABM is a computational simulation approach
particularly suited for studying complex systems, where
population-level outcomes emerge from the interactions of

autonomous, diverse individuals (“agents”) operating within a
defined environment and set of rules [23-25]. This method is
particularly appropriate for our research question for 3 main
reasons. First, AI trust is not a static trait; it is a dynamic belief
influenced by personal experience and social factors, which
ABM is designed to capture. Second, the decision to delay care
involves weighing personal trust against the behaviors of peers,
a scenario well modeled by embedding agents within a social
network where attitudes and actions spread [26,27]. Third, ABM
allows us to test the “trust-delay” feedback loop, a causal chain
that cannot be directly identified from our cross-sectional survey
data but can be explored through simulation [28].

To improve the transparency and reproducibility, the ABM
model is described following the overview, design concepts,
and details (ODD) protocol [29]. The purpose of the simulation
was to examine how AI trust, peer influence, and intervention
strategies jointly shape delayed health care–seeking behavior
over time. Each agent represented 1 survey respondent and was
initialized using the individual’s empirical AI trust (1-5), AI
usage frequency (1-5), and chronic disease status. Agents were
embedded in a Watts-Strogatz small-world social network
(n=2460; average degree=4; rewiring probability=0.2), which
captures realistic social clustering and intermittent long-distance
ties. The simulation progressed in daily cycles for 14 days,
during which agents first computed a probability of delay using
a logistic model derived from the survey data, then made a
probabilistic delay decision, and subsequently updated their
trust and usage behaviors according to personal outcomes, peer
context, and intervention conditions. A total of 100 repetitions
were performed for each scenario.

The model incorporated key design concepts of agent-based
systems. Interaction occurred exclusively through local network
neighbors; both average neighbor trust and neighbor delay
behaviors influenced an individual’s own updates. Stochasticity
was present in network initialization, delay decisions, and
trial-level replications. Agents adapted their trust and usage
frequency over time, increasing them when surrounded by
high-trust peers or after not delaying care, and decreasing them
when neighbors frequently delayed or after personally delaying
care. No explicit learning mechanism was included; behavioral
dynamics emerged entirely from rule-based adaptation. Model
outputs consisted of daily population-level delay rates and
comparative effects of intervention strategies relative to baseline.

Detailed implementation followed ODD guidelines [29]. At
initialization, agents with an empirically predicted baseline
delay probability above 0.20 were assigned a 1-point reduction
in trust and usage frequency to represent structural vulnerability.
During each daily update, delaying care reduced trust by 0.2
and usage frequency by 0.3, whereas not delaying increased
trust by 0.1; all values were bounded between 1 and 5. A total
of 3 intervention strategies were embedded into this baseline
framework. In the broadcast condition, trust was reduced daily
by a small fixed penalty to reflect exposure to trust-eroding
messages. The reward condition increased trust and usage
frequency for agents who consistently sought timely care, with
rewards provided every 2 days. In the rewiring condition,
network edges were periodically redirected toward the
highest-trust agents to model opinion leader amplification. All

J Med Internet Res 2026 | vol. 28 | e82170 | p.1565https://www.jmir.org/2026/1/e82170
(page number not for citation purposes)

Cai et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


intervention rules were implemented on top of the core
behavioral update mechanism. Finally, 1-way sensitivity
analyses were conducted by varying initial trust levels (means
of 2.5, 3.0, and 3.5), broadcast penalty intensities (0.05-0.20
per day), reward magnitudes (0.03-0.10), and rewiring
frequencies (intervals of 2-10 days). Each parameter set was
simulated in 100 trials, and the resulting delay trajectories were
compared to assess model robustness.

Results

Demographic Characteristics, AI Use, and Health
Decision Outcomes
Of 2785 initial submissions, 325 (11.7%) responses were
excluded based on prespecified criteria (completion time <90
seconds, logical inconsistencies, duplicate entries, or missing
values in key variables). Specifically, 136 (4.9%) exclusions
from the initial sample were due to missing values. Little’s

MCAR test indicated that the data were MCAR (χ2
14=12.87;

P=.54), supporting the use of complete-case analysis.
Consequently, a total of 2460 valid responses were retained,
predominantly female (n=1345, 54.7%), with an average age

of 34.46 (SD 11.62) years. Occupations included students
(n=825, 33.5%), technology workers (n=715, 29.1%), other
professions (n=640, 26%), and health care personnel (n=280,
11.4%). A significant majority (n=2215, 90%) reported being
aware of generative AI tools, and 62% (n=1525) had previously
used AI for health advice. Regarding the frequency of AI-based
advice use, 38% (n=935) of participants never used it, while
16.2% (n=398) used it weekly (1-2 times) and 15.7% (n=385)
monthly. Trust in AI-generated advice varied, with 38% (n=935)
never using it, and the remaining participants distributed across
differing trust levels (Table 1).

In terms of health care decision outcomes, 11.6% (285/2460)
of participants deferred or canceled health care due to AI advice,
while 18.9% (465/2460) changed their health care decisions
based on it. Additionally, 16.9% (415/2460) adopted alternative
therapies following AI recommendations. The primary source
of health information was physicians (1203/2460, 48.9%),
followed by search engines (465/2460, 18.9%) and generative
AI tools (375/2460, 15.2%). Perceived influence of online
discussions varied, with 19.7% (485/2460) considering it very
likely to impact their decisions. Lastly, 30.1% (740/2460) of
participants reported having a chronic disease (Table 2).
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Table 1. Demographic characteristics and artificial intelligence (AI) use (n=2460).

ValuesVariable

Sex, n (%)

1345 (54.7)Female

1115 (45.3)Male

34.46 (1.62)Age (years), mean (SD)

Occupation category, n (%)

825 (33.5)Students

715 (29.1)Technology workers

640 (26)Other

280 (11.4)Health care personnel

Awareness of generative-AI tools, n (%)

2215 (90)Yes

245 (10)No

Previous use of AI for health advice, n (%)

1525 (62)Yes

935 (38)No

Frequency of AI-based advice use, n (%)

935 (38)Never

398 (16.2)Weekly 1-2 times

385 (15.7)Monthly

308 (12.5)Weekly 3-4 times

293 (11.9)Occasional

141 (5.7)Almost daily

Trust in AI-generated advice, n (%)

320 (13)1 (“none”)

290 (11.8)2

280 (11.4)3

345 (14)4

290 (11.8)5 (“high”)

935 (38)0 (“never used”)
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Table 2. Health decision outcomes and contextual factors (n=2460).

Value, n (%)Variable

Deferred or cancelled health care due to AIa advice

285 (11.6)Yes

2175 (88.4)No

Changed health care decision due to AI advice

465 (18.9)Yes

1995 (81.1)No

Adopted alternative therapy due to AI advice

415 (16.9)Yes

2045 (83.1)No

Primary source of health information

1203 (48.9)Physician

465 (18.9)Search engines

375 (15.2)Generative AI tools

255 (10.3)Family or friends

85 (3.5)Government or traditional media

77 (3.1)Social networking

Perceived influence of online discussions

485 (19.7)Very likely

835 (33.9)Likely

775 (31.5)Uncertain

265 (10.8)Unlikely

100 (4.1)Very unlikely

Presence of chronic disease

740 (30.1)Yes

1720 (69.9)No

aAI: artificial intelligence.

AI Trust and Usage Frequency Are Key Predictors of
Delay
In the univariate logistic regression, higher AI trust was
positively associated with delayed health care–seeking behavior,
with an OR of 1.27 (95% CI 1.19-1.36; P<.001; Figure 2A).
Similarly, the frequency of AI use also showed a significant
positive correlation with delay (OR 1.41, 95% CI 1.18-1.69;
P<.001; Figure 2A). Although not statistically significant, trends
were observed in the effects of receiving AI recommendations
(OR 0.95, 95% CI 0.81-1.11) and actively recommending AI
(OR 0.92, 95% CI 0.781.09; Figure 2A), both suggesting a
potential reduction in delay. In the fully adjusted model (model
4), AI trust remained a significant predictor (OR 1.09, 95% CI
1.00-1.18; P=.04; Figure 2B). Frequency of AI use exhibited
the strongest association with delay (OR 1.39, 95% CI 1.14-1.68;
P<.001; Figure 2B), indicating that more frequent users had
higher odds of postponing medical visits. Additionally, chronic
disease status demonstrated a persistent positive association
with delay (OR 1.43, 95% CI 1.10-1.88; P=.009; Figure 2B).

Detailed analyses for univariate and multivariate logistic
regression can be found in Tables S1 and S2 in Multimedia
Appendix 2.

To address potential confounding from a major AI market event,
we stratified the analysis by the DeepSeek release period. The
results confirmed the robustness of our primary findings. The
association between AI usage frequency and delayed health
care–seeking remained nearly identical in both direction and
magnitude in the pre- and postrelease periods (prerelease: OR
1.41, 95% CI 1.17-1.70; P<.001; postrelease: OR 1.41, 95% CI
1.27-1.56; P<.001). For AI trust, while the positive association
was slightly attenuated and not statistically significant in the
prerelease period (OR 1.05, 95% CI 0.89-1.25; P=.56), it was
significant in the postrelease period (OR 1.10, 95% CI 1.00-1.21;
P=.046). This suggests that the fundamental behavioral
mechanism linking AI trust and usage to delay is robust. The
DeepSeek release may have slightly amplified the measurable
effect of AI trust, possibly due to increased public reliance on
AI tools. Detailed results of this stratified analysis are available
in Table S3 in Multimedia Appendix 2.
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Figure 2. Association between artificial intelligence (AI) trust, usage frequency, and delayed health care–seeking behavior. (A) Univariate logistic
regression and (B) fully adjusted multivariable model evaluating key predictors of delayed health care–seeking behavior.

AI Trust Influences Delay via Frequency: Evidence of
Mediation
We further evaluated the indirect effect of AI trust on delayed
health care–seeking through AI usage frequency, supporting a
partial mediation model. In the linear regression analysis, AI
trust significantly predicted usage frequency (path a: β=.5754;
P<.001). In the multivariable logistic model, usage frequency

was also significantly associated with delay (path b: OR 1.40,
95% CI 1.28-1.55; P<.001). The product term (indirect effect
a × b) was calculated to be 0.1949, and the Sobel test yielded
a significant result (P<.001), indicating a statistically robust
mediation path (Table 3). To further validate these findings, a
nonparametric bootstrap analysis with 500 replications was
conducted. The mean indirect effect was found to be 0.2152
(OR 1.24, 95% CI 1.20-1.29), with a bootstrap P value of <.001.
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This confirms that AI trust contributes to delay behavior partly
through increased frequency of AI usage. The direct effect of
AI trust on delay remained statistically significant after adjusting
for the mediator (path c’: OR 1.09, 95% CI 1.00-1.18; P=.04),

supporting the conclusion of a partial mediation model (Table
3). A diagram illustrating this mediation relationship can be
found in Figure 3.

Table 3. Mediation effect of artificial intelligence (AI) trust on health care delay behavior.

P value (Sobel)P valueSEOR (95% CI)β (log ORa)Path

N/A<.0010.014N/Ab.5754a (AI trust-AI frequency)

N/A<.0010.04551.4031 (1.28-1.53).3387b (AI frequency-delay)

<.001N/A0.0266N/A.1949a × b (indirect)

N/AN/AN/A1.2806 (1.20-1.37).2473c (AI trust-delay, total effect)

N/A.040.04231.0887 (1.0-1.18).085c’ (AI trust-delay, direct effect)

aOR: odds ratio.
bN/A: not applicable.

Figure 3. Mediation model demonstrating how artificial intelligence (AI) trust influences delayed health care–seeking through increased frequency of
AI usage. Path a shows the significant effect of AI trust on usage frequency, while path b indicates the association between usage frequency and delay.
The indirect effect (a × b) and direct effect (c’) are also represented, highlighting the statistical significance of the mediation pathway. Image created
in Biorender by WL [30]. OR: odds ratio.

No Significant Moderation by Recommendation
Exposure Level
In the stratified analysis by recommendation exposure, AI trust
was significantly associated with delayed health care–seeking
in the high exposure group (OR 1.11, 95% CI 1.01-1.23; P=.03),
but not in the low exposure group (OR 1.04, 95% CI 0.88-1.22;
P=.67). Notably, frequency of AI use was consistently associated
with delay across both groups (low: OR 1.47, 95% CI 1.24-1.73;

P<.001; high: OR 1.38, 95% CI 1.24-1.53; P<.001), suggesting
a stable effect regardless of exposure level (Table 4). In the full
model with interaction terms, the AI trust × recommendation
exposure interaction was not statistically significant (interaction
OR 0.97, 95% CI 0.83-1.14; P=.75; Figure 4A; detailed stratified
analyses can be found in Table S4 in Multimedia Appendix 2).
As shown in the predicted probability plot, the slopes of AI trust
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on delay were similar between groups, with overlapping CIs,
supporting the absence of a significant interaction (Figure 4A).

In summary, although AI trust showed a stronger association
with health care delay in the high exposure group, the overall

model did not indicate a statistically significant moderation
effect. This suggests that while recommendation exposure may
influence the magnitude of the trust-delay relationship, it does
not alter its fundamental nature.

Table 4. Stratified analysis by recommendation exposure for the artificial intelligence (AI) trust-health care delay associations.

P valueORa (95% CI)Outcome and variable

Low recommendation exposure

<.0011.04 (0.88-1.22)Trust in AI

.671.47 (1.24-1.73)Frequency of AI use

<.0010.80 (0.47-1.37)Chronic disease (yes)

.421.01 (0.99-1.04)Age

.161.35 (0.84-2.19)Gender (male)

High recommendation exposure

.211.11 (1.01-1.23)Trust in AI

<.0011.38 (1.24-1.53)Frequency of AI use

.031.78 (1.30-2.44)Chronic disease (yes)

<.0011.00 (0.99-1.01)Age

<.0011.17 (0.87-1.58)Gender (male)

aOR: odds ratio.
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Figure 4. Stratified logistic regression and interaction modeling between artificial intelligence (AI) trust and recommendation exposure. Moderating
effect of (A) AI recommendation exposure and (B) recommendation intensity on health care–seeking behavior. OR: odds ratio.

Limited Moderation by Recommendation Willingness
Intensity
When stratified by willingness to recommend AI tools, AI trust
was significantly associated with higher odds of health care
delay in the low-intensity group (OR 1.16, 95% CI 1.00-1.34;
P=.047), but not in the high-intensity group (OR 1.06, 95% CI
0.96-1.17; P=.27). Frequency of AI use remained a significant

predictor of delay across both strata (low: OR 1.35, 95% CI
1.15-1.57; P<.001; high: OR 1.43, 95% CI 1.28-1.60; P<.001;
Table 5). In the interaction model, the interaction term between
AI trust and recommendation intensity was not statistically
significant (interaction OR 1.13, 95% CI 0.93-1.38; P=.23;
Figure 4B; detailed stratified analyses can be found in Table
S5 in Multimedia Appendix 2). The interaction plot showed
that the predicted probability of delaying care decreased with
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increasing AI trust in both groups, with overlapping CIs,
indicating no significant moderation effect (Figure 4B).

In summary, while AI trust appears to be more strongly
associated with the odds of health care delay in the low-intensity

group, recommendation intensity did not significantly moderate
this association statistically. Its influence may reflect subtle
variation in effect size rather than a true interaction.

Table 5. Stratified analysis by recommendation intensity for the artificial intelligence (AI) trust-health care delay associations.

P valueORa (95% CI)Outcome and variable

Low recommendation intensity

.0471.16 (1.00-1.34)Trust in AI

<.0011.35 (1.15-1.57)Frequency of AI use

.091.53 (0.94-2.48)Chronic disease (yes)

.751.00 (0.98-1.02)Age

.791.07 (0.68-1.68)Gender (male)

High recommendation intensity

.271.06 (0.95-1.17)Trust in AI

<.0011.43 (1.28-1.60)Frequency of AI use

.041.41 (1.02-1.95)Chronic disease (yes)

.711.00 (0.99-1.02)Age

.091.30 (0.96-1.77)Gender (male)

aOR: odds ratio.

Scenario Simulations Reveal Combined Risk of AI
Trust, Frequency, and Chronic Disease
In the multivariable logistic regression analysis, all 3 key
predictors—AI trust, frequency of use, and chronic disease
status—were significantly associated with health care delay.

Specifically, each unit increase in AI trust was linked to 9%
higher odds of delay (OR 1.09, 95% CI 1.00-1.18; P=.04).
Frequency of AI use demonstrated an even stronger association
(OR 1.40, 95% CI 1.28-1.53; P<.001), and chronic disease status
significantly increased the odds of delay as well (OR 1.42, 95%
CI 1.09-1.86; P=.01; Table 6).

Table 6. Multivariable logistic regression analysis for the associations between key predictors and health care delay.

P valueORa (95% CI)Variable

.041.09 (1.00-1.18)Trust in AIb

<.0011.40 (1.28-1.53)Frequency of AI use

.011.42 (1.08-1.86)Chronic disease (yes)

aOR: odds ratio.
bAI: artificial intelligence.

Scenario simulations indicated that, compared to a baseline of
moderate trust and usage without a chronic condition (predicted
probability=11.6%), increasing either AI trust (13.97%) or
frequency (25.2%) alone raised the likelihood of delayed health
care. The effect was most pronounced with frequency increases.
When chronic illness was present alone, the predicted delay
probability rose to 14.1%. Combining high trust and high
frequency led to a delay probability of 30.5%, and when all 3
factors—high trust, high frequency, and chronic illness—were
present, the probability escalated to 35.8%. These findings
suggest that while increased trust and usage may enhance
engagement with AI, they may paradoxically elevate the odds
of behavioral delay due to potential overreliance or false
reassurance. Therefore, intervention strategies should carefully
balance cognitive trust with medical decision accuracy to
mitigate potential adverse outcomes.

Agent-Based Simulation Reveals Bidirectional
Feedback Between Trust and Delay
Simulation results demonstrated a consistent decline in the
overall rate of health care delay, decreasing from 10.6% on day
1 to 9.5% by day 14 (Figure 5A). This trend reflects behavioral
feedback, where agents who experienced delays reduced their
AI usage frequency, ultimately lowering delay probabilities at
the population level. Concurrently, the mean AI trust score
declined steadily from approximately 1.95 to 1.49 over the
14-day period (Figure 5B). This indicates a natural erosion of
trust in the absence of external reinforcement, suggesting a
feedback loop where behavioral delays contribute to progressive
trust deterioration. When stratifying agents by their predicted
baseline delay probability, both high-risk and low-risk groups
exhibited declining trust; however, the high-risk group
experienced a steeper decline (from 2.55 to 1.74) compared to
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the low-risk group (from 1.84 to 1.53; Figure 5C). This suggests
that high-risk individuals may fall into a “high expectation-high
disappointment” loop, accelerating trust collapse and reinforcing

delay behavior. Detailed analyses for ABM can be found in
Table S6 in Multimedia Appendix 2.

Figure 5. Agent-based modeling for the bidirectional feedback between artificial intelligence (AI) trust and delay behavior over a 14-day simulation
period. (A) The overall rate of delayed health care. (B) The mean AI trust score. (C) AI trust score for the high-risk and low-risk groups.

Overall, these simulations demonstrate the reciprocal feedback
between trust and behavior, with individual heterogeneity
compounding over time. The findings highlight the potential
need for risk-stratified interventions or strategies designed to
counteract trust erosion to prevent systemic trust breakdown.

Strategy Comparison: Broadcast Is the Most Effective,
While Rewire May Backfire
Across 100 simulation trials, we examined the temporal effects
of 4 intervention strategies on delay behavior. The broadcast

strategy resulted in the most significant reduction in delay rates,
reaching approximately 9.7% by day 14 (Figure 6). The reward
strategy showed a moderate effect, with a slight downward trend
compared to the baseline (Figure 6). In contrast, the rewire
strategy led to an upward trend in delay rates after day 7,
ultimately surpassing the baseline group, which suggests a
potential amplification of trust polarization (Figure 6).

Figure 6. Comparison of 4 intervention strategies on delay behavior using artificial intelligence simulations. Strategies include baseline, broadcast
messaging, behavioral reward, and network rewiring.

Logistic regression further quantified these effects (Table 7).
Compared to the baseline, the broadcast strategy significantly
reduced the odds of delay (OR 0.94, 95% CI 0.94-0.95; P<.001).
The reward strategy indicated a slight increase in the odds of
delay (OR 1.01, 95% CI 1.01-1.02; P<.001), while the rewire
strategy demonstrated the most substantial increase in odds (OR

1.04, 95% CI 1.04-1.05; P<.001), indicating that this approach
may exacerbate delay behavior under certain conditions. In
summary, the broadcast strategy emerged as the most effective
in reducing delay behavior within the current simulation
framework, highlighting the potential advantages of proactive
information signaling and group-level risk awareness alerts.
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Table 7. Logistic regression analysis for the intervention strategies on health care delay.

P valueORa (95% CI)Strategy

<.0010.94 (0.94-0.95)Broadcast

<.0011.01 (1.01-1.02)Reward

<.0011.04 (1.04-1.05)Rewire

aOR: odds ratio.

To validate the robustness of the simulation across varying
intervention configurations, we performed sensitivity analyses
on 4 key parameters: initial trust level, broadcast penalty
intensity, reward magnitude, and rewiring frequency. When
varying the initial trust level (2.5, 3.0, and 3.5), higher values
led to significantly increased rates of health care delay over
time, suggesting that excessive trust may backfire despite its
general benefits (Figure S1A in Multimedia Appendix 3). For
broadcast penalty intensity, tested at values of 0.05, 0.1, and
0.2, the delay trajectories remained nearly identical, indicating
minimal impact of penalty strength on intervention stability
(Figure S1B in Multimedia Appendix 3). Similarly, altering the
reward magnitude (0.03, 0.05, and 0.10) produced overlapping
delay curves, demonstrating the strategy’s robustness and
absence of nonlinear effects (Figure S1C in Multimedia
Appendix 3). In the case of rewiring frequency (2, 5, and 10
days), more frequent rewiring only slightly reduced early-stage
delays, with long-term outcomes remaining consistent across
intervals (Figure S1D in Multimedia Appendix 3). Overall,
these results confirm that the simulation framework is stable,
with behavioral outcomes staying similar across a range of
parameters, highlighting the broader relevance and effectiveness
of the modeled interventions.

Discussion

Principal Findings
This study is the first to systematically investigate the joint
influence of AI trust, AI usage frequency, and chronic disease
status on predicting delayed health care–seeking from the
perspective of a behavior-trust feedback mechanism in China.
Our findings demonstrate that both AI trust and usage frequency
are significant predictors of health care delay. Importantly, AI
trust not only indirectly elevates the odds of delay through
increased usage frequency but also exerts a significant direct
association when controlling for usage frequency, indicating a
partial mediation pathway. Of note, individuals with chronic
conditions inherently exhibit a predisposition toward delayed
care. These odds are further exacerbated by the combined effects
of high AI trust and frequent AI use. These results expand the
current understanding of delayed health care behaviors. They
emphasize the complex and dynamic interplay between
technological trust and health-related decision-making.
Additionally, they highlight that enhanced trust in AI may
inadvertently contribute to adverse behavioral outcomes among
patients with chronic diseases.

To investigate the psychological mechanisms underlying the
“AI trust-frequent AI use-health care delay” pathway, we
propose that cognitive bias and overreliance are key driving
factors [31,32]. On one hand, patients with chronic conditions

often experience stable and slowly progressing symptoms. They
are more likely to view AI’s reassuring suggestions as indicators
of safety. As a result, they may underestimate the seriousness
of their own symptoms. This sense of “false reassurance” is
particularly pronounced among individuals with high levels of
trust in AI [33]. Previous studies have shown that excessive
trust in health AI recommendations can result in users neglecting
bodily warning signs, ultimately leading to delays in health
care–seeking [5]. On the other hand, frequent AI usage does
not necessarily reflect higher health literacy. It also does not
always indicate better self-management capacity [34]. Instead,
it may suggest a psychological tendency to avoid traditional
health care services. This tendency is especially common when
medical care is expensive, time-consuming, or perceived as
untrustworthy [35]. This form of “instrumental dependence”
may drive individuals to rely on AI as a substitute source of
advice when experiencing discomfort, instead of seeking timely
professional care [36]. Therefore, this study emphasizes that
the behavioral consequences of AI trust and usage frequency
should not be interpreted simply as empowerment. Instead, it
is important to explore the underlying psychological and
behavioral mechanisms. This is essential for accurately assessing
the true impact of technological interventions on health care
behavior.

Although we further investigated the moderating effects of AI
recommendation exposure and recommendation willingness on
the “AI trust-health care delay” pathway, the interaction terms
were not statistically significant. This indicates that these factors
have a limited influence on the primary effect pathway.
Subgroup analyses revealed some trend-level differences; for
instance, individuals with higher recommendation willingness
showed a slight reduction in delay behavior [37], but these
effects did not achieve statistical significance. We speculate
that a nonlinear threshold effect may be present. Once
recommendation exposure reaches a certain frequency, its
impact may plateau. This could result in a failure to further
enhance trust or promote behavioral change. Another possibility
is that the effectiveness of recommendations is highly context
dependent. They may exert influence primarily when users
experience high health anxiety, evident symptoms, or a strong
sense of urgency [38,39]. Additionally, AI trust may be
inherently unstable among individuals, easily influenced by
emotional states, prior experiences, or public opinion [40]. These
factors may further diminish the practical effectiveness of
recommendations. While recommendation behaviors have the
potential for positive influence, their underlying mechanisms
appear more complex [41]. They may not adequately address
the fundamental contradiction between AI trust and health care
delay. Therefore, future interventions should not concentrate
solely on increasing recommendation frequency or willingness.
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Instead, it is crucial to address system-level design issues. This
includes enhancing decision transparency and improving users’
perceived control over health-related choices. Additionally,
developing prompting strategies that better align with users’
psychological models is essential. Such improvements are
essential for facilitating meaningful and lasting behavioral
change.

Scenario-based simulations further confirmed that the
combination of high AI trust, frequent AI usage, and chronic
disease status results in the greatest odds of delayed health
care–seeking. This finding underscores the behavioral risks
inherent in the trust feedback mechanism. Using behavioral
decision theories, particularly the dual-process model, helps
illuminate the psychological underpinnings of this phenomenon
[42]. In high-trust situations, individuals tend to rely more on
the intuitive system for decision-making, leading to quick,
automatic judgments rather than thorough risk evaluations [43].
This “intuitive trust” is especially evident among patients with
chronic illnesses, who often feel a sense of safety due to the
relatively stable nature of their symptoms. When coupled with
high trust in and frequent reliance on AI, these individuals are
more likely to accept AI-generated suggestions without critically
assessing their health status or seeking professional medical
advice [44]. This can create a “false reassurance” effect,
significantly heightening the risk of delayed health care. These
findings serve as a cautionary note for the future design of
AI-based health tools. Simply pursuing user trust is insufficient;
it is essential to strike a balance between fostering trust and
maintaining risk awareness. Both clinical practitioners and AI
developers need to consider how to enhance user experience
while mitigating the unintended consequences of overreliance
[45]. Future AI systems should be designed to promote rational
judgment, especially among high-risk groups with chronic
conditions. Incorporating interactive features that provide
calibrated risk reminders may be necessary to prevent the
unconscious shift from trust to delayed health care behavior.

Our ABM offered a dynamic and systems-level understanding
of how AI trust and delay behavior coevolve over time. Unlike
traditional regression models that provide static snapshots [23],
ABM captures how small differences in initial trust and exposure
can compound through individual learning and social influence.
Over a 14-day simulation period, we observed a steady decline
in both trust and health care–seeking behavior, indicating a
reciprocal erosion loop: delayed health care leads to
dissatisfaction or unmet expectations, which in turn diminishes
trust and further health care delay [46]. Importantly, agents
stratified by predicted baseline odds (above vs below 20%)
showed divergent trust trajectories. High-risk individuals began
with higher trust but experienced a sharper decline—suggesting
a “high expectation-high disappointment” loop. This highlights
how perceived safety in chronic illness, when coupled with
excessive AI reliance, may paradoxically lead to trust collapse
and amplified delay behavior. Such patterns would be difficult
to detect using empirical data alone, underlining the value of
simulation modeling in behavioral health research. Beyond
reproducing observed behaviors, ABM also allowed us to
simulate system-wide interventions and uncover nonlinear
responses to trust regulation strategies. Of the 3 mechanisms

tested, broadcast messaging consistently reduced delay by
maintaining population-level risk awareness. In contrast,
network rewiring unexpectedly increased delay, likely due to
the formation of echo chambers among high-trust individuals,
a phenomenon we term “trust polarization” [47]. This emergent
property demonstrates that even well-intentioned peer-based
reinforcement may backfire under certain trust dynamics.
Overall, these simulations underscore the importance of viewing
AI trust not merely as an individual attribute, but as a collective
behavioral variable that evolves across time, context, and
networks [48]. While the ABM provides valuable insights into
potential system dynamics and the comparative theoretical
performance of different strategies, these findings serve as a
proof of concept. Their real-world effectiveness and causal
impact must be rigorously tested in future randomized controlled
trials or natural experiments.

Simulation-based evaluations of 3 intervention strategies
indicate that broadcast messaging is the most effective for
reducing delayed health care behavior. This suggests that public
health interventions delivering wide-reaching, consistent risk
reminders may be the most cost-effective approach [49].
Conversely, the reward-based strategy was less effective, likely
due to insufficient incentives or limited reach, which hindered
meaningful behavior change at the population level [50].
Unexpectedly, the network rewiring strategy not only failed to
reduce delays but exacerbated them. We hypothesize that this
may result from the formation of information echo chambers
among high-trust individuals [51]. In these tightly connected
groups, AI trust can become mutually reinforced, amplifying
the “AI trust-health care delay” pathway and leading to what
we term trust polarization. These findings underscore the need
to prioritize intervention strategies that broadly disseminate risk
information and continuously enhance risk awareness. Future
health interventions should focus on scalable and sustainable
communication mechanisms rather than relying on individual
“opinion leaders” or short-term incentives. This approach
provides valuable insights into integrating AI and health
behavior, while also offering empirical evidence to inform public
health policy development.

Limitations
Despite proposing a novel “trust-behavior” feedback mechanism
and validating various intervention strategies through simulation,
this study has several limitations. First, the cross-sectional and
observational nature of our survey data precludes definitive
causal inference. While we controlled for several demographic
and health factors, the potential for omitted variable bias
remains. Unmeasured confounders, such as general health
literacy and prior negative experiences with the health care
system, could independently influence both AI trust and the
propensity to delay care. To establish causality, future research
should use randomized controlled trials that investigate
participants’ trust in AI. This approach would enable more
conclusive mediation and moderation analyses and would
represent a critical continuation of our future research efforts.
Second, measurements of AI trust and usage frequency were
based on self-reported data. This approach may introduce recall
bias, social desirability effects, or subjective judgment.
Consequently, these factors could potentially affect the accuracy
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of the findings. Although we introduced a group-based
behavioral simulation model to address the static nature of
cross-sectional data, this model simplifies the complex dynamics
of trust evolution in real-world contexts. Future research could
incorporate reinforcement learning or dynamic trust modeling
approaches to better capture human cognitive and behavioral
trajectories [52]. Third, the generalizability of our findings may
be limited by the specific sociotechnical context of China. Our
recruitment relied on dominant Chinese digital platforms
(WeChat and QQ). The observed relationships between AI trust,
usage, and health care delays are likely influenced by China’s
unique health care system, technology ecosystem, and cultural
norms. Therefore, caution is warranted when extending these
results to other countries with different health care policies,
technology adoption patterns, and cultural attitudes toward AI
in medicine. Fourth, our recruitment via social media and
hospital portals, while enabling broad access, prevents precise
quantification of response rates from each channel. Although
we estimate that most responses came from WeChat and QQ,
with a smaller proportion from hospital portals, the anonymous
nature of the survey precluded channel-specific stratification.
Additionally, this approach likely oversampled individuals who
are more digitally literate or proactively engaged with health
care information. This may limit the generalizability of our
findings to populations with limited digital access or lower
health literacy. Fifth, the questionnaire did not collect data on
rural or urban residence or socioeconomic status, limiting our
ability to examine these potential sociodemographic influences
on the trust-delay pathway. Future studies would benefit from
incorporating these variables. Sixth, our sample contained a

slightly higher proportion of female participants (1345/2460,
54.7%), which may influence generalizability. However, we
adjusted for gender in all analyses and found no evidence of
significant effect modification. Finally, we advocate for the
development of AI health tools with stratified trust management
functions [53]. Such systems should provide tailored risk alerts
for high-risk patients with chronic conditions, promoting rational
trust for genuine health empowerment rather than fostering
passive dependence.

Conclusions
This study identifies a nuanced relationship between AI trust
and delayed health care–seeking behavior. While trust in AI
tools can enhance user engagement, it may also be associated
with delayed health care, particularly among individuals with
chronic conditions or higher levels of AI use. By integrating
survey data with ABM, our study moves beyond static
associations and illustrates how AI trust and delay behaviors
may interact and reinforce one another over time. This dynamic
perspective highlights how individual-level trust processes can
accumulate into system-level patterns, including trust
polarization and collective delay. Our findings suggest that the
design of AI health tools should prioritize calibrated decision
support rather than full automation. Encouraging a balanced
interaction between user autonomy and technological assistance
may help mitigate delay-related risks and improve decision
quality in digital health contexts. Beyond individual-level tool
design, these insights may also inform population-level
strategies for trust governance and risk communication in
AI-driven health care systems.
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Abstract

Background: Digital parenting programs offer a promising way to disseminate evidence-based parenting knowledge and support
early childhood development. They help reduce costs while improving scalability and fidelity. However, their successful
implementation is context-dependent, and existing research offers limited guidance on how the implementation of digital parenting
interventions unfolds across diverse settings.

Objective: This study aims to identify the shared and unique facilitators and barriers affecting each dimension of implementation,
as well as differentiated mechanisms that support the effective implementation and institutionalization of such interventions
across diverse settings.

Methods: Using a multiple-case study design, this research compared the implementation of a digital (chatbot-led) parenting
program across 2 distinct settings in China: urban educational and rural health care contexts. The intervention content remained
consistent, while the contexts and formats of local human-led support differed. Guided by the RE-AIM framework, this study
examines the program’s reach, adoption, implementation, and maintenance in both settings. Data sources included program
documents, field observations, semistructured interviews, and focus group discussions with 83 stakeholders. Thematic analysis
was conducted using ATLAS.ti until thematic saturation was reached.

Results: Data were collected from 83 stakeholders, and findings are based on an analysis of 18 interviews and 4 focus groups
with caregivers, village doctors, and health officials from the rural health care setting, and 29 interviews and 4 focus groups with
caregivers, teachers, social workers, and managers from the urban educational setting. Regarding reach, strong relationships
between parents and implementers and the credibility of program developers were shared facilitators in both settings. Parenting
conservatism and limited understanding of the program were shared barriers. In rural health care settings, parents’ perception of
village doctors as lacking parenting expertise posed an additional challenge. For adoption, trust between managers and program
developers, program alignment with organizational functions, and organizational empowerment supported implementation are
shared facilitators in both settings. At the individual level, task-driven motivation helped, while time constraints hindered adoption
in the health care setting. Teachers adopted the program due to its relevance to their roles in the educational setting, unlike village
doctors, who did not see it as part of their core duties. For implementation, supportive management and clear guidelines were
shared facilitators in both settings, while a lack of purpose and psychological pressure acted as barriers. Rural implementation
was aided by scheduling during off-seasons and standardized workflows, whereas flexible workflows were essential in the
educational setting. Regarding maintenance, alignment with organizational functions and internal resources facilitated sustainability
in both settings, while overreliance on government authorization posed challenges. Educational settings required contextual
adaptation, while health care settings needed more content adaptation.
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Conclusions: Implementing digital parenting programs is a complex process, influenced by multilevel facilitators and barriers
that vary across regions (rural vs urban) and settings (educational vs health care). This study highlights the importance of
context-specific implementation strategies and proposes differentiated delivery models tailored to local structures and needs.

(J Med Internet Res 2026;28:e79848)   doi:10.2196/79848

KEYWORDS

digital delivery; parenting program; implementation science; Reach, Effectiveness, Adoption, Implementation, and Maintenance;
RE-AIM; child development

Introduction

Early childhood is a critical period for long-term educational,
emotional, and economic development [1]. Globally, more than
43% of children younger than 5 years of age are at risk of not
reaching their full developmental potential, with children in
low- and middle-income countries (LMICs) being
disproportionately affected [2]. The failure to achieve
developmental potential during early childhood has far-reaching
consequences, not only for individual well-being but also for
societal progress, which leads to losses in human capital and
increased risks of social instability [3]. These challenges
underscore the critical importance of investing in effective
strategies that support ECD.

Among the most influential predictors of positive ECD outcomes
is the quality of parenting [4,5]. Improving parenting practices,
especially in under-resourced settings, is therefore a key priority
in global ECD efforts. Parenting interventions, which are
typically grounded in social learning and attachment theories,
aim to equip parents with the knowledge and skills necessary
to enhance parenting quality and to foster home environments
that promote children’s health and development [6-8]. Such
programs have been shown to improve ECD outcomes, enhance
positive parenting practices, reduce the use of harsh or violent
discipline, and improve caregivers’ mental health [9,10].
Meta-analytic findings indicate that such interventions in LMICs
yield greater improvements in children’s cognitive, language,
and motor development, highlighting the potential for large-scale
benefits in resource-limited settings [10].

Traditional parenting interventions, delivered through home
visits or small-group sessions, are resource-intensive and face
barriers such as time constraints, geographic distance, and
limited personnel [3,11]. These limitations make conventional
delivery methods difficult to scale and sustain, particularly in
low-resource settings [12,13]. Nowadays, the growing
accessibility of the internet and the widespread ownership of
mobile phones present a promising opportunity to overcome
these challenges by leveraging digital technology [14]. Digital
parenting programs provide a cost-effective way to deliver
evidence-based parenting support, particularly in low-resource
settings, by enhancing scalability while maintaining high fidelity
[12,15]. They reduce costs associated with time and travel and
increase accessibility to high-quality parenting resources [16,17].
Emerging evidence indicates that digital parenting interventions
can positively influence multiple outcomes, including child
development, parental confidence, parenting stress, and
children’s behavioral problems [18-20]. These programs are

particularly effective when complemented by human-led
support, either in person or remotely [21].

The success of social and behavioral interventions hinges not
only on the inclusion of key components designed to facilitate
behavior change, but also on the fidelity and quality of their
implementation in real-world settings [22]. While the body of
research demonstrating the effectiveness of digital parenting
interventions in promoting child development is growing,
limited attention has been given to their implementation
processes. This gap in knowledge poses significant barriers to
the replication, adaptation, and scale-up of such interventions,
particularly in diverse and resource-constrained contexts [23,24].

Implementation research seeks to uncover what works, how it
works, and why it works in everyday settings beyond the
confines of controlled trials [25]. It emphasizes identifying
contextual factors that influence successful implementation,
such as characteristics of the delivery environment, community
context, interorganizational partnerships, and intervention
delivery mechanisms [26,27]. The RE-AIM (Reach,
Effectiveness, Adoption, Implementation, and Maintenance)
framework is a widely recognized model that offers a
comprehensive approach for evaluating the implementation and
public health impact of interventions [28]. It helps researchers
and practitioners identify the strengths and barriers in
intervention implementation, thereby facilitating the
optimization and broader dissemination of public health
practices [28-30]. This approach also offers insights into how
short-term programs can be transformed into sustainable,
institutionalized practices within organizations and service
systems [31]. While existing studies applying the RE-AIM
framework have examined digital interventions in various health
domains, such as diabetes management, psychotherapy,
vaccination, and health behavior promotion [32-35], there is a
notable gap in research on the implementation of digital
parenting programs, especially across different settings. This
gap is especially evident in LMICs, where such interventions
remain underexplored and underdeveloped.

Guided by the RE-AIM framework, this study addresses these
gaps by evaluating the implementation of a digital parenting
program, “Keyushiguang”, in 2 distinct service delivery systems
in China: an urban educational setting and a rural health care
setting. In China, where significant early childhood development
gaps and resource disparities persist, there is an urgent need for
scalable, context-sensitive parenting support models [36,37].
This study, therefore, examines the program’s reach, adoption,
implementation, and maintenance to identify shared and
setting-specific facilitators and barriers. By comparing these 2
delivery models, the study aims to provide new insights into
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the differentiated mechanisms required for scaling and sustaining
digital parenting support in diverse, low-resource contexts. The
program’s impact evaluation will be reported separately.

Methods

Study Design and Context
A multiple-case study approach was used to facilitate a deeper
understanding of individual cases while also identifying
overarching patterns. A case study is an empirical research
method used to investigate contemporary phenomena within
their real-world context. By analyzing a specific case in depth,
researchers gain insights into the background, processes, and
influencing factors, which is especially valuable for studying
complex social phenomena or contexts [38]. Case studies can
be categorized into single-case and multiple-case studies,
depending on the number of cases analyzed. The multiple-case
study approach was adopted to enhance the validity of findings
from different cases, leading to more robust and reliable
conclusions [39]. This method allowed us to identify
commonalities and differences in the facilitators and barriers
to implementation across different contexts.

Theoretical Underpinnings: RE-AIM
This paper focuses on 4 key dimensions of the RE-AIM
framework: Reach, Adoption, Implementation, and Maintenance.
Effectiveness was assessed using quantitative methods and will
be presented separately.

Reach refers to the total number, proportion, and
representativeness of individuals who are willing to participate
in a given initiative, intervention, or program [28]. It primarily
focuses on understanding the factors that influence individuals’
decisions to engage—or not engage—with the program.
Adoption refers to the absolute number, proportion, and
representativeness of settings and intervention agents (people
who deliver the program) who are willing to initiate a program,
as well as the reasons behind their decisions [28].
Implementation primarily focused on the program’s fidelity,
which is the extent to which the program is delivered as
intended, and examined how this fidelity was achieved
throughout the delivery process [40]. Maintenance at the setting
level of a program refers to its institutionalization or integration
into routine practices and policies [30].

This paper evaluated each of these dimensions across the 2
distinct settings, analyzing the factors that were perceived to
facilitate or hinder participation in the programs, as well as the
differences in these factors between the 2 settings.

We also reported a descriptive overview of reach, adoption, and
implementation. Reach was calculated by the ratio of
participants who consented to participate relative to the total
number of eligible individuals in both settings. The recruitment
criteria for both programs were similar, with the primary
requirement being that the caregivers of children be the primary
caregivers. Adoption at the staff level is calculated by dividing
the number of staff who agreed to participate in program
implementation by the total number of staff eligible to
participate in the program within the organization. In addition,

we assessed the implementation based on the fidelity checklists
of implementers.

Case Selection
The selection of cases in this research was guided by the study
objectives. This paper examines the implementation of the
digital (chatbot-led) parenting intervention in 2 distinct settings
in China: an urban preschool (educational) setting and 2 rural
health centers (health care) settings. Intervention delivery in
both settings was led by local implementation partners, with
support from the research team that developed the digital
intervention. Consequently, the intervention’s digital delivery
method and content remained highly consistent across the 2
settings, with only minor adaptations made for the rural health
care setting, such as colloquial expressions used, without altering
the core parenting principles.

Case boundaries were defined as follows. The urban educational
case referred to the implementation within one preschool in
Xinyu city, Jiangxi Province, while the rural health care case
referred to the implementation within the village-level public
health system, supported by the county-level Maternal and Child
Health Department and 2 township-level Health Centers in
Huining County, Gansu Province. The analysis covered the full
pilot implementation period: the preschool intervention that ran
from March 2024 to June 2024, and the health care intervention
that ran from October 2024 to January 2025. Stakeholders
included in the case analysis were those directly engaged in
program implementation—caregivers, teachers, social workers,
village doctors, program managers, and local government
officers. Broader community members who were not directly
involved in program delivery were excluded.

The digital parenting program “Keyushiguang” was culturally
adapted from the Parenting for Lifelong Health’s ParentText
chatbot for parents of children aged 2 to 9 years by a local
research team [41]. Delivered via a rule-based chatbot on
WeChat, the program covers 8 key parenting topics, each
consisting of 3 to 6 modules depending on the child’s age. Each
module includes an introduction, quizzes, core parenting tips
(in video or text format), and home exercises. The chatbot sends
one parenting module every 23.5 hours, allowing parents to
gradually develop their parenting skills and apply them in daily
situations. Designed to integrate smoothly into parents’ daily
routines, the chatbot enables flexible engagement at convenient
times, such as after work, during breaks, or before bedtime.
This gradual approach encourages parents to apply the learned
skills in real-life scenarios, such as managing child behavior or
establishing daily routines. By offering relevant, practical, and
easily accessible support, the chatbot helps parents stay engaged
consistently, enhancing the program’s long-term impact
(Detailed program description can be seen in Multimedia
Appendix 1).

The main distinctions between the 2 implementations lay in the
format of additional human-led parenting support and were
driven by the unique implementation contexts and available
resources in each setting. In the urban educational setting,
chatbot-led digital delivery was supplemented by message-based
WeChat group interactions via web, held once or twice per
week, and facilitated by headteachers and trained social workers.
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In contrast, the rural health care setting incorporated biweekly
40-minute individual home visits conducted by village doctors
to reinforce the content delivered online and foster engagement.

The choice between group-based and individual-based
human-led parenting support models was based on a
comprehensive assessment of the target population and
implementation environment [42]. In China, rural areas typically
face greater challenges to child development than urban areas
[43]. Therefore, the program was designed as a universal
intervention (available to all families regardless of child
development status) in the urban setting, while in rural areas,
it was implemented as a selective intervention (targeted at
high-risk families). Additionally, resource feasibility and cultural
acceptance also informed program design. For example, most
rural families have access to village doctors, whereas urban
preschools face teacher shortages. In addition, rural parents are
more receptive to home visits [44]. Therefore, we adopted a
group-based WeChat interaction model for the urban preschool
setting and a combined individual and group home visit model
for the rural health care setting to better suit local needs and
contexts. The comparison of the 2 pilot implementations is
provided in Multimedia Appendix 2.

The rationale for selecting these 2 cases was that by controlling
for similarities in program content, the study could minimize
the impact of content-related differences and more precisely
analyze the result variations arising from differing
implementation contexts (ie, urban education vs rural health
care settings).

Data Collection
We used data triangulation to enhance the comprehensiveness
and validity of our findings. Multiple sources of data were used,
including program documentation (such as program manuals
and materials), field observation notes (such as the behaviors
of stakeholders in the process of program pre-preparation,
implementation, and evaluation), semistructured individual
interviews, and focus group discussions (FGDs). Our
triangulation involved 2 levels. First, we conducted within-case
triangulation by integrating these diverse data sources to validate
findings within each of the 2 settings. For example, we
compared implementers’ subjective perceptions of their
implementation fidelity with parents’ feedback (as reflected in
the fidelity checklist) and triangulated these with our field
observation records. This approach allowed us to more
accurately interpret and evaluate the perspectives expressed by
stakeholders. Following this, we conducted between-case
triangulation (ie, a cross-case analysis). This second level
systematically compared the validated themes from the urban
educational setting against those from the rural health care
setting to identify the overarching facilitators, barriers, and
divergent patterns presented in our results.

Program-related documents retained since the program’s
inception were collected and analyzed. These included program
proposals, curriculum designs, daily implementation records,
and training materials, which served as foundational resources

for understanding the intervention. All documents were reviewed
systematically, and key implementation details were extracted
for analysis. In addition, as members of the research team, the
authors were actively involved in and directly observed the
implementation processes in both settings, providing them with
in-depth insights into the contextual dynamics and operational
realities of the program delivery.

Field observations related to stakeholders’ behaviors, program
structure, and implementation processes. We observed the
behavior and actions of stakeholders throughout the program
and recorded those, which allowed for a more accurate
understanding of the viewpoints they expressed.

We adopted a purposive sampling strategy, which is consistent
with qualitative research practices that emphasize differentiation
(Figure 1). Participants were deliberately selected to reflect
diversity in roles, experiences, and contextual backgrounds.
This approach allowed us to explore the phenomenon under
investigation in a more nuanced and comprehensive manner.
Specifically, participants were categorized into 5 key stakeholder
groups: program officers, local leadership, local program
managers, program implementers, and program participants.
The final sample included 1 program officer from the health
care setting; 7 local program leaderships (ie, 3 preschool
leaderships and 4 government officers from the health care
setting); 3 local program managers (ie, 2 Women’s and
children’s health workers and 1 local program staff from the
health care setting); 36 program implementers (ie, 9 preschool
teachers and 7 social workers from the preschool setting, and
20 village doctors from the health care setting); and 36 program
participants (ie, 26 caregivers from the preschool setting; and
10 caregivers from the health care setting).

The figure 1 illustrates the overall structure of data collection.
As detailed in the Methods section, the implementation and data
collection were conducted sequentially (urban case first,
followed by the rural case). FGD: focus group discussion; GO:
government officers from the healthcare setting; LPC: local
program coordinator; PM: preschool managers; PO: program
officer; PP: program participants; PT: preschool teachers; SI:
semistructured interview; SW: social worker; VD: village
doctor; WACHW: Women's and Children's Health Worker.The
interview and FGD guides were developed based on the
RE-AIM framework, incorporating a structured set of
open-ended questions. Data related to the “Reach” dimension
were primarily obtained from program participants, while
“Implementation,” “Adoption,” and “Maintenance” were
explored through interviews and focus groups with program
donors, local leadership, local program managers, and program
implementers. Each FGD lasted approximately one hour, and
individual semistructured interviews averaged 40 minutes in
duration. Prior to data collection, informed consent was obtained
from all participants. With participants’ permission, all
interviews and FGDs were audio-recorded. Recordings were
subsequently transcribed, reviewed for accuracy, and
anonymized to ensure confidentiality.
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Figure 1. Stakeholder sampling and data collection design for the 2 cases.

Data Analysis
Data were coded using ATLAS.ti (version 8; Lumivero). A
thematic analysis was conducted using a hybrid
inductive-deductive approach to identify patterns across the
dataset [45]. As data collection was conducted at different times,
we first collected and analyzed data from the urban educational
setting following a stepwise thematic analysis procedure. After
completing data collection in the rural health care setting, we
applied the same analytical process. To ensure consistency and
mitigate the risk of bias from this sequential design, the same
coders applied the same predefined RE-AIM framework to both
datasets independently. Only after both independent analyses
were complete were the results from the 2 settings formally
compared to identify similarities and differences. The coding
process was conducted by 2 researchers (XS and RR) and
followed the steps outlined by standard thematic analysis
[45,46]. Thematic analysis was conducted through a structured

5-step process—data familiarization, initial coding, theme
development, collaborative review, and final theme
definition—guided by the RE-AIM framework to identify
facilitators and barriers to program implementation (Figure 2).
During the coding process, we continuously compared new data
with existing codes and themes. We considered thematic
saturation to be achieved when no new codes or themes emerged
from subsequent interviews and FGDs. Given the diversity of
stakeholders included—parents, teachers, village doctors, local
managers, and government officers—the data provided a
comprehensive reflection of perspectives across both settings.

Finally, as the capstone of our cross-case analysis, we
synthesized the shared and setting-specific facilitators and
barriers identified through the RE-AIM framework. This
synthesis allowed us to construct the differentiated
implementation models presented as the final component of our
Results.
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Figure 2. The process of data analysis.
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Ethical Considerations
Ethics approvals were obtained from Beijing Normal University
(approval numbers: SSDPP-HSC-2024003 and
BNU202410100062) and the University of Oxford
(SPI_DREC_24_006). We provided participants with a detailed
introduction to the program and obtained their informed consent
voluntarily. All data is stored in a secure database and is used
only for research purposes by the researchers.

Positionality Statement
We acknowledge that our dual roles as program designers and
researchers may have influenced data interpretation. To mitigate
this, we applied both personal and methodological reflexivity
throughout the study.

Our research team has diverse academic backgrounds, including
evidence-based social intervention, child development and
protection, public administration, education, and social work.
These perspectives shaped how we approached the research:
team members with social intervention and public administration
backgrounds tended to focus on macro-level structures and
policies, while those with child development, education, and
social work backgrounds were more attuned to participants’
lived experiences. To minimize potential biases from these
disciplinary differences, the team engaged in ongoing reflexive
discussions, considering multiple perspectives at all stages of
analysis.

Methodologically, 2 researchers (XS and RR) independently
coded different portions of the dataset and cross-checked each
other’s work. A third researcher (ZF) reviewed the coding,
provided feedback, and helped resolve discrepancies through
iterative discussion until consensus was reached. This
collaborative process ensured rigor and consistency in the
analysis.

In addition, practical measures were taken to reduce researcher
influence during data collection. Data collectors were trained
to use semistructured interview guides with open-ended,
nonleading questions, fostering a neutral environment that
encouraged participants to share their authentic experiences.

Results

Overview
To ensure methodological rigor and transparency, the reporting
of this study followed the iCHECK-DH: Guidelines and
Checklist for the Reporting on Digital Health Implementations
(Checklist 1) [47]. Descriptions of interview participants can
be seen in Multimedia Appendix 3.

Case Context and Stakeholder Profiles

The Urban Educational Setting: A Preschool in Xinyu
City
This pilot was implemented in a preschool located in Xinyu
City, an urban, medium-income area in eastern China. The
preschool provides early childhood education before primary
school, with parenting integrated into daily activities. The main
participants were parents, most of whom hold stable jobs; their
participation time was influenced by their work schedules. Key

implementers included teachers who hold educational credibility
and trained social workers who offered professional parenting
support and assisted teachers in carrying out the program. The
preschool leadership’s primary motivation was to enhance the
school’s educational quality and reputation.

The Rural Health Care Setting: 2 Townships in Gansu
Province
This pilot took place in health centers across 2 townships in
Huining County, Gansu Province, a low-income rural region in
western China. The centers are responsible for public health
services, and promoting early childhood development was one
of their key goals. The main participants were parents recruited
from rural communities, most of whom engage in agricultural
work. Their participation was shaped by the agricultural calendar
and seasonal migration for work. The key implementers were
village doctors who were trusted in their communities with
strong local knowledge but generally older and less experienced
in parenting. The health care leaderships were primarily
motivated by fulfilling national public health directives. We
labeled the interview data based on the source and role of the
interviewees. The initial letters in each label represent the
interviewee’s role, as illustrated in Figure 1. HB and SB denote
data from the hospital-based program and preschool-based
program, respectively. The last 3 digits of each label indicate
the document number, and each number corresponds to a unique
interviewee or focus group.

Reach—Facilitators and Barriers

Overview
In total, 541 (81.4%) caregivers (402 [74.3%] were mothers,
135 [25%] were fathers, and 2 [0.3%] were grandparents) of
the 665 eligible families consented to participate in both the
program and the research.

In contrast, the township central health center–based program
aimed to recruit 120 parents of children aged 24‐59 months
from 2 pilot townships, out of approximately 795 eligible
families. A total of 83 out of the targeted amount of 120 were
able to participate (69.2%).

Shared Facilitators to Reach
The main motivations for participation in the program include
its strong emphasis on child development, strong relationships
between program implementers and caregivers, the perceived
credibility of the program developers, and the convenience of
learning through a chatbot.

A primary motivation in both settings was a recognized need
for practical parenting skills. In the rural health care settings,
caregivers expressed that they faced ongoing challenges in daily
parenting and felt that their current knowledge was insufficient.
They recognized the need to learn practical parenting skills to
better support their children. In the urban educational setting,
parents expressed similar concerns.

We don’t know much about how to support our
children’s growth or deal with their emotional
problems. This program gives us a chance to learn
parenting ways. [PP, HBD05]
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Another shared facilitator was the influence of implementers,
driven by social relationships. Some caregivers in the health
care setting reported that their agreement to participate was
influenced by their trust and social pressures from program
implementers, such as face-saving norms, social obligations,
or a sense of personal favor. Similarly, in the educational setting,
the motivation to participate also stemmed from the influence
of teachers.

The village doctor is our family doctor. He has helped
us a lot and has a good relationship with us. He wants
us to join the program, so we are willing to support
him. [PP, HBD11]

At first, the teacher encourages us to participate in
this parenting program. I think if other children are
participating, we shouldn’t seem uncooperative with
the teacher’s efforts. [PP, SBD11]

Parents in the health care setting also considered the background
of the program developers. Knowing that the program was
developed by a research team from a prestigious university in
China enhanced its credibility and increased parents’ perceived
benefits. Similarly, parents in the educational setting shared the
same view, trusting the program’s credibility due to its
association with a reputable institution, which further reinforced
their belief in the program’s potential benefits.

There is too much parenting information online, and
it is often hard to tell what is true or false. But this
online course is developed by a professional team,
so we feel the content is reliable and will be helpful
to me. [PP, HBD10]

The convenience of learning was also an essential factor for
program reach. Parents in both educational and health care
settings appreciated that the chatbot-based delivery allowed
them to access the content anytime and anywhere. The use of
diverse formats, such as videos and text, accommodated
different learning environments and individual learning
preferences.

The timing is fine because it is flexible. You can
choose when to learn, so it is convenient when you
have free time. [PP, SBD15]

The course offers both video and text options, which
is suitable for different scenarios. When I have free
time, I choose to read the text. When I am busy, I play
the video and listen to the content. [PP, HBD11]

Shared Barriers to Reach
In both settings, shared factors hindering parents’ participation
include parenting conservatism, a lack of understanding of the
program, and limited time for learning.

A shared barrier in both settings was ‘parenting conservatism,’
where parents preferred to stick to traditional parenting methods.
During the program promotion process, some parents in the
educational setting with low engagement exhibited a form of
‘parenting conservatism’. They preferred to maintain their
existing parenting practices and felt it was unnecessary to learn
about other approaches, believing that new practices might not
be suitable for their own situations. Similarly, in the health care

setting, some caregivers also displayed resistance to adopting
new parenting knowledge, preferring to rely on their established
practices.

I feel that every family has its own parenting style.
My other children are raised according to my own
parenting methods, and there is no need to change it.
[PP, SBD13]

Furthermore, a limited understanding of the program served as
a barrier in both contexts. Some caregivers in the educational
setting indicated that they did not fully understand the program,
such as its content, learning format, and flexibility. Some
caregivers claimed they had no spare time to engage with the
digital program and chose not to participate, unaware that the
learning sessions were brief and could be easily completed
anywhere in just a few minutes.

I think the course will take up a lot of time. Since I
have to work and take care of my family, I don’t have
much spare time for studying. [PP, SBD13]

While some parents in the health care setting remained unaware
of what they could gain from the program, this ultimately
reduced their enthusiasm for participating.

At first, they don’t tell me the specific details of the
program. I don’t know its benefits, so I initially see
it as just a favor to village doctors. [PP, HBD13]

Distinct Facilitators and Barriers to Reach
The urban educational setting presented several unique
facilitators. These included urban parents’ recognition of the
parenting values conveyed by the program and their
acknowledgment of the implementers’ credibility and rationale
in delivering parenting knowledge. These factors played a
significant role in enhancing parental engagement in the
educational setting. However, such facilitators were not observed
in the health center-based program.

Some parents in the urban areas reported that the parenting
concepts and attitudes conveyed through the program resonated
with their own parenting beliefs. In contrast, parents in rural
areas rarely expressed this kind of value-level recognition.

I agree with the parenting concepts in the course, and
I am willing to learn it. [PP, SBD08]

The perceived professional authority of the program
implementers influenced caregivers’ decisions to participate.
Parents viewed preschools as appropriate platforms for parenting
support, and headteachers were seen as credible and persuasive
figures in promoting parenting knowledge.

This preschool and its teachers are the best in the
area, and I trust the quality of both the preschool and
the teachers. I believe their actions will be beneficial
to me. [PP, SBD18]

In contrast, the rural setting faced a unique barrier related to the
implementers’ professional role. In rural areas where village
doctors delivered the parenting program for the first time, some
doctors noted that because their routine work is not typically
associated with parenting, parents were skeptical about their
true intentions behind offering such services.
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The parents doubt why I invite them to join the
parenting program. They ask if I have received any
benefits from the program organizers. [VD, HBD25]

The summary of barriers and facilitators to reach can be seen
in Multimedia Appendix 4.

Adoption—Facilitators and Barriers

Overview
At the setting level, since the program was conducted as a pilot,
1 urban preschool and 2 rural health centers agreed to participate
upon invitation. At the staff level, in the preschool-based
program, the primary implementers included headteachers and
recruited social workers, all of whom joined the program in
response to directives from their supervisors. In the health
center-based program, the main implementers were 2 women’s
and children’s health workers and 30 village doctors. Eventually,
both maternal and child health workers participated, while 23
village doctors (76.7%) remained engaged, and 7 withdrew from
the program. Overall, the adoption level of the program was
relatively high.

Shared Facilitators for Adoption
At the setting level, relevant information was gathered through
interviews with local leadership. The main shared factors that
promoted adoption included trust in the program developer,
alignment with organizational functions, and empowerment of
the organization and staff.

A primary factor in facilitating successful cooperation and
adoption in both settings was trust in the program developers.
Leadership in the educational setting acknowledged that the
developers’ affiliation with a prestigious university in China
enhanced their perception of the program’s credibility and value.
In the health care setting, management also demonstrated trust
in the collaborating research team.

You are a research team from a top university in
China, and the quality of what you developed is
guaranteed. We also have confidence that parents
will accept the program, and we believe it will have
a positive impact. [PM, SBD33]

Another shared facilitator was the importance of the alignment
between the program and the implementing organization’s core
functions. In the educational setting, leaders reported that before
adopting the program, they would assess whether their
organization possessed the capacity and resources to support
implementing the program and whether the initiative aligned
with their institutional mandate. For instance, preschools
regarded parenting services as a fundamental aspect of their
work, viewing it as consistent with their educational
responsibilities.

This is something I want to do. In 2010, our preschool
established an ‘Early Education Center,’ and
parenting is a part of our work. [PM, SBD32]

Likewise, in the rural setting, health centers considered parenting
support closely related to child health care and broader public
health objectives.

This online-based parenting program focuses on
promoting health education, especially concerning
children’s growth and development. This is also
connected to our daily work in public health. [GO,
HBD32]

Local leadership in both settings also highlighted its potential
to empower staff and foster organizational growth. In the
educational setting, managers noted that the program could
enhance headteachers’ professional skills in parenting,
positioning it as a valuable resource for supporting parents.

Our teachers gain many benefits during the
implementation of the program, such as learning
about family education and strengthening their
connection with parents. [PM, SBD30]

In the health care setting, leaderships emphasized that the
program could strengthen the capabilities of village doctors as
well as maternal and women’s and children’s health workers in
delivering comprehensive children’s healthcare services.

Our county pays great attention to the implementation
of early childhood development work in rural areas.
Involving village doctors and other staff in this
parenting program allows them to gain experience
in carrying out such work. [GO, HBD27]

At the staff level, both task-driven (motivation that arises from
external obligations to complete tasks assigned by others, such
as supervisors or program coordinators) and intrinsic motivation
(motivation from personal interest or intrinsic desire) were key
shared factors promoting adoption. For example, in the health
care settings, implementers reported that the program was
perceived as a mandated task from higher-level leadership, who
required them to carry out the program and follow the specified
timeline and procedures.

Our leaders attach great importance to this program
and repeatedly emphasize the need to cooperate with
the program developers to complete it. We feel that
this is a very important task for us. [VD, HBD24]

Intrinsic motivation also played an important role. Some
implementers in the health care setting expressed that they
recognized the significance of this pilot and the potential benefits
it could bring to caregivers. This sense of mission motivated
them to actively adopt and support the program. In the
educational setting, teachers also felt that the program could
support the development of both parents and children,
contributing to better educational outcomes.

Another reason I participate in this program is that
I feel what we are doing is meaningful. In our rural
area, such resources are very precious, and many
parents also have a demand for parenting knowledge.
By completing this program, we can provide help to
children and their families. [VD, HBD31]

Shared Barriers to Adoption
A major shared factor hindering adoption in both settings was
the perceived difficulty of implementation due to limited time.
Both implementers and local leadership expressed concerns that
implementers were already occupied with their regular
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responsibilities, which consumed most of their time. The entire
program’s especially tight schedule further compounded the
issue, as they were expected to complete tasks within a short
timeframe. This increased the pressure on implementers, making
them feel even more stressed.

Our village doctors have a lot of work and are very
busy. We have to both prescribe medical treatment
and complete public health tasks such as chronic
disease management and vaccination. The program
requires us to complete the tasks within a short time,
and it feels very stressful. [VD, HBD25]

We also have a lot of teaching tasks at school to
complete, and the time is not very sufficient. [PT,
SBD34]

Distinct Facilitators and Barriers to Adoption
At the staff and setting level, prior successful collaboration
experiences served as a unique facilitator for the health centers’
adoption of the program. However, health center-based
implementers often lacked familiarity with parenting knowledge,
and some faced difficulties in recruiting appropriate participants.
The perceived difficulty in recruitment hindered program
adoption among village doctors. Moreover, remuneration
emerged as a significant motivating factor for implementers in
the health care setting. In the educational setting, the teachers’
professional roles in parenting acted as a key facilitator.

At the institution level, factors promoting adoption differed
between the 2 contexts. In the health center-based setting, health
care leaders and program officers highlighted that prior
successful collaboration experience played a key role. The local
government, supported by the donor, had previously
implemented similar ECD parenting programs in other
townships within the county, which helped establish mutual
trust and efficient working mechanisms.

They agree because we have previously implemented
an early childhood development program here. We
are familiar with the local leaders and institutions,
and have built a strong trust relationship. [PD,
HBD35]

At the staff level, the relevance of the task to the implementers’
professional roles directly influenced their motivation to adopt
the program. In the urban preschool setting, headteachers
reported that parenting support was closely tied to their core
duties, contributing to child development and the enhancement
of educational quality. This strong connection fostered greater
intrinsic motivation among them.

We also provide some parenting education in daily
work. I review this program and feel it is quite good.
If parents attend, it will benefit them. [PT, SBD34]

In contrast, some village doctors and maternal and child health
workers in the health care setting felt their routine work was
less directly related to parenting. Consequently, they viewed
the program more as a task assigned by higher-level leadership,
with task-driven motivation playing a prominent role.

We have not done similar work before. I believe it is
not our duty, as we are mainly responsible for public

health. The main reason for implementing this
program is that it is assigned by our leadership. [VD,
HBD24]

Some village doctors also reported difficulty in identifying
parents who met the program’s participation criteria and were
able to join. This challenge led to frustration and, over time,
caused some of them to gradually withdraw from participating
in the program altogether.

The main challenge for me is that I really cannot find
suitable parents, because many children in the village
are migrant or left-behind children. [VD, HBD30]

Additionally, village doctors noted that the remuneration
provided by the program officers was an important incentive
for them to complete their responsibilities.

We carry out the task as required and receive some
compensation. If it is voluntary, I will not be willing
to complete the task. [VD, HBD24]

The summary of barriers and facilitators to adoption can be seen
in Multimedia Appendix 5.

Implementation—Facilitators and Barriers

Overview
The investigation of implementation primarily focused on the
program’s fidelity, which is the extent to which the program is
delivered as intended, and examined how this fidelity was
achieved throughout the delivery process [40].

The program was delivered with high fidelity in both settings,
as demonstrated by fidelity checklists. In the preschool setting,
headteachers recruited parents and reminded them to complete
the online modules, while 10 social workers facilitated group
discussions and completed all assigned tasks. In the health care
setting, village doctors conducted home visits, supported by
maternal and child health workers. Follow-up phone calls with
74 parents confirmed the content of the visits. The village
doctors achieved an average fidelity score of 7.81 out of 8,
indicating strong adherence to the program protocol.

Shared Facilitators for Implementation
Several key shared factors were identified as promoting the
fidelity of program implementation: adequate onboarding
training, a supportive management system, timely external
support, and clear work guidelines.

Adequate onboarding training was a shared facilitator in both
settings. Implementers in the health care setting believed that
the training helped them understand the parenting principles,
tasks, potential challenges, and proposed solutions. They also
noted that the time allocated for discussion created opportunities
to express concerns, ask questions, and receive prompt
responses. Similarly, in the educational setting, teachers and
social workers affirmed that the training enabled them to
understand their respective tasks and effectively contribute to
the program’s implementation.

The training before the program starts is essential.
It helps us understand what we need to do, and the
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subsequent discussion sessions also address some
issues. [VD, HBD24]

A supportive management system involved a balanced
combination of appropriate incentives and supervision to
facilitate the successful implementation of the intervention. In
both health care and educational settings, local leadership
perceived that, to enhance fidelity, implementers required
suitable incentives that align with their expectations, including
both material and intrinsic (spiritual) rewards.

After all, the main work of village doctors is not
parenting. They have limited time and energy, so they
need to be compensated. [GO, HBD27]

Our teachers need to have a sense of achievement
when doing this program. Even giving them a
certificate is an effective encouragement for them.
[PM, SBD32]

Meanwhile, while supervision was crucial in both contexts, its
focus differed. Local program managers in the health care setting
emphasized that supervision was essential to achieve a balance
between quality control and task implementation efficiency.
They believed that supervision should cause necessary work
pressure while allowing sufficient flexibility in how tasks are
carried out. In the educational setting, the focus of supervision
was more on ensuring timely task completion, with managers
highlighting the importance of regularly reminding teachers to
meet deadlines.

Village doctors work hard. Sometimes, tasks cannot
be completed due to external reasons. When
supervising their work, we have to both consider the
quality and avoid discouraging their motivation.
[WACNHW, HBD26]

Providing timely external support to implementers was perceived
to be a critical shared factor for successful implementation,
which involves access to expert advice, consultations, and
problem-solving assistance from external consultants or
organizations when issues arise during program implementation.
Implementers in the health care setting reported that timely and
adequate support—whether material, psychological, or
resource-based—from organizations and program developers
helped alleviate their stress, overcome challenges, and enabled
them to successfully complete their tasks. Likewise, in the
educational setting, implementers affirmed that support from
program developers and managers was crucial for the smooth
execution of their work.

I feel that the support is quite sufficient. You are
always there whether we or the village doctors have
any questions. I feel touched. [WACNHW, HBD26]

Finally, having clear work guidelines was a key shared
facilitating factor. Implementers in both educational and
preschool settings noted that well-defined procedures
contributed to smoother implementation by clearly outlining
what needed to be done, when, and how. This clarity made it
easier for them to carry out their tasks efficiently.

The clear work guidelines let me know what I need
to do, making it easier to carry out my work. [VD,
HBD31]

This program provides clear instructions, and the
guidance in all aspects is very detailed. So, we can
implement it well according to the guidance. [SW,
SBD27]

Shared Barriers to Implementation
A lack of sense of purpose and psychological pressure was
perceived as key shared challenges faced by some implementers
in both settings. Psychological pressures refer to stressors such
as heavy workloads, tight deadlines, and the emotional burden
of ensuring the success of the program. These pressures can
negatively impact the quality of program delivery and the
well-being of implementers. While leadership demonstrated a
clear understanding of the program’s goals, some implementers
lacked this clarity. During the implementation process, it was
observed that certain implementers were unsure about the
program’s objectives and the value it could provide to
caregivers. This uncertainty at times led to self-doubt, which
had a negative impact on their motivation. Further
communication with implementers confirmed this
observation—several social workers from the educational setting
and village doctors from the health care setting expressed
confusion about the purpose of their roles and the potential
benefits their efforts could bring to families.

When conducting home visits, we do not know our
purpose. What exactly are we trying to do? [VD,
HBD24]

You do not know your role in this process, but you
must do it. Moreover, at this point, you can feel quite
confused. [SW, SBD28]

Implementers in both settings shared the challenge of generating
demand and encouraging active participation in the program,
which caused psychological pressure among implementers.

Because not everyone is enthusiastic about
participating, I think the appeal of the content to
parents is crucial. Is the content we are providing
useful to parents? Is it something they want? [SW,
SBD27]

Distinct Facilitators and Barriers to Implementation
A unique facilitator in the health care setting was the timing of
implementation, which aligned well with the villagers’ work
schedules. However, in China, village doctors typically only
conduct home visits for specific health care tasks. Also, in the
health care setting, parenting home visits are irregular, and the
long distances they needed to travel posed a challenge during
program delivery. Furthermore, while clarity in work procedures
was a shared facilitating factor across both settings, there was
a notable difference in the need for implementation flexibility
across the 2 settings.

First, in the rural setting, village doctors shared that the program
was implemented during the off-season for farming, just before
the Chinese New Year, a period when there was less agricultural
work and many parents who normally worked away from home
had returned. This created free time for caregivers to participate
in the program.
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Parents are generally at home in winter. As the
weather is cold, there is no farming to do. Besides,
they do not go out for labor during this season, so
most of them stay home. [VD, SBD24]

Second, village doctors also reported that the physical distance
between households and their base locations created challenges
in conducting home visits on time.

It is still too far, the road is inconvenient, and it is
not easy to return. [VD, D30]

Third, standardized workflow served as a double-edged sword,
with its impact varying across settings. In the educational setting,
especially among headteachers, implementers preferred greater
flexibility. They expressed a desire to customize token economy
systems to encourage daily participation in their own class and
requested more adaptable web-based group interaction structures
to better address the diverse needs of caregivers.

I feel that our online group discussions are a bit stiff.
The content shared is fixed and does not capture
parents’ interest. If we integrate additional parenting
support with our daily activities, it will be better. [PT,
SBD35]

In contrast, implementers in the rural health care setting,
particularly village doctors who were typically older and had
limited experience with parenting support, preferred a highly
standardized process. They valued having clear guidance on
what tasks to perform, when to perform them, and how to carry
them out.

The workflow you provided is very clear. It outlines
each step, and we just need to follow it to complete
the task. [WACNHW, HBD26]

The summary of barriers and facilitators to implementation can
be seen in Multimedia Appendix 6.

Maintenance at the Setting Level—Facilitators and
Barriers

Overview
This article primarily explores the factors that may facilitate or
hinder the integration of the program into the established service
system. In both settings, the leadership actively worked towards
promoting the program’s integration into the existing service
infrastructure.

Shared Facilitators to Maintenance at a Setting Level
The shared factors were the integration of the program into an
organization’s daily operations, alignment between the program
content and the organization’s core functions, the availability
of sufficient and appropriate internal human resources, and the
low cost associated with digital delivery.

First, alignment with the organization’s core mission was a key
shared facilitator. Local leadership in the health care setting
emphasized that the program’s alignment with their existing
responsibilities was essential for successful institutionalization
beyond initial adoption. By supporting the organization’s core
mission, the program minimized additional costs and streamlined
integration into routine work. Likewise, in the educational

setting, managers emphasized that the parenting program was
a natural fit for their institution’s existing work and goals.

Normalizing it means integrating it with our public
health services, which does not create any work
pressure for us or add any burden. It should also
benefit our daily work. [GO, HBD27]

Second, leadership in both settings believed they had access to
a well-suited workforce for program delivery. Village doctors
in the rural setting and headteachers in the urban setting were
described as stable, professionally trained in child development,
and capable of ongoing learning. Their regular contact with
families and their established trust and authority within the
community made them particularly suitable for engaging
caregivers and carrying out the program.

The village doctor team can handle this program. On
one hand, they have good relationships with the
villagers. On the other hand, they possess a lot of
medical knowledge and have the ability to learn. [GO,
HBD32]

Our teachers are well-suited to take on this program.
They already handle educational work and can easily
use it as a tool in their daily teaching. [PM, SBD33]

Third, local leadership in the educational setting emphasized
that the low cost of digital delivery was a key factor facilitating
program integration. By delivering core content via web through
a WeChat-based chatbot, the program minimized the need for
intensive offline operations. This digital approach not only
helped maintain content quality but also significantly reduced
the workload and operational costs for implementing
organizations, making the program more sustainable and
scalable within existing structures. Similarly, in the health care
setting, managers highlighted that controllable costs were crucial
for sustaining the program in rural areas.

I think the advantage of the online format is that,
firstly, it can push information in real-time and is
more flexible. At the same time, since we are in the
information technology era, parents also use their
phones often. [PM, SBD27]

Shared Barriers to Maintenance at the Setting Level
Shared barriers to integrating the program into the organization’s
daily operations included institutional dependence on higher
government authorization, challenges in sustaining staff
motivation, and difficulties in generating parental demand for
parenting support.

A primary barrier in both settings was the institution’s reliance
on higher-level government approval. In the rural context, health
care leadership noted that integration into routine services would
require authorization from senior government officials
overseeing health affairs.

To integrate the program into our daily work, we need
approval from the senior leaders in charge of this
work at the higher level. [GO, HBD33]

Similarly, in the urban context, preschool managers indicated
that continued implementation in preschools would depend on
approval and support from the education department.
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To integrate the program into the preschool’s daily
work, we need support from the local education
bureau leaders. It would be best to also gain official
support from your university. [PM, SBD32]

In addition, leaders in both settings expressed concerns about
sustaining staff motivation over the long term. While staff had
fulfilled their responsibilities during the pilot phase, there was
uncertainty about how to provide sufficient and appropriate
incentives to support ongoing, routine implementation once the
program became part of daily work. This concern was echoed
in the educational setting, where managers also stressed the
need for incentives to maintain teachers’continued engagement.

If the work is unpaid and voluntary labor, as
mentioned by the village doctor, it is a challenge for
the village doctor. [GO, HBD27]

Another significant barrier was the lack of perceived demand
from parents. Government officers and organizational managers
from both settings expressed concern that many parents did not
recognize the value or necessity of parenting support. Without
sufficient parental buy-in, they feared that efforts to integrate
the program into routine services would result in low
participation rates and limited impact.

After all, we are in the countryside. Some parents
have a higher level of awareness and think that
interacting with their children is meaningful.
However, some parents feel it is unnecessary; if the
children can play alone and do not cause trouble,
they have done their job. [WACNHW, HBD26]

Many parents, when it comes to parenting, understand
but not to a great extent, which causes a disconnect.
They feel they somewhat understand but not fully, and
accepting some new concepts is difficult. [PM,
SBD30]

Distinct Facilitators and Barriers to Maintenance at the
Setting Level
A unique facilitating factor in the health center-based delivery
was the close relationship between village doctors and local
families, which enhanced trust and communication. However,
implementation in this setting also faced a unique challenge in
securing resources for sustainable material incentives. Both the
health care and educational settings shared the need for further
localized contextual adaptation of the program. Nonetheless,
the focus of these recommended adaptations differed between
the 2 settings.

In the rural health care setting, leaderships perceived that
parenting programs facilitated by village doctors were feasible
for sustained implementation in rural health care settings. They
believed that village doctors, who often had strong,
long-standing relationships with families—sometimes dating
back to prenatal care—were uniquely positioned to gain family
acceptance of the program and successfully conduct home visits.
In contrast, the preschool program relied on teachers leading
group-based remote support and did not require the same depth
of ongoing personal relationships with students’ families as
village doctors had.

In our rural areas, village doctors are like family
doctors, closely connected to the families. People
know each other well, and home visits are easy. In
the city, living in apartment buildings makes it less
convenient, and people are more guarded. [GO,
HBD32]

In addition, the approach to sustaining staff motivation differed
between the 2 settings. In the educational setting, preschool
managers noted that parenting work is closely aligned with
headteachers’ core educational duties. As a result, integrating
the program into daily operations was more natural and did not
significantly increase their workload. Therefore, spiritual
incentives, such as recognition and a sense of professional
fulfillment, were seen as important for promoting long-term
motivation.

Parenting is already part of our teachers’ work, so
it does not add extra burden. However, some
motivation is still needed, such as certificates or
awards. [PM, SBD33]

In contrast, in the health care setting, leadership emphasized
that village doctors primarily focused on public health
responsibilities. Parenting-related tasks were viewed as
additional duties, which increased their overall workload. In
this context, material incentives were considered more effective,
as they better compensated for the extra effort required for
sustained engagement. By comparison, for preschool teachers,
parenting was closely integrated with their daily work. The
program did not add to their workload but rather complemented
it, serving as an educational tool to support their
parenting-related tasks.

Our village doctors’ main work is in public health.
This task adds extra duties for them, so compensation
is needed. [GO, HBD28]

I don’t think this is a burden for the teachers, as they
are already engaged in education. Parenting is also
familiar to them. They can adapt the program content
into teaching tools based on their needs. [PM,
SBD30]

Furthermore, adaptations to each specific implementation
context were perceived as important. In the preschool,
leaderships suggested that for the program to be effectively
integrated into daily work, the digital learning format, duration,
and additional parenting support needed to be further adapted
to better align with teachers’ schedules and classroom activities.
This type of adaptation primarily involved organizational
alignment, ensuring the program fit seamlessly within existing
school routines.

To become part of our daily work, the program needs
to align with the kindergarten’s teaching needs and
integrate with our activities. Teachers have to be the
leaders. [PM, SBD30]

In the health care setting, health care managers believed that
for long-term implementation, the program needed to be adjusted
to include special groups, such as left-behind children and
children cared for by grandparents, who make up the majority
in the local area, and also need parenting support. However,
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this time, the adaptation focused more on tailoring the program
to parents who stayed at home to care for their children, as a
result of careful consideration of available implementation
resources and the exploratory nature of the pilot as an initial
test of digital interventions in rural areas.

Like in our area, most young parents go out to work,
leaving grandparents behind. Therefore, these
families need more services. [GO, HBD33]

The summary of barriers and facilitators to maintenance at the
setting level can be seen in Multimedia Appendix 7.

Differentiated Models of Digital Parenting Program
Implementation in Two Sectors
Based on the results, we summarize two models for
implementing and institutionalizing the digital parenting
program in rural health care and urban educational settings
(Figure 3). The basic sequence starts with promoting
organizational adoption of the program, followed by

encouraging staff adoption, then expanding reach. After that,
the focus shifts to implementation and finally to maintenance.
In impoverished rural areas, digital interventions need to be
complemented by individualized human-led offline support to
enhance the impact. Accordingly, we propose a model that
involves collaboration with the health center and leverages
village doctors to deliver the digital program alongside home
visits. For urban areas, we suggest a model where digital
components are combined with online parent groups led by
teachers.

During the organizational adoption stage, building trust with
managers, emphasizing the alignment between the program and
the organization, and highlighting the program’s benefits are
crucial. Trust can be fostered by demonstrating the evidence
base and credibility of the program, which helps managers
recognize the program’s potential. Emphasizing how the
program aligns with the organization’s goals encourages
adoption of the program and fosters positive expectations
regarding its completion.

Figure 3. Differentiated models of delivery in urban preschool and rural health care settings.

In rural health care settings, aligning the program with local
health policies can strengthen its acceptance, particularly by
emphasizing benefits such as improving early childhood
development and addressing population health challenges. In
contrast, urban educational settings can benefit from closer ties
to educational policies, where the program’s role in enhancing
teaching quality, promoting parent-teacher collaboration, and

reducing behavioral problems in preschool environments is
more prominent. Thus, the focus in rural areas is more
health-centered, while urban settings prioritize educational
outcomes.

At the staff-level adoption stage, it is essential to shape internal
motivation, create external incentives, and adjust task content
and deadlines based on implementers’ workload. First,
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effectively communicating the program’s significance helps
foster internal motivation and enables implementers to recognize
its benefits. Preschool teachers typically have stronger internal
motivation because their daily work is directly related to
parenting, allowing them to see immediate benefits. In contrast,
village doctors in health centers, whose routine duties are less
connected to parenting, require communication and training to
understand how parenting relates to their role and to enhance
their perception of the program’s importance.

Second, when internal motivation alone is insufficient, forming
external incentives becomes essential. Depending on the
program’s context, it is necessary to strike a balance between
material and intrinsic incentives to fully motivate implementers.
For example, in the rural pilot, providing village doctors with
reasonable compensation effectively promoted their active
participation in program implementation.

Regarding recruitment, urban preschools generally experience
less difficulty, as parents tend to cooperate more readily with
teachers. However, in rural areas, recruiting parents is more
challenging due to complex family structures and village
doctors’ limited experience with parenting work. This
necessitates additional support from implementers and
institutional leaders.

In the reach stage, community mobilization, choosing reliable
delivery personnel, and highlighting the credibility of the
program content are essential. Through community mobilization,
parents can understand the program’s goals, content, and
requirements, and most importantly, recognize the benefits of
the program and that the learning process is convenient and low
in time cost. In addition, it is worthwhile to highlight the
program’s convenience to urban parents and emphasize its
benefits to rural parents. During the promotion, it is also
essential to highlight the program’s being systematic,
distinguishing it from fragmented parenting information online.
In urban preschools, teachers can serve as program implementers
due to their close relationships with parents. In rural health care
settings, village doctors can take on this role, as they are
generally trusted by families. However, since parenting is not
a routine part of village doctors’ responsibilities, providing them
with adequate training, relevant credentials, and communication
strategies is necessary to reduce parental skepticism about the
program.

In the implementation stage, training, adequate support, clear
work guidelines, and flexible supervision are essential for
ensuring fidelity. However, the specificity of work guidelines
should be tailored to the implementers’ roles. In rural health
care settings, village doctors, who are generally unfamiliar with
parenting work, require standardized and highly detailed
workflows to guide their delivery. Conversely, urban preschool
teachers, already experienced with parenting-related tasks,
benefit from clear guidelines combined with flexibility to
facilitate group discussions during parent meetings or school
activities, supported by suggested discussion topics.
Additionally, in rural areas, particular consideration must be
given to the timing and logistics of home visits, as busy farming
seasons often limit the availability of both village doctors and
families for such visits.

In the maintenance stage, several factors are critical to ensuring
the program’s sustainability: integrating program content with
organizational functions, adapting to the implementation
environment, leveraging existing human resources, controlling
costs, and securing endorsement from higher authorities.
Controlling costs is paramount, as high expenses threaten the
long-term sustainability of the program.

Various strategies can be used to reduce implementation costs.
Similar to adoption, alignment between organizational functions
and program content is important, but in the maintenance stage,
this alignment emphasizes better integration of the program
with the organization’s daily work content and clarifying the
position of the program task in the organization.

Using existing human resources by providing adequate
onboarding and ongoing training can make the best use of the
organization’s current staff rather than hiring new personnel.
Furthermore, it is necessary to obtain endorsement from higher
authorities, with preschools needing support from the education
department and health centers from public health authorities.

Adaptations must reflect the distinct realities of urban
educational and rural health care settings. In urban preschools,
the program needs to be integrated into teaching activities,
becoming a practical tool within educators’ daily routines.
Conversely, rural areas must also address challenges related to
left-behind children and grandparent-led caregiving to ensure
these families are included in the services.

Discussion

Principal Findings
This study aimed to identify multilevel factors influencing the
implementation of a digital parenting program across 2 distinct
settings. The findings addressed this aim by revealing both
shared and setting-specific facilitators and barriers across the
RE-AIM dimensions, providing a comprehensive understanding
of how digital parenting programs may be effectively
implemented and sustained in different institutional contexts.

While well-known digital parenting programs such as Triple P
Online and Incredible Years Online have shown positive
outcomes in several countries [48-50], this evidence is
predominantly from high-income countries, with limited
exploration of their adaptability and sustainability across diverse
implementation contexts. Our study directly addresses this gap
by examining the implementation of a digital parenting program
in 2 distinct settings in China—an urban educational setting
and a rural health care setting—thereby contributing crucial
evidence from a large low- and middle-income country.

Parents in both urban and rural areas expressed a desire for
parenting knowledge, which was motivated by their wish to
support their children in growing up healthy. Although the
internet provided access to information, much of it was
fragmented and lacked a systematic approach. As a result,
parents often struggled to build a coherent knowledge system
or apply these concepts in practice. This finding is consistent
with previous research [51]. In contrast, the digital parenting
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program offers culturally adapted, evidence-based content that
is systematic, practical, and easy to access.

Trust is indispensable to a program’s success, as previous study
shows [52]. It must be built among organization managers,
implementers, and the beneficiaries. First, building trust with
managers and implementers to get their support is important
[53]. It can be fostered by showcasing the program’s evidence
base, emphasizing its benefits, and selecting those with prior
cooperation experience. Second, building trust with beneficiaries
requires the credibility of the delivery channel and the
implementer. A trusted implementer can boost parents’
confidence in the program and provide extra motivations, such
as social consideration (eg, face-saving or relationship building).
In rural areas, village doctors, trusted as family doctors, are
well-suited for this role [54], while in urban areas, preschool
teachers hold similar credibility and respect.

Similar to previous research [55], we found that community
mobilization for both parents and implementers before
implementation is important for generating demand, thereby
increasing the adoption and program reach. Parents should be
introduced to the importance of evidence-based parenting, the
benefits of the program, and how it works. At the same time,
implementers need to understand the connection between the
program and their routine work, its significance for them, and
the necessity of the human-led components. Additionally,
fostering a shared vision with all stakeholders is essential.

Providing support for implementers is also crucial, which aligns
with previous research [56]. It is important to provide adequate
training to equip them with implementation skills and clearly
define their responsibilities. Establishing communication
channels related to parenting support within the organization,
such as regular meetings to discuss issues and digital systems
to monitor progress. This will facilitate efficient vertical
communication, supervision, and problem-solving mechanisms
between implementers and organization managers.

Appropriate incentives for implementers are essential. Previous
research emphasizes their importance, but it often lacks guidance
on how to provide them [57]. We found that material and
psychological incentives should be based on the workload and
the fit between the implementer’s tasks and capabilities. When
human-led responsibilities exceed usual duties, greater
incentives may be required to ensure motivation and sustained
engagement.

Building on these findings, several practical and theoretical
implications emerge for strengthening digital parenting
interventions across diverse contexts. Program adaptation is
necessary for maintenance, which aligns with previous research
[53]. Adaptation occurs at 2 levels: content and context [58].
Content adaptation involves adding information relevant to the
organization’s functions and the local population’s needs, such
as child nutrition and disease prevention in rural health care,
and early education in urban preschools. Context adaptation
involves adjusting delivery methods to fit the organization’s
characteristics, ensuring that the program becomes integrated
into regular work [56]. In rural areas, additional focus on
left-behind children and grandparent caregivers is necessary
because of their population structure [59]. While urban settings

should incorporate the program into daily school activities, such
as parent meetings and lectures.

Implications for Policy, Practice, and Research
To better support families in both urban and rural areas,
governments should invest in providing trustworthy and
accessible parenting resources. Trusted institutions, such as
preschools and health centers, can serve as effective channels
for delivering this information. With government support and
institutional credibility, families may be more likely to engage
in the programs.

When implementing digital parenting programs, it is essential
to tailor strategies to local contexts, considering organizational
mandates, local culture, demographic profiles, and economic
conditions. Integrating the program into existing institutional
workflows can reduce costs and promote sustainability.
Establishing trust with organizational leaders, frontline
implementers, and the beneficiaries is also key and should be
supported by early and continuous community mobilization and
engagement. Importantly, implementation must strike a balance
between fidelity to core content and flexibility in delivery.
Aligning program delivery with the institutional capabilities
and work patterns, while providing clear and structured
workflows, can help maintain quality and adapt to implementers’
needs on the ground.

Future research should explore a broader range of settings and
more diverse implementation strategies. Additionally, this study
primarily used the RE-AIM framework to evaluate
implementation at the mezzo- and macro-levels. However,
parents, as direct beneficiaries, also play a crucial role. Their
acceptance and participation significantly influence program
success. Therefore, future research should adopt a
micro-perspective focusing on parents’ perceptions, attitudes,
acceptance, and engagement. Such insights would inform future
implementation of digital parenting programs.

Conclusions
This study’s findings go beyond demonstrating the feasibility
of digital parenting programs in low-resource settings to
highlight a key lesson for their institutionalization: successful
scaling is not about a single “one-size-fits-all” digital solution.
Effective implementation requires hybrid models that
strategically combine low-cost technology with trusted local
human infrastructure, such as teachers in urban schools or
village doctors in rural clinics.

Our comparison of urban and rural settings shows that the
human-led component must be carefully tailored. Urban
environments can benefit from flexible online group support,
whereas rural contexts often require the structure and
accountability of in-person visits. These insights provide a
roadmap for policymakers and practitioners to move beyond
standardized rollouts and develop a flexible “implementation
playbook.” By prioritizing adaptation to local social and
organizational contexts, evidence-based digital parenting
interventions can bridge the gap from efficacy to sustainable,
equitable, and real-world impact.
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Limitations and Strengths
First, this study did not report on the program’s effectiveness.
This may raise concerns about its impact. We plan to address
this in a forthcoming publication specifically focusing on impact
evaluation. Second, this study did not delve into micro-level
aspects, especially parents’ adoption of and attitudes toward
the program. While this is an important area, it could not be
adequately covered due to space limitations and will be
examined in future research. Third, this study was limited to 2
pilot sites. Including more case studies in future research will
help enrich the findings and enhance external validity.

The strength of this study lies in its focus on the implementation
process of digital parenting programs, providing valuable
insights for future program implementation. We also explored
different implementation models across urban and rural
education and health care sectors. This can support potential
scale-up in diverse contexts. Additionally, we discussed the use
of human-led models in different practical settings. This can
provide guidance for choosing appropriate approaches in future
hybrid (digital and human-led) parenting programs.
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RE-AIM : Reach, Effectiveness, Adoption, Implementation, and Maintenance
SBD: preschool-based program
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Abstract

Background: Evaluating implementation of digital health interventions (DHIs) in practice settings is complex, involving diverse
users and multistep processes. Proactive planning can ensure implementation determinants and outcomes are captured for hybrid
studies, but operational guidance for designing or planning hybrid DHI studies is limited.

Objective: This study aimed to proactively define, prioritize, and operationalize measurement of implementation outcomes and
determinants for a DHI hybrid effectiveness-implementation trial. We describe unique advantages and limitations of planning
the trial implementation evaluation among a large-scale cohort study population and share results of a pretrial organizational
readiness assessment.

Methods: We planned a cluster-randomized, type II hybrid effectiveness-implementation trial testing PositiveLinks, a smartphone
app for HIV care, compared to usual care (n=6 sites per arm), among HIV outpatient sites in the DC Cohort Longitudinal HIV
Study in Washington, DC. We (1) defined components of the DHI and associated implementation strategy; (2) selected
implementation science frameworks to accomplish evaluation aims; (3) mapped framework dimensions, domains, and constructs
to implementation strategy steps; (4) modified or created instruments to collect data for implementation outcome measures and
determinants; and (5) developed a compatible implementation science data collection and management plan. Provider baseline
surveys administered at intervention sites probed usage of digital tools and assessed provider readiness for implementation with
the Organizational Readiness to Implement Change tool.

Results: We specified DHI and implementation strategy toward planning measurement of DHI and broader program reach and
adoption. Mapping of implementation strategy steps to the Reach Effectiveness Adoption Implementation Maintenance framework
prompted considerations for how to capture understudied aspects of each dimension: denominators and demographic
representativeness within reach or adoption, and provider or organization-level adaptations, dose, and fidelity within the
implementation dimension. Our process also prompted the creation of tools to obtain detailed determinants across domains and
constructs of the Consolidated Framework for Implementation Research within a large sample at multiple time points. Some
aspects of real-world PositiveLinks implementation were not reflected within the planned hybrid trial (eg, research assistants
selected as de facto site implementation leads) or were modified to preserve internal validity of effectiveness measurement (eg,
“Community of Practice”). Providers and research assistants (n=17) at intervention sites self-reported high baseline use of digital
tools to communicate with patients. Readiness assessment revealed high median (48, IQR 45‐54) total Organizational Readiness
to Implement Change scores, with research assistants scoring higher than physicians (52.5, IQR 44-55 vs 48.0, IQR 46-49).

Conclusions: Key takeaways, challenges, and opportunities arose in planning the implementation evaluation within a hybrid
DHI trial among a cohort population. Prospective trial planning must balance generalizability of implementation processes to
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“real world” conditions with rigorous procedures to measure intervention effectiveness. Rapid, scalable tools require further study
to enable evaluations within large multisite hybrid studies.

Trial Registration: ClinicalTrials.gov NCT04998019; https://clinicaltrials.gov/study/NCT04998019

International Registered Report Identifier (IRRID): RR2-10.2196/37748

(J Med Internet Res 2026;28:e76327)   doi:10.2196/76327

KEYWORDS

mobile health; digital health; HIV; RE-AIM; CFIR; hybrid effectiveness-implementation study; implementation science; Reach
Effectiveness Adoption Implementation Maintenance; Consolidated Framework for Implementation Research

Introduction

Digital health interventions (DHIs) including web-based and
mobile health (mHealth) interventions can improve clinical
outcomes for chronic health conditions. DHIs apply behavior
change theories with variable mechanisms of action, such as
enhanced motivation, self-management, and peer support.
Munoz et al [1] and Hermes et al [2] describe the spectrum of
behavioral intervention technologies ranging from adjunctive
tools embedded within clinic-based care to support provider
tasks, to fully-automated direct-to-consumer technologies for
patient self-management. Implementation outcomes or the
‘who,’ ‘how,’ ‘how much,’ and ‘how well’ needed to implement
DHIs [3] can vary widely as a result. Clinic-embedded DHIs
may require significant engagement by multiple providers and
staff. Additionally, DHIs with multiple features can generate
large amounts of backend paradata related to usage that are
important for quantifying implementation reach and adoption.
Capturing DHI implementation outcomes and determinants can
thus be complicated. Curran et al [4] describe 3 designs of
hybrid effectiveness-implementation studies. However, the
literature provides little operational guidance or shared
procedural knowledge on planning hybrid studies to capture
implementation outcomes and identify salient implementation
determinants for complex multifeature multiuser DHIs.

We reviewed several comprehensive efforts to recharacterize
or adapt broader health service implementation science
frameworks for the study of DHIs. Recent examples related to
evaluation frameworks, which evaluate implementation
outcomes, include (1) a workshop conducted by the
Dissemination and Implementation Core of the Center for
Technology and Behavioral Health at Dartmouth College [5],
(2) Hermes et al’s [2] recharacterization of Proctor’s outcomes
for implementation research for technology-based behavioral
interventions, and (3) De la Vega et al’s [6] post hoc app of this
recategorized framework against Glasgow’s Reach Effectiveness
Adoption Implementation Maintenance (RE-AIM) framework
[7,8]. Determinant frameworks answer the question: ‘Why was
the intervention/practice/innovation implemented or not
implemented?’ Several frameworks applied to DHI
implementation research include the Consolidated Framework
for Implementation Research (CFIR) [9-12], the Theoretical
Domains Framework [13], Promoting Action on Research
Implementation in Health Services [14], and others. Application
of these frameworks for DHI trials is often done post hoc rather
than proactively, and practical guidance on incorporating
frameworks into DHI hybrid trial planning is limited, despite

their importance in revealing why implementation of DHIs
tested within real-world settings did or did not meet
expectations.

The PositiveLinks platform is a clinic-embedded multifeature
smartphone app with patient and provider-facing components.
It was developed and refined following a rigorous, iterative
process of user-centered design to support people with HIV
receiving outpatient care [15]. Program implementation among
a cohort in Central Virginia where the intervention was
developed and refined has demonstrated long-term usage and
significant improvement in clinical outcomes at 1 [16], 2 [17],
and 3 years [18]. The platform has been adapted for other
chronic conditions, end users, and contexts [19-24]. To date,
PositiveLinks has been implemented as part of routine clinical
care at 9 clinics in Virginia, and 8 sites in other states, and is
considered an evidence-based intervention for HIV care by
several national consensus guidelines [25-28]. Clinical
effectiveness of PositiveLinks is currently being tested against
usual care in a hybrid effectiveness-implementation trial, the
PositiveLinks in DC Cohort Study, using a cluster randomized
controlled trial design (ClinicalTrials.gov NCT04998019) [29].
The trial is being conducted among sites in the DC Cohort
Longitudinal HIV Study (DC Cohort Study) following over
12,800 people with HIV at 14 outpatient HIV practice settings,
including Federally Qualified Health Centers and academic
medical centers [30]. The DC Cohort context for this trial,
including cohort site characteristics, as well as study design,
site selection, randomization, recruitment, data collection, and
statistical analysis procedures, is outlined in the study protocol
paper [29].

For complex DHIs like PositiveLinks engaging multiple end
users collectively within an ‘implementation climate,’ it is
important to establish readiness for the coordinated actions
needed to implement the intervention across the organization.
The theory-based measure, Organizational Readiness for Change
(ORIC), was designed and validated by Weiner et al [31] to
measure collective readiness for implementation of health care
innovations. We opted to measure organizational readiness at
each intervention site, including the survey items within provider
baseline surveys, in order to understand (1) which relatively
lower-scoring sites may require additional support or attention
during implementation and (2) to understand at the back end
postimplementation if baseline readiness was an influencing
factor in provider adoption of PositiveLinks. To this end, we
also assessed baseline provider usage of mHealth or digital
health tools to understand how this experience might shape
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provider adoption of a new tool within each ‘implementation
climate.’

We share our process to proactively define, prioritize, and
operationalize evaluation of relevant implementation outcomes
and determinants for this type II hybrid
effectiveness-implementation trial [4] testing a complex DHI
among six DC Cohort sites randomized to the intervention over
a 12-month study period. We highlight the unique opportunities
and challenges that emerged for planning of a hybrid DHI trial
among a large-scale epidemiologic cohort study population.
This manuscript shares a practical set of takeaways and
considerations that stood out to us as novel or distinct from the
available literature we reviewed as we prepared for our DHI
trial, that is, what we ‘wish we knew’ before embarking on our
extensive planning stage. Several lessons are considerations for
teams that would ideally be incorporated as early as the study
conception and design stage. Finally, we share the results of an
assessment of provider baseline technology usage and pretrial
readiness to implement the intervention across participating
sites and discuss how results may inform posttrial analyses of
implementation outcomes and determinants.

Methods

Study Team and Process Refinement
The hybrid trial planning phase spanned an 18-month period
preceding onboarding of the first site in December 2022,
conducted by an interdisciplinary research team. Research team
members hold an established record of clinical research
experience, including conducting formative evaluations and
observational studies testing clinical efficacy of PositiveLinks.
Investigators’ primary expertise includes clinical psychology,
program evaluation, qualitative methods, instructional design,
software development, and implementation research. Program
managers contributed empirical observation of PositiveLinks
implementation processes over a decade that assisted with
conceptualization of the intervention, implementation contexts,
and components of the implementation strategy. The trial
planning team also included DC Cohort Study investigators
with expertise in epidemiologic and intervention studies at the
cohort sites. The methodological approach to proactively
integrate implementation evaluation activities within the hybrid
trial required iterative steps conducted through multiple cycles
of team feedback, consensus, and refinement (Checklist 1).

Specify Components of the DHI and Associated
Implementation Strategy
Given the multifeature, multiuser nature of the intervention, we
created a specified list of components of the DHI
implementation process and discrete steps of the implementation
strategy. This process was informed by team experience with
implementation of PositiveLinks in other contexts as part of
usual care, including a prior rigorous qualitative study
summarizing key in-clinic processes necessary for PositiveLinks
implementation [32], and a formative preimplementation study
engaging stakeholders within the DC Cohort Study context to
tailor the app and implementation strategy [33]. Implementation
strategy steps were further specified in terms of actors,

corresponding actions, and action targets mapped specifically
to the DC Cohort Study context [34,35].

Select Appropriate Implementation Science
Frameworks to Accomplish Evaluation Aims
We identified aims for the implementation evaluation arm of
the hybrid trial: (1) define and measure implementation
outcomes of interest and (2) elucidate determinants of
implementation in a rapid, scaled fashion across participating
sites. We first used narrative reviews of theories, models,
frameworks, and strategy categorization to assess the most
widely used determinant and evaluation frameworks [36,37].
We then reviewed technology-specific compendia and original
research studies reconceptualizing broader health service
frameworks toward DHIs, including hybrid study designs
[2,5,6,8,10]. We subsequently selected the RE-AIM evaluation
framework and CFIR determinant framework for our first and
second implementation evaluation aims, respectively.

Map Framework Dimensions, Domains, and
Constructs to Steps of the Implementation Strategy
We mapped each dimension of the evaluation framework,
RE-AIM, to specified components of the intervention and
implementation strategy steps, informed by prior efforts in the
literature [2,6]. We prioritized measurement of specific steps
based on impact of findings for informing future PositiveLinks
implementations in this context and others, and the feasibility
of measurement within the hybrid trial study. For
implementation determinants, we selected salient
domains/constructs identified from our prior detailed qualitative
CFIR-guided assessment of several sites implementing
PositiveLinks [32]. We also identified salient CFIR interview
guide questions for conversion into survey items, which could
be rapidly deployed among a larger sample of up to 50 or more
cohort providers employed across trial intervention sites at
multiple predefined time points (baseline, 6 months, and 12
months).

Modify or Create Instruments to Support Data
Collection for Implementation Outcome Measures and
Determinants
Existing data collection instruments developed for the DC
Cohort Study or for prior PositiveLinks real-world
implementation were modified with additional items or created
de novo within Research Electronic Data Capture to completely
assess each RE-AIM implementation outcome measure and
salient implementation determinants. Provider survey items
were generated using close-ended questions (eg, dichotomous
or Likert scale responses), as well as optional free-text
responses, and planned for distribution at 6- and 12-months into
implementation. Semistructured interviews and focus groups
were planned to elicit more detailed feedback
post-implementation among a smaller subset of both provider
and patient participants, respectively, with guides designed
using CFIR.

J Med Internet Res 2026 | vol. 28 | e76327 | p.1604https://www.jmir.org/2026/1/e76327
(page number not for citation purposes)

Hodges et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Develop a Compatible Data Collection and
Management Plan for Implementation Evaluation
Finally, we generated an overall plan for participant data
collection and management that ensured compatibility between
the clinical effectiveness arm of the trial and the implementation
evaluation. Plans for implementation outcome or determinant
data collection and abstraction were incorporated into patient
approaches for follow-up, study monitoring, and data abstraction
already planned for the trial’s effectiveness arm. Provider-related
activities specific to the implementation evaluation were
incorporated into study onboarding processes.

Measurement of Baseline Provider Technology Usage
and Implementation Readiness
Providers completed an electronic baseline assessment upon
enrollment in the study with items related to familiarity,
knowledge, and usage of available patient and provider-facing
mHealth tools, apps, and portals in routine HIV care, probing
specific experience with mHealth tools sharing functionality
with components of the PositiveLinks intervention. The ORIC
12-item tool [31,38,39] assesses organizational members’shared
resolve to implement a change (change commitment) and shared
belief in their collective capability to do so (change efficacy).
The ORIC was distributed as part of the provider baseline survey
to provider participants at intervention sites.

Analysis
Descriptive statistics were used to analyze responses to provider
survey items related to baseline technology usage and
implementation readiness (close-ended response options or
free-text responses). Each ORIC item is rated on a 5-point
ordinal scale (1=“disagree” to 5=“agree”). Responses were
analyzed for frequency, median value, or free-text content as

appropriate. ORIC scores were characterized using medians
and IQR for total scores (sum of all items) and individual
subscores related to change commitment (n=5 items) and change
efficacy (n=7) [38]. Statistical analysis was conducted using R
version 4.1.2 (R Foundation for Statistical Computing).

Ethical Considerations
Ethical approval was obtained upon human subject research
ethics review by the George Washington University Institutional
Review Board (IRB) (Protocol NCR202829; ClinicalTrials.gov
NCT04998019) and site-specific IRBs as required. Written
study-specific informed consent for all procedures of this trial
was collected in addition to the consent obtained for inclusion
of clinical data among patient participants upon enrollment in
the DC Cohort Study. Written informed consent was obtained
for all trial provider participants using procedures outlined in
the IRB-approved study protocol. Data collection, storage, and
management followed all outlined procedures (eg,
deidentification of baseline survey data and use of an assigned
study ID with a separate link long). No monetary compensation
was provided to participants for study activities described in
this paper.

Results

Key Process Steps and Takeaways
Our hybrid DHI trial planning process is summarized in Figure
1, including key process steps and takeaways for research teams
aiming to perform similar prospective hybrid trials in real-world
settings, where complex DHI implementation and associated
study procedures can be planned in advance. We highlight
takeaways that emerged from our experience and lacked more
applied experience or specific guidance within the literature.

Figure 1. This figure summarizes the 5-step process to plan an implementation evaluation within a hybrid trial for prospective testing of a digital health
intervention (DHI). Process steps are outlined, along with respective generalizable takeaways for research teams planning comprehensive implementation
evaluations for trials testing DHIs.
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Define Components of Intervention and
Implementation Strategy
Step 1 of the planning phase included specification of
PositiveLinks intervention components (both patient and
provider-facing elements) as well as the respective paradata
generated by usage of each feature. The PositiveLinks platform
contains a large amount of backend data (often described as
metadata or paradata) that can be analyzed individually for every
participant by feature and is accessible to the study team for
analysis. Specific paradata were defined by end user group and
data format (individual activity reports over selected time
intervals with frequency of use, or free-text post content) in
order to plan metrics of uptake for related implementation
outcomes defined in steps 2 and 3. Takeaway 1: Research teams
should consider during the planning stage what backend data
is directly accessible for tools they are studying early in the
planning process. Other pragmatic DHI trials may test
commercially available tools developed by external companies
or vendors, necessitating data-sharing agreements with vendors
or suppliers of these tools, proactive design of trial assessments
that allow participants to self-report usage at regular (eg,
weekly) intervals, or integration of other commercially available
tools to track DHI usage into study budgeting, design,
consenting, and data collection processes.

Steps of the planned implementation strategy specified for the
DC Cohort context are shown in Figure 2. “Actors” include the
PositiveLinks core team’s program managers who assist
remotely with implementation activities and troubleshooting at

partner sites. The study team includes researchers involved with
coordinating the specific intervention study being conducted to
test PositiveLinks in the DC Cohort. Study team members were
planned to have a larger role in site onboarding processes
(determine site needs and resources, conduct research assistant
and provider training) within the hybrid trial when compared
to real-world implementation. Research assistants employed at
DC Cohort Study sites are familiar with recruiting and
consenting patients, uploading relevant patient data, and
conducting assessments throughout the study period. Site
research assistants were thus selected as actors to conduct
several steps of the implementation strategy in this context,
whereas in real-world implementation, the program is
administered by individuals with a range of roles, typically
identified by leadership or self-identified as the site lead for
implementation. This was a decision made across sites given
the extensive role and protected time research assistants have
to assist with studies. Takeaway 2: Research teams designing
or planning hybrid trials must consider “actors” both in terms
of their research roles and implementation roles. If
implementation activities in a trial are primarily assigned to a
research team member, organization members already
responsible for existing usual care activities overlapping with
the intervention (eg, for PositiveLinks, retention-in-care
activities) should also be engaged as early as possible. Shifting
more implementation responsibilities to a research team member
reduces the pragmatic nature of the trial and challenges
intervention sustainability, as teams must decide who will
execute those responsibilities when the trial is over.
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Figure 2. Discrete implementation strategy steps expected for program deployment at DC Cohort sites are demonstrated in the figure and described,
specified by step, actions, and actor in the table below it. The arrows show the sequential nature of the activities, but also note the gray dotted arrows
indicate the iterative nature of using evaluation and feedback to inform various process steps as implementation proceeds. HIPAA: Health Insurance
Portability and Accountability Act; PL: PositiveLinks

Distinctions between real-world implementation processes and
those expected for the trial emerged at this planning stage. The

learning management system (LMS) is a series of interactive
online training modules developed for providers and staff, aimed
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primarily at increasing knowledge and familiarity with the use
of platform features (followed by a posttraining feedback
survey). Prior to site onboarding for the study, several cohort
site principal investigators expressed they would expect
significantly lower enrollment of providers if LMS completion
was mandatory, primarily due to significant provider clinical
burden or competing demands. As a result, participating
providers could opt out of LMS completion but were expected
to undergo group onboarding or one-on-one training with the
site research assistant prior to study participation. Takeaway 3:
Research teams should consider incorporating a process to
regularly document throughout the pre-, mid-, and
postimplementation period, how their specific instance of DHI
implementation for the trial diverges from other
implementations, adaptations, or real-world practice,
representing fidelity of implementation through every stage (not
just during the intervention implementation period).

Real-world PositiveLinks implementation offers collaboration
between sites in a “Community of Practice,” to share
implementation challenges, solutions, and unique adaptations
to improve patient experiences and engagement. In contrast, we
sought to maintain internal validity and avoid cross-site
contamination for the trial, so intervention sites were not
included in the “Community of Practice.” Additionally, steps
like administration of as-needed technical app
support/troubleshooting and promotion of the intervention are
usually more informally evaluated through site discussions and
internal meetings during real-world implementation. During

planning, we determined they would be challenging to evaluate
with structured tools and opted to evaluate them through
qualitative interviews at completion of the study. Takeaway 4:
Clinic-embedded DHIs implemented in real-world practice can
involve complex interactions between actors both across sites
and within sites, and over time. Reserving evaluation of these
processes to the late stages of implementation can result in
missed opportunities to capture important real-world factors
influencing implementation. Within the constraints of budget
and time, research teams should consider inclusion of study
methods to obtain real-time observations of these
implementation processes as they occur. These could include
direct observations (with field logs or notes) by implementers
(providers, RAs), and small “check-ins” or “debriefs” conducted
by a study team member throughout the study period.

Select Appropriate Frameworks and Map Components
to Implementation Strategy Steps
Output for steps 2 and 3 are summarized in Table 1. Specifically,
RE-AIM evaluation framework dimensions were mapped to
each prioritized step within the implementation strategy. During
this step, we identified discrete datapoints that required
collection to assess each RE-AIM dimension. Other DHI hybrid
trials with detailed reporting of framework app describe similar
approaches, aligning DHI usage and other aspects of program
uptake by patients and providers with reach and adoption
dimensions, respectively [6,32]. Several unique takeaways
emerged in our effort.
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Table . RE-AIMa framework mapped to intervention/implementation strategy, corresponding outcome measures, data collection methodsb.

Data source or data collection instrumentOutcome measuresRE-AIM dimension

DC Cohort Database, DC Cohort Study Patient
Consent Logs

Number of patients offered enrollment/number
seen at site

Reach: How do I reach the targeted population
with the intervention?

PLc Platform Paradata, DC Cohort Study Patient
Consent Logs

Number of patients completing enrollment/num-
ber offered

PL Platform ParadataNumber of patients accessing PL app/number
enrolled

DC Cohort DatabaseSociodemographics of patients enrolled (repre-
sentativeness)

DC Cohort Study Patient Consent LogsSociodemographics of patients declining enroll-
ment (representativeness)

DC Cohort DatabaseHIV viral load suppression (<200 copies/mL)Effectiveness: How do I know my intervention
is effective?

DC Cohort DatabaseVisit constancy

DC Cohort DatabaseRetention in care

DC Cohort DatabaseDemographics for patients meeting efficacy end
points versus those not meeting

PL Platform ParadataPL usage patterns for patients meeting efficacy
end points versus those not meeting

Provider Baseline Survey, DC Cohort Site As-
sessment Survey (Multimedia Appendix 1)

Number of providers who completed onboard-
ing/number employed

Adoption: How do I develop organizational
support to deliver my intervention?

PL Posttraining feedback surveyNumber of providers who completed

LMSd/number enrolled

PL Platform ParadataNumber of providers accessing PL app/number
enrolled

Provider Baseline Survey (Multimedia Appendix
2)

Demographics for providers

DC Cohort Site Assessment SurveyCohort site characteristics

Provider Follow-up Survey (Multimedia Ap-
pendix 3), Patient Interview Guides

Dose, fidelity, and adaptations: patient trainingImplementation: How do I ensure the interven-
tion is delivered properly?

PL Posttraining feedback survey, Provider Inter-
view Guides

Dose, fidelity, and adaptations: provider training

PL Platform Paradata, Provider Follow-up Sur-
vey, Provider Interview Guides

Dose, fidelity, and adaptations: provider PL us-
age

Patient Interview GuidesPatient intent/interest to continue using PL fol-
lowing trial completion

Maintenance: How do I incorporate the interven-
tion so that it is delivered over the long term?

Provider Follow-Up Survey, Provider Interview
Guides

Provider intent/interest to continue using PL
following trial completion

aRE-AIM: Reach Effectiveness Adoption Implementation Maintenance.
bData collection methods include abstraction from one or more items from existing data sources, modification or addition of items to existing data
collection instruments, or creation of new instruments. Visit constancy is the proportion of 4-month intervals a visit is completed in 12 months. Retention
in care per HRSA-1 definition: 2 appointments attended at least 90 days apart within 12 months.
cPL: PositiveLinks.
dLMS: learning management system.

As we reviewed the reach and adoption dimensions, we
conceptualized how we could measure not only absolute
numbers as measures of uptake (eg, number of patients/providers
who download and use the app), but also estimate proportions:
how many people could have taken up the DHI when it was
offered at each site? The DC Cohort Site Assessment Survey
is periodically deployed to cohort sites for updated assessment
of available service delivery. We added several items to this

Site Assessment Survey to capture the denominator of people
employed for each type of provider role (eg, attending physician,
clinic nurse, case manager, social worker, etc) as well as
site-level baseline mHealth or technology use (Multimedia
Appendix 1) to more adequately assess the adoption dimension
for PositiveLinks implementation. Takeaway 1: Research teams
should consider in advance how they will capture
‘denominators’ for both patients (reach) and providers/staff
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serving as implementers (adoption), including a need for pretrial
site-level data collection that can provide denominators, and
with what frequency they need to be deployed surrounding
implementation.

Several existing Site Assessment items were identified for
abstraction for evaluation of the adoption dimension of RE-AIM
(eg, on-site clinical services and support services, updated
staffing of clinical and nonclinical providers, specialty training).
Takeaway 2: Research teams testing DHIs across multiple care
settings must consider how they will sufficiently characterize
existing “usual care” services available, which can vary widely
across care settings and change over time. This step is
particularly important for DHIs that do not study
direct-to-consumer tools, but instead require DHIs to become
integrated into, or penetrate, an implementation climate and
existing practices. Understanding to what extent the tool is
serving as an adjunct or supplementary tool layered on top of
an already robust organizational usual practice, versus creating
a service where none existed, is crucial for interpreting and
contextualizing effectiveness findings from a hybrid trial, in
addition to other implementation outcomes.

A distinct opportunity also arose from conducting the hybrid
trial among the DC Cohort Study. DC Cohort patients who
choose not to participate in the PositiveLinks program at
intervention sites have already consented to inclusion of their
data in the cohort database, so these nonparticipants could be
examined to understand sociodemographic representativeness,
a component of patient “reach” within RE-AIM that appears
infrequently in published applications of this framework. Patient
consent logs standardized for the DC Cohort Study include
patients’ reasons for declining participation, with up to 3
approaches. These logs were modified to query a selected
number of demographics for cohort participants declining to
participate in the study (age, sex, race, ethnicity, insurance
status, last CD4 count, and last HIV viral load). Takeaway 3:
Teams designing DHI trials outside of existing cohorts with
available data should consider use of preconsent tools that
collect deidentified demographics of interest among clinic
patients who decline the intervention, in order to evaluate this
understudied component of patient reach.

Modify or Create Instruments to Support Data
Collection for Implementation Outcome Measures and
Determinants
Our process yielded several strategies to support data collection
of all identified implementation outcomes: (1) creation of new
instruments for prospective data collection specific to the
implementation evaluation, (2) modification of standardized
tools used for DC Cohort intervention studies or PositiveLinks
evaluations or (3) abstraction from existing PositiveLinks or
DC Cohort sources (eg, DC Cohort Database storing patient
encounter, laboratory, and sociodemographic data). Modification
and abstraction planned based on steps 2 and 3 from existing
data sources are described previously.

Instruments created specifically for the implementation arm of
the hybrid trial included surveys directed at providers not usually
targeted by data collection for intervention studies at cohort

sites. The provider baseline survey (Multimedia Appendix 2)
and follow-up survey (Multimedia Appendix 3), annotated with
respective framework components, were designed to capture
otherwise unincorporated data points for measurement for the
implementation dimension of RE-AIM (eg, fidelity, dose, and
any adaptations made to steps of the implementation strategy
by site providers or research assistants). Many DHIs require a
complex set of steps to ensure both patient and provider
engagement. For PositiveLinks, this included providers
themselves understanding the app features, how they work and
their impact, then remembering and being motivated to bring
up the app and promote it during a routine clinical encounter,
be able to describe its features and benefits, and refer the patient
to a staff member (eg, research assistant). The research assistant
must then effectively assist the patient to download the app,
register for the account, and train them on its usage (Figure 2).
The provider follow-up surveys were thus designed to capture
the extent to which providers performed each of these tasks
over multiple time points (Multimedia Appendix 3), in addition
to questions probing self-rated fidelity and adaptations made to
the use of the tool and its features over multiple time points.
Takeaway 1: Comprehensive evaluations of DHIs should
consider fidelity and adaptations of aspects of implementation
beyond direct end user engagement with the digital tool, and
data collection instruments may consequently need to be created
to assess implementation outcomes related to these specific
steps over multiple time points.

Salient implementation determinants adapted for inclusion from
our prior CFIR-guided rapid evaluation study of PositiveLinks
real-world implementation were: inner setting (compatibility),
outer setting (patient needs and resources, external policy, and
incentives), characteristics of individuals (knowledge and
beliefs), innovation characteristics (adaptability and complexity),
and implementation process (planning and engagement of key
stakeholders). Postimplementation patient focus group and
provider in-depth interview guides were also adapted from prior
PositiveLinks implementations using salient CFIR 1.0 domains
or constructs. Takeaway 2: Surveys designed using CFIR or
other determinant frameworks offer an opportunity to more
rapidly probe a wide array of domains and constructs among a
larger sample, but should be planned in conjunction with richer
data collection methods (qualitative). The surveys we designed
were limited to previously identified salient constructs during
our rapid evaluation study in other contexts (cite), and if used
alone would miss important contextual factors for this trial.

Develop a Compatible Data Collection and
Management Plan for Implementation Evaluation
Finally, we developed a plan to specify timing and frequency
of data abstraction (eg, from the DC Cohort Database) and
collection in relation to planned activities for the effectiveness
arm of the trial (eg, patient consent or enrollment, administration
of baseline, 6 mo, and 12 mo assessments). For patient data,
plans were designed to minimize separate approaches as well
as ‘data pulls’ from existing sources anticipated to support
evaluation of clinical effectiveness outcomes. Further,
monitoring of feature usage from platform paradata for patients
and providers is a routine part of real-world PositiveLinks
implementation, to guide efforts to engage and re-engage staff
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and enrolled patients, troubleshoot concerns in real-time, and
ensure sustainability. Frequency of paradata abstraction for
monitoring was thus predetermined for specific features at
timepoints throughout implementation. Takeaway 1: Research
teams should consider data monitoring both as a study activity
and as a part of the implementation strategy. If regular data
monitoring is expected to increase engagement or generate
actionable data for implementers, this activity itself becomes a
component of the implementation strategy and should both be
integrated into program planning and measured for fidelity to
plans along with other strategy components. Takeaway 2:
Similarly, trial retention protocols whereby participants showing
low engagement are contacted by study team members through
a series of time and resource-intensive activities ultimately
impact intervention uptake (reach and adoption). The design of
these protocols should be considered in the interpretation of
generalizability/sustainability of observed implementation
outcomes.

We required informed consent for all provider activities in the
evaluation, including collection of provider survey responses
and participation in postimplementation in-depth interviews.
Selection of the timing and frequency of provider survey
administration required consideration of provider turnover,
particularly in participating intervention sites with higher
expected turnover (eg, trainees like infectious disease fellows
rotating within academic centers). Takeaway 3: Implementation
evaluations engage providers as participants, which is distinct
from most intervention efficacy trials, and onboarding processes

should consider integrating consent procedures and baseline
survey administration to reduce the burden and frequency of
study procedures on participating providers.

Baseline mHealth/technology Use and PositiveLinks
Implementation Readiness
A total of 17 providers and RAs have completed provider
baseline surveys to date. Self-reported mHealth/technology use
for various aspects of patient care at baseline is summarized in
Table 2. Among the 17 respondents, 9 reported access to a
patient messaging feature via their electronic medical record
system (EMR). Usage of additional non-EMR messaging tools
was reported by 6 providers. Overall satisfaction with non-EMR
methods of messaging was high for those reporting usage (n=6),
and reported frequency of use was higher for non-EMR tools
compared to EMR-based messaging. Fewer respondents
completed optional survey items related to non-EMR tools for
sharing lab results or exchanging documents with patients, with
variable frequency and satisfaction with described tools.

We incorporated the ORIC tool into the provider baseline survey
to assess collective baseline readiness at each site [31]. The
median total ORIC score for all providers was 48 (IQR 45‐54,
possible score range 12‐60), with RAs scoring slightly higher
than physicians (52.5 (44-55) vs 48.0 (46-49)). Median total
scores for change commitment and change efficacy were 20
(IQR: 19‐22, possible score range 5‐25) and 28 (27‐30,
possible score range 7‐35). Total change efficacy scores were
slightly higher for RAs compared to providers (30.5 vs 28.0).

J Med Internet Res 2026 | vol. 28 | e76327 | p.1611https://www.jmir.org/2026/1/e76327
(page number not for citation purposes)

Hodges et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Provider and research assistant baseline usage of mobile health (mHealth) tools by functionality.

Response rate,

n (%)

Baseline survey questions

Messaging

    Does your EMRa system have a patient portal that allows you to directly message with your patients? (n=17)

9 (53)        Yes

6 (35)        No

2 (12)        Not sure

    If yes, how frequently do you use it to message with your patients? (n=9)

2 (22)        Never

2 (22)        Rarely

3 (33)        Occasionally

2 (22)        Frequently

0 (0)        Very frequently

    Please specify name of apps or tools or websites used to message patients (n=6)

2 (33)        Ring central

1 (17)        Halo

1(17)        EMR mobile or web-based platform

2 (33)        Text messaging

    In the past 3 months, how many times have you used this app/tool/site to message patients? (n=6)

0 (0)        Never

0 (0)        Rarely

1 (17)        Occasionally

4 (67)        Frequently

1 (17)        Very frequently

    To what extent are you satisfied with these telemedicine services used for messaging? (n=6)

0 (0)        Very unsatisfied

0 (0)        Unsatisfied

0 (0)        Neutral

4 (67)        Satisfied

2 (33)        Very satisfied

Laboratory results

    Please specify name(s) of app/tool/website(s) to share lab results. (n=3)

1 (33)        EMR autosend letter

1 (33)        EMR mobile or web-based platform

1 (33)        Clinic phone

    In the past 3 months, how many times have you used this app/tool/site to share laboratory results? (n=3)

0 (0)        Never

0 (0)        Rarely

1 (33)        Occasionally

1 (33)        Frequently

1 (33)        Very frequently

    To what extent are you satisfied with this app or tool or website for sharing laboratory results? (n=3)

0 (0)        Very unsatisfied
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Response rate,

n (%)

Baseline survey questions

0 (0)        Unsatisfied

0 (0)        Neutral

2 (67)        Satisfied

1 (33)        Very satisfied

Documents

    Please specify the name of app or tool or website to share or receive documents (n=2)

1 (50)        Encrypted email

1 (50)        EMR mobile/web-based platform

    In the past 3 months, how many times have you used this app/tool/site to share or receive documents? (n=2)

0 (0)        Never

0 (0)        Rarely

1 (50)        Occasionally

1 (50)        Frequently

0 (0)        Very frequently

    To what extent are you satisfied with this app or tool or website for sharing or receiving documents? (n=2)

0 (0)        Very unsatisfied

1 (50)        Unsatisfied

0 (0)        Neutral

1 (50)        Satisfied

0 (0)        Very satisfied

aEMR: electronic medical record.

Individual items corresponding to change efficacy (CE1-CE7)
were scored on average between 4 and 4.2, with median scores
of 4 (IQR 3-4) for all items (“Somewhat agree”), and no items
scoring lower than 3 (“Neither agree nor disagree”; Figure 3).
All change efficacy scores ranged from 3 to 5 except for CE7
(‘People who work here feel confident that they can manage
the politics of implementing this change’), which along with
CE3 (”People who work here feel confident that the organization
can support people as they adjust to this change”) had a
distribution with greater spread due to relatively higher
frequency of neutral or “3” scores.

ORIC items corresponding to change commitment (CC1-CC5)
similarly scored with a median of 4 (IQR 3-5) for all items

(Figure 4), means ranging from 3.88 to 4.2, and scores also
ranged from 3 to 5 for all items. Change commitment score
distributions were slightly more negatively skewed for items
CC2 (“People who work here will do whatever it takes to
implement this change”) and CC4 (“People who work here are
determined to implement this change”). When analyzed by
provider type, mean scores were higher across all individual
ORIC items for RAs compared to physicians. Median scores
within subgroups were 4 (with IQR values ranging from 3.5 to
5, Figure 4) for a majority of items except for two change
commitment items with higher median scores for RAs: CC3
(“People who work here want to implement this change”) and
CC5 (“People who work here are motivated to implement this
change”).
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Figure 3. Baseline ORIC scores summarized for all respondents (n=17) at 6 sites randomized to implement the intervention (A) as well as by respondent
type such as research assistants and attending physicians (B). One social worker completed the survey but ultimately withdrew from the program. ORIC:
Organizational Readiness to Implement Change.

Discussion

Principal Results
We describe a study team’s experience planning and proactively
integrating implementation science methodology into a hybrid
DHI study conducted within an existing cohort study. This
experience included a process to proactively define, prioritize,
and operationalize measurement of implementation outcomes
salient to a prospective DHI hybrid trial, as well as development
of data collection instruments compatible with rapid assessment
of implementation determinants and outcomes at scale for a
large cohort and over multiple time points throughout the trial.
Our experience highlights the limitations of prospective
“pragmatic” trial designs to reflect real-world DHI
implementation, and the unique opportunities and challenges
of DHI trial planning within a large-scale cohort study
population. We assessed baseline provider mHealth or
technology usage and organizational readiness at baseline, which
will be applied as a site-level characteristic or covariate during

exploratory analysis of differential site and provider-level
adoption of the intervention, including specific features,
throughout the implementation period. We predict findings may
align with site-specific implementation determinants revealed
by CFIR application (eg, innovation relative advantage) during
qualitative analysis, as well as account for variation in
implementation outcome measures (eg, adoption by platform
feature) across sites where providers and research assistants,
for example, were already frequently using existing digital tools
overlapping with PositiveLinks functionality that were fully
integrated into their clinic’s EMR with a high degree of
satisfaction and had high ORIC scores. Readiness assessment
results varied across sites but were not sufficiently different to
prompt differential approaches to implementation support across
sites. Results suggest that among the providers and RAs queried
at the 6 intervention sites preimplementation, belief in their
sites’ collective capability to implement the program was high
overall, particularly in relation to internal abilities to coordinate
tasks and handle challenges arising within the sites. However,
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respondents’confidence was lower in external actors’ influence
on implementation, or the organizational politics and support
necessary to execute program components. To increase
collective change efficacy of providers and research assistants,
concerted preimplementation evaluation efforts may be needed
in future PositiveLinks implementations to build site members’
confidence that higher organizational levels of support for the
program are present.

Comparison With Prior Work
To apply relevant implementation science frameworks to DHI
implementation evaluation, we reviewed how investigators
compared Proctor’s Outcomes for Implementation Research
recategorized for DHIs against RE-AIM [2,6]. These and other
original research studies had limitations including a lack of
measurable eligible “denominators” available for certain
outcomes (eg, provider adoption dimension of RE-AIM). Prior
studies also focused on conceptualizing outcomes for a primarily
patient-facing intervention itself (eg, different ways of
leveraging back-end usage capture data and tracking referrals
of patients by clinic to the study), rather than including
additional strategy steps to implement a dual-facing (patient
and provider) intervention (mapped in Figure 2), which require
dedicated measurement of both patient and provider inputs.

While RE-AIM offered adequate operational guidance to
evaluate this DHI and implementation strategy as with some
prior studies [2,6], several takeaways, opportunities, and
challenges arose throughout our planning process as detailed
throughout this article and summarized in Figure 1. Since the
completion of our planning process and preparation of this
manuscript, a framework for designing DHI hybrid trials has
been published [32], which shares similarities with our identified
planning process steps (specify components of the digital
intervention as well as support services and implementation
strategy, delineate domains being studied, ie, actors and action
targets). Our takeaways delve deeper into considerations
researchers should make based on specific experience with: (1)
designing a randomized trial where the digital intervention is
tested against a usual care condition, contains multiple features
and engages both patients and providers or organization
members; (2) integrating understudied components of RE-AIM
and related evaluation frameworks into DHI trial design (eg,
representativeness, fidelity, dose, and adaptation); and (3)
conducting a trial among an epidemiologic cohort.

There is a well-recognized tension between maintaining the
rigor and validity of randomized trial designs and establishing
pragmatic conditions more relevant to real-world
implementation [40]. By performing a preimplementation
planning phase for a prospective DHI trial that incorporated
frameworks proactively, we ensured collection of a robust set
of quantitative and qualitative data. In contrast, post hoc
evaluations conducted in other studies available in the literature
are frequently reported among “real world” conditions or ‘usual
care’ expected of implementation research as most strictly
defined. When not planned in advance for inclusion, there are
significant limits on the extent to which additional
implementation outcomes like fidelity, dose, program
adaptations, and uptake of specific components or steps of

implementation have been evaluated with sufficient granularity
and coverage of participants over the course of implementation
[41,42] in these studies. Simultaneously, however, tighter control
of prospective hybrid trial conditions and administration of the
program through protocolized research activities inherently
limits how well ‘real-world’ or pragmatic conditions are
reflected within a hybrid trial.

Limitations
Several limitations emerged within our process. This more
comprehensive planning process for the implementation
evaluation was undertaken following receipt of funding for the
award, which is common for hybrid trials. We found that ideally,
this process should be undertaken as early as possible. Several
takeaways from our planning process require attention this early,
impacting study design and planned procedures, and
consequently even impacting study budgeting and scope of
work for research staff.

We noted several key limitations regarding the intended
pragmatic nature of our prospective hybrid DHI trial. Real-world
PositiveLinks implementation often relies on outreach by partner
sites, by individuals who serve as champions of the intervention
with an active role in obtaining site approvals (related to data
security and patient privacy), and who continue to promote the
intervention. Research assistants were assigned as de facto
program managers at sites participating in the hybrid trial;
however, this is a major distinction from real-world
implementation. This decision, while needed to rapidly plan
and conduct a multisite trial within budgetary and time-related
constraints, represents a tradeoff in terms of generalizability of
this planned prospective PositiveLinks implementation research
when the intervention requires a distinct, multilayered
‘implementation climate’ and ‘champions’ within that climate.
These ‘climates’ typically require gradual building of multiple,
interacting implementers’ self-efficacy, motivation, and
longitudinal intervention promotion efforts to ensure site
readiness and penetration.

Additional considerations for hybrid trials implementing DHIs
may represent challenges to generalizability in terms of
real-world maintenance and sustainability, including providing
technology to patients (eg, smartphones, data plans), incentives
for usage of the intervention or specific features, and participant
retention protocols common for clinical efficacy trials.
Real-world PositiveLinks implementation variably includes
provision of phones and data plans, depending on specific
partner site funding availability and patient need, and
re-engagement protocols are also a routine part of
implementation at several sites. For this trial, we planned to
rely on existing site-specific or federal subsidy programs
available to participants in the context (eg, Federal
Communications Commission Lifeline program) before
providing smartphones and data plans, and a retention protocol
was used by site RAs to periodically re-engage patients. No
additional incentives were planned for higher levels of app
usage, however, and patients who do receive smartphones can
keep them for the duration of the study regardless of app usage.

Examining implementation in parallel with a cluster randomized
effectiveness trial among an epidemiological cohort presented
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another set of unique challenges and opportunities. This hybrid
approach allows for a scaled implementation evaluation to occur
across multiple sites simultaneously, leveraging existing research
infrastructure, including site staffing with research assistants
and existing data collection instruments. The scaled,
simultaneous multisite approach, however, engages a larger
number of patients and providers within time and funding
constraints of a single hybrid trial and necessitates consideration
of more rapid, cost-effective approaches to implementation
evaluation (acknowledged by de la Vega et al [6]). Provider
surveys, for example, were designed to capture implementation
outcome measures and determinants for the larger expected
sample of respondents at 6 intervention sites than are typically
engaged with more in-depth qualitative processes applying these
frameworks, in particular CFIR. There is no consensus in the
implementation science field about how these frameworks
reflecting complex psychosocial/behavioral constructs should
be applied, including whether to attempt to dichotomize or
categorize items for broader, rapid distribution. Surveys could,
for example, introduce study team bias during creation and
selection of specific items to probe and limit more systematic
application of the framework [37]. Combining surveys and
qualitative approaches can offer opportunities to validate the
latter methods, but more extensive psychometric validation of
survey tools is needed to ensure generalizability and validity.
Finally, readiness assessment findings are based on self-reported
survey items, subject to scoring biased by the individuals’ level
of involvement with pretrial planning and other procedures (eg,
research assistants vs physicians).

Conclusions
Implementation research for complex DHIs can expand
understanding of how these interventions will behave in “real
world” condit ions.  Prospect ive hybrid
effectiveness-implementation trials can facilitate more in-depth
implementation evaluations at scale if appropriately planned.

Our experience highlights the ways in which evaluations must
attempt to balance rigor, proximity to “real world”
implementation climates, and incorporate multiple key
implementation outcomes and determinants within the time and
resource constraints of a prospective DHI hybrid trial. Based
on our experience, planning processes for hybrid DHI trials
should include:

• Specification of discrete DHI and associated implementation
strategy components, considering how end users will engage
with each, and what study procedures should be planned
and budgeted to adequately measure that engagement (eg,
backend paradata).

• Strategies to observe and document adaptations and
real-time implementation processes throughout the planning,
pre-, mid-, and postimplementation periods.

• Plans ahead of time to capture denominators of uptake
outcomes (reach for patients and adoption for providers),
demographic representativeness within those reached by
the DHI versus not, and a method to capture usual care
services that overlap with DHI functionalities across trial
sites.

• Plans to evaluate fidelity and adaptations to the DHI and
implementation strategy steps carried out among the
implementing organization site that go beyond the use of
the tool itself.

• Considerations for how to obtain detailed descriptive data
related to implementation determinants in a larger sample
size of participants (eg, design survey tools, interviews, or
both using determinant frameworks).

• Plans for study procedures that minimize provider or
implementer burden but enable consenting, data monitoring,
and surveying of those providers, and consider in protocol
design how retention protocols and use of research staff
over “usual care” staff challenges generalizability or
sustainability.
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Abstract

Background: Meditation apps are increasingly popular, yet there is limited understanding of how much users actually engage
with them. While meditation apps show promise for supporting mental health, engagement in real-world settings appears to be
notably low. The patterns of app use and the factors that influence usage remain relatively unclear.

Objective: This study aims to examine the extent of meditation app use and the factors associated with user engagement.

Methods: We conducted a cross-sectional survey of 536 recent meditation app users across 5 English-speaking countries.
Engagement data were collected via self-report and app-verified screenshots. Assessed factors included user characteristics (age,
education, income, sex, country, personality, self-efficacy, readiness and expectations for change, self-compassion, and quality
of life), mental health (distress, well-being, life satisfaction, anxiety, depression, support, and stress), and app-related elements
(therapeutic alliance, appeal, functionality, aesthetics, information, quality, and perceived impact). The 4 outcome variables
representing engagement were app-verified minutes, self-reported minutes, app-verified minutes per year (adjusted for app
download date), and self-reported minutes per year (adjusted for app download date). Associations between app use and variables
of interest were examined using correlations. Factors with significant associations were then included in multivariable regression
models to identify those most strongly associated with engagement.

Results: Age (ρ=0.13-0.15, PPFDR, where FDR is false discovery rate), expectations for sleep (ρ=0.12-0.33, PFDR<.05), and

expectations for thriving (ρ=0.12-0.18, PFDR<.05) were associated with all outcome measures except adjusted objective minutes.

Readiness to change was associated with all outcome measures (ρ=0.24-0.33, PFDR<.05). Among app factors, appeal (ρ=0.18-0.23,

PFDR<.05) and perceived impact (ρ=0.23-0.32, PFDR<.05) were associated with all outcome measures except adjusted self-report

minutes, while perceived quality (r=0.28-0.51, PFDR<.05) was associated with all outcome measures. Robust linear regressions
showed that greater readiness to change (β=0.005-0.026, P=.006-.02), higher education level (β=0.029-0.540, P<.001), and higher
openness (β=0.004-0.010, P=.008-.03) were associated with increased engagement. Additionally, greater expectations for sleep
(β=0.004-0.009, P=.02-.04), greater expectation match (β=0.023, P=.03), and higher perceived app quality (β=0.008-0.042,
P=.001-.01) were uniquely associated with increased engagement.

Conclusions: Most individuals who download meditation apps engage minimally. Our findings suggest that users who are more
educated, open to new experiences, and hold strong beliefs in the effectiveness of meditation apps are more likely to use them
regularly. Longitudinal studies are needed to examine patterns of use and strengthen causal inferences.

(J Med Internet Res 2026;28:e71960)   doi:10.2196/71960
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Introduction

Background
Around 1 billion people globally live with a mental health
disorder [1], creating a demand that exceeds available resources.
As the rise of technology has coincided with increasing strain
on mental health systems, digital mental health interventions
have gained popularity due to their accessibility [2,3]. Fully
automated versions of these interventions may reduce reliance
on limited human resources. However, engagement remains a
challenge, with fewer than 20% of users continuing beyond 7
days [4].

Meditation apps are among the most common digital mental
health tools [4,5]. Meditation encompasses a wide range of
techniques across different traditions and religions and typically
involves emotional and attentional regulation [6]. Mindfulness
meditation, for example, emphasizes nonjudgmental awareness
of the present moment [7]. Among regular meditators, most
have used a meditation app [8]. While global rates of meditation
remain unknown, 70 million people had downloaded Headspace
by 2022 [9]. Thus, it is likely that a very large proportion of the
population has tried meditation through an app. Given the high
accessibility of meditation apps among those facing barriers to
mental and physical health care, it is important to examine the
practical limitations of such programs, with engagement being
a key shortfall in app-based behavior change [10,11].

Most current information on meditation app use comes from
clinical trials, which are not representative of real-world use.
While randomized controlled trials of meditation apps show
small- to medium-sized effects [12], real-world estimates
suggest exceedingly high discontinuation rates [4]. As
behavioral interventions are only effective if used, this presents
a major challenge for apps [4]. For digital offerings to be truly
useful, a better understanding of the factors associated with
sustained use is essential. This study examines engagement
rates and identifies who is most likely to engage with meditation
apps.

Mindfulness-Based Programs and Meditation Apps
While a limited number of meditation apps have shown some
efficacy for mental health outcomes [12], they should be
considered separately from the established evidence base for
mindfulness-based programs (MBPs) [13]. MBPs are arguably
the most popular form of meditation training in clinical and
academic settings, likely due to their strong evidence base
[14,15]. By contrast, most popular meditation apps depart from
the guided, intensive structure of MBPs [16]. Only 4% of
popular apps provide evidence of their benefits [17]. Even where
apps show potential efficacy, recent reviews highlight
engagement as a major limitation to intervention effectiveness
[12,18-20].

The Digital Transition
Digital health interventions generally face engagement issues,
which likely reduce their benefits [4]. In nonpharmacological

interventions, adherence is linked to outcomes [21], yet it tends
to be worse in digital formats than in face-to-face interventions
[22]. For behavior change apps (and apps more broadly),
discontinuation occurs in 40%-60% of users [11]. In naturalistic
settings, 21%-88% of users engage with an app at least once,
but only 0.5%-28% sustain engagement (eg, completing all
assigned modules or continuing use beyond 6 weeks [23]).
Engagement decreases when digital interventions lack
interactive human or human-like support [24], posing challenges
for fully automated meditation apps. Clarifying who engages
meaningfully with meditation apps is therefore important, given
the link between adherence and outcomes.

Attrition, Adherence, and Engagement
Engagement refers to the extent of intervention use, including
the amount, frequency, duration, and depth of use [25]. Attrition
and adherence are related terms that describe levels of
(dis)engagement in research studies. Attrition refers to
discontinuation or dropout from the intervention program or
from research data provision during a study [11]. For MBPs,
attrition is around 19% [26], whereas app-based interventions
show an average attrition of 42% in studies lasting 10 days to
12 weeks [12]. Real-world estimates for meditation apps indicate
disengagement rates as high as 94% within the first 2 weeks
[4].

Adherence refers to the extent to which an individual follows
a prescribed treatment or intervention [21]. As no clear guideline
exists for the amount of practice required to achieve an effect
in mindfulness or meditation [16,27], adherence can only be
considered in relation to recommended practice amounts (see
example in [28]). In meditation training, prescribed engagement
time ranges from as little as 35 minutes [28] to 3 hours per week
in the widely used Mindfulness-Based Stress Reduction program
[7]. By contrast, many apps recommend as little as 5 minutes
per day or provide no clear guidance regarding minimum
practice length, session duration, or overall time commitment
needed to establish a practice [29]. Given the limited knowledge
about dose-response relationships in meditation [16,29] and the
tendency for most people to discontinue practice relatively early
[4], engagement serves as a useful proxy for understanding who
practices, what type of practice they follow, and why.

Why Do People (Dis)Engage With Meditation and
Apps?

Overview
Understanding engagement in meditation apps requires
consideration of various behavior change and persuasive systems
design frameworks. Behavior change frameworks—including
habit formation theory, social cognitive theory, the theory of
planned behavior, and the transtheoretical model of
change—suggest that user characteristics such as expectations,
motivation, readiness to change, consistency of use, and
self-efficacy influence engagement with behavioral interventions
[30-33]. The persuasive systems design framework highlights
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app design features that shape engagement and therapeutic
alliance [34].

Habit formation theory emphasizes reward and associative cues
as central to establishing habits, with positive outcomes
reinforcing continued engagement [33]. Context can shape how
rewards are perceived, influencing whether a habit is formed
[35]. The theory of planned behavior further posits that
perspective and context guide behavior [30,36]. Broad factors
such as sociodemographics, mental health, and personality also
influence engagement [30]. Expectations are shaped by attitudes
and norms, with positive expectations and attitudes predicting
greater meditation app engagement [36]. The transtheoretical
model outlines stages of change, with later stages—more closely
aligned with commitment to action—linked to more sustained
behavior change [32]. Readiness to change reflects an
individual’s stage of change and is associated with successful
maintenance of behavior change [37]. The Sussex Meditation
Model identifies preintention, preparation, action, and
maintenance stages as relevant to establishing a meditation
practice [38,39]. Persuasive systems design, which examines
how digital interventions can be structured to influence user
behavior, highlights app features that enhance engagement, such
as reminders and personalization [34]. Drawing on these
frameworks, factors relevant to engagement in behavior change,
meditation, or app use were categorized into user-related factors
(sociodemographics, personal/user characteristics, and mental
health factors) and app-related factors.

Sociodemographic Factors
Sociodemographic factors associated with disengagement from
meditation include lower levels of education [40]; however,
men, people with less education, and those with poorer health
are less likely to begin meditating [41]. Meditators are also more
likely to be wealthier than nonmeditators [41]. In online and
app-based meditation, older age, positive expectations, and
intrinsic motivation are associated with greater engagement
[42,43].

Personal/User Factors
Personality factors have also been shown to influence
engagement with meditation apps. Conscientiousness has been
associated with meditation in general [44]. Openness predicts
meditation practice outside formal program training, reflecting
the “in-the-wild” context of app use [45].

Behavior change factors may also influence engagement with
meditation apps. Self-efficacy and readiness to change have
been linked to successful habit formation [46]. A higher
intention to practice is associated with greater engagement [46].
Intrinsic motivation moderates behavior change success across
demographic groups [47] and is crucial for making initial
behavior change choices. Self-compassion and self-efficacy
have also been found to be positively associated with
engagement in behavior change [47,48].

Expectations for program efficacy can also influence behavior
change. Positive experiences that meet expectations can facilitate
ongoing engagement. Conversely, engagement may decline
when a program or behavior does not deliver the anticipated
positive outcomes [49]. Experiences of progress enhance

engagement in both behavior change apps and meditation apps
[50,51]. Positive expectations also predict higher engagement
with digital meditation resources [42].

Mental Health Factors
Health characteristics are also important for engagement. People
may be motivated by physical or mental health issues, but these
same issues can also act as barriers [43]. This paradox can be
explained by the desire to address a problem that simultaneously
hinders the ability to engage in practice. Additionally, limited
perceived gains may lead to early discontinuation. Barriers to
mental or physical health care, which can impact quality of life,
may further motivate meditation app use to address unmet health
needs [11,41]. Although meditation use among individuals with
mental health problems is common, depression is associated
with low adherence to behavior modification recommendations
in clinical populations [52,53]. The very symptoms people seek
to address—such as amotivation, distressing thoughts, and
irritability—can also complicate their efforts. Meditation apps
may be moderately effective for depression, anxiety, and stress
[12,19,50], potentially fostering an experience of progress.
However, a minimal level of engagement is necessary to achieve
efficacy [4,27]. Consequently, failure to achieve expected
outcomes may lead to decreased engagement.

App Factors
The user’s relationship with the app is also relevant. Therapeutic
alliance—the collaborative relationship between the user and
the app—predicts engagement with mental health apps [53].
Ease of use, the ability to personalize settings, reminders,
progress tracking, and positive perceptions of the app also
predict higher engagement with mental health apps, though
these factors have not been extensively examined in meditation
apps [42,53,54]. Usability (ie, the app’s functionality) was
identified as a key factor related to engagement in a systematic
review of mental health apps [55].

This Study
Previous literature highlights factors that may be associated
with meditation app use. In a cross-sectional survey capturing
demographics, retrospective reports of app use, mental health
factors, and perspectives on apps, we aimed to examine
engagement rates and identify factors significantly associated
with engagement.

This study focused on several preregistered questions:

1. To what extent are user-related factors—including
sociodemographic characteristics, spirituality, personality,
self-efficacy, self-regulation, motivation, expectations,
self-compassion, mental health care status, and
psychological distress—associated with mindfulness app
engagement?

2. To what extent are user-app relationship factors—including
therapeutic alliance, agreement on tasks and goals, and
perceived app empathy and expertise—associated with
mindfulness app engagement?

3. To what extent are app-related factors—including appeal,
functionality, aesthetics, information quality, quantity, and
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credibility, customization, accessibility, and
usability—associated with mindfulness app engagement?

Additional questions included in the preregistration are not
addressed in this paper.

Methods

Deviations From Preregistration
For clarification, we have changed the term “mindfulness apps”
to “meditation apps” to capture a broader range of relevant
practices. Mindfulness can, but does not necessarily, entail
meditation and is variably represented as a capacity, skill, or
technique. Meditation, by contrast, encompasses a broad array
of spiritual and secular practices that use techniques such as
focusing on an object, experience, image, or idea [56].

Deviations from the preregistration included the following: (1)
focusing on 4 definitions of minutes as the primary outcome
and omitting the second preregistered outcome variable—regular
practice hours—for simplicity. Regular practice hours were not
included because their calculation combined multiple variables
and, therefore, could be subject to estimation error. The 4
variations of the outcome variable were included to capture the
complexity of user behavior. (2) We did not report 95% odds
ratios, as continuous outcomes were used. (3) The final sample
size was substantially reduced to 536 from the target of 1000
due to a smaller-than-anticipated eligible pool. This reduction
decreased statistical power, although it still allowed adequate
power to detect small effects. The reduced pool also led to a
fourth deviation. (4) Recruitment was extended to Australia,
Canada, the United Kingdom, and New Zealand. An additional
deviation involved (5) not analyzing motivation for use, as this
information was captured in open-text responses and could not
be used in this quantitative analysis.

Ethical Considerations
This study was conducted in accordance with ethical guidelines
and was approved by the Office of Research Ethics and Integrity
at the University of Melbourne (approval number
2025-23969-62994-8).

Participants provided informed consent to participate in the
study via the Qualtrics survey (Qualtrics International Inc).
Consent was obtained within the survey, which also included
a downloadable copy of the plain language statement. The plain
language statement is available in Section S1 in Multimedia
Appendix 1. Provision of informed consent included
acknowledgment of the right to withdraw at any time without
providing an explanation. Participants also consented to
secondary analyses. Survey questions were coded so that
participants could not proceed without providing consent. All
included responses were double-checked to ensure consent had
been given.

Participants were compensated Aus $0.30-0.50 (US $0.20-0.33)
for completing the screening survey (mean duration 1 minute
49 seconds) and Aus $6-8 (US $3.96-5.29) for completing the
follow-up survey (mean duration 22 minutes 57 seconds),
averaging Aus $20.59 (US $13.60) per hour. Survey
compensation varied slightly based on median completion time;

compensation was occasionally increased to better approximate
the proposed hourly rate if the median completion time indicated
the study took longer than expected.

Privacy and Confidentiality
Where possible, identifying information was removed from the
dataset. Any copies of datasets containing identifying
information were stored securely in accordance with relevant
privacy guidelines and encrypted using Transport Layer Security
(also known as HTTPS).

Study Design

Overview
This was a cross-sectional analysis of data collected from
participants.

Procedure
Participants were recruited via Prolific (Prolific Academic Ltd)
to complete a survey hosted on Qualtrics. The survey was
accessible to potential participants in the United States, the
United Kingdom, Canada, Australia, and New Zealand between
August 1 and October 6, 2023. Participants were invited to
complete a prescreening survey, and eligible individuals were
sent the full survey within 1-2 days. Surveys were completed
online using a laptop or mobile device. Participants were asked
to upload a screenshot of their app use statistics, which provided
information such as minutes, days, sessions, streaks, and the
original date of download, depending on the app.

App Selection
We collected engagement information for popular meditation
apps listed on the iOS (Apple Inc) and Android (Google
LLC/Alphabet Inc) app stores (see Section S2 in Multimedia
Appendix 1). Participants using apps in which
meditation—including mindfulness meditation—was the
primary intended function were included, based on app
descriptions, marketing, and in-app features.

Participants using any app could complete the prescreening
survey. Two (JA and JD) researchers assessed whether the app
(1) prominently promoted itself as a mindfulness meditation
tool and (2) provided techniques to practice mindfulness or
another form of meditation. Meditation or mindfulness could
not be a secondary component. We did not evaluate app content
in relation to any specific definition. We adopted this approach
because meditation apps do not offer a single type of meditation,
nor do mindfulness apps (eg, Headspace) necessarily adhere to
the MBP definition of meditation. Apps were excluded if they
focused exclusively on fitness/exercise, employee well-being,
cognitive behavioral therapy, or other mental health
interventions. All included apps were fully automated (ie,
without human support).

Participants
Inclusion criteria required participants to have used an eligible
meditation app within the past 180 days; be fluent in English;
and reside in Australia, Canada, New Zealand, the United
Kingdom, or the United States. Exclusion criteria included
failure to provide evidence of app use or use of an app in which
meditation was not the primary focus.
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A total of 6137 prescreening surveys were completed. We
excluded 5307 responses: 4343 (70.77%) were unable to
demonstrate access to an app, 316 (5.15%) had not used the app
in the past 180 days, 319 (5.20%) had downloaded an ineligible
app, and 329 (5.36%) self-reported zero use. Of the remaining
surveys, 800 (13.04%) met the inclusion criteria.

Of the 800 participants invited to the survey, 677 (84.6%)
completed it. Among the 675 survey responses received, 18
(2.3%) were identified as likely bots or fraudulent responses
based on fraudulent screenshots or failed reCAPTCHA (reverse
Completely Automated Public Turing Test to Tell Computers
and Humans Apart), and 13 (1.6%) exhibited suspiciously high
average session lengths (>3× the IQR, 70.35 minutes). An
additional 22 participants (2.8%) timed out before completing
the survey, 25 (3.1%) failed attention checks, 59 (7.4%) failed
screenshot checks, 86 (10.75%) responded twice, and 21 (2.6%)
declined to complete the survey. These categories were not
mutually exclusive. The resulting sample consisted of 563
(70.4%) participants who consented and completed the full
survey. Finally, 27 (4.8%) multivariate outliers were excluded
according to the preregistration, yielding a final sample of 536
participants.

Measures

Engagement
To verify the reliability of self-reported information, we
collected both subjective self-reports and objective, app-verified
data (screenshots provided by participants), which included
minutes, days, streaks (consecutive days of use), number of
sessions, average session length, and duration of app ownership
(Table 1). These metrics were collected using recent app
duration, defined as the number of days between first and last
app use. App-verified duration was recorded if a participant
validated the download period via screenshot.

The primary engagement variable was minutes of app use. Four
variations were analyzed: (1) objective unadjusted minutes,
representing total app-verified minutes; (2) self-reported or
“subjective” unadjusted minutes, representing total unverified
self-reported minutes; (3) objective adjusted minutes, calculated
as app-verified minutes adjusted for app-verified duration of
use, expressed as minutes per year; and (4) self-reported or
“subjective” adjusted minutes, calculated as self-reported
minutes adjusted for self-reported duration of use, expressed as
minutes per year. Adjusted variables accounted for the duration
of access to the app (from the download date to the last use).
As only a limited number of apps reported objective start dates,
and app-verified duration correlated highly with self-reported
duration, the adjusted variables were calculated using the time
between the first and last reported use.

Table 1. Descriptive statistics for engagement outcomes among meditation app users.

95th per-
centile

75th per-
centile

50th per-
centile
(median)

25th per-
centile

5th per-
centile

Mean (SD)nStatistics

Subjective

21735.102474.00420.0076.004.103562.78 (8616.39)483Total minutes

407.25130.3037.339.400.58108.43 (197.00)452Total sessions

2689.801342.00621.00158.0016.80894.16 (854.20)477Duration (days)

35.4118.0910.515.813.0016.60 (29.74)454Minutes per session

789.44137.2040.258.410.48148.77 (304.56)477Estimated minutes per montha

34.7911.053.290.930.139.35 (16.61)437Estimated sessions per montha

Objective

21735.102410.00465.0096.5012.003358.69 (8607.36)483Total minutes

167.2339.9512.223.360.6161.89 (194.90)151Total sessions

154.0855.9025.927.261.9849.21 (89.20)151Minutes per session

313.3135.0910.612.390.6173.58 (223.73)151Estimated minutes per montha

17.292.320.660.100.029.44 (47.63)148Estimated sessions per montha

aEstimated minutes per month and sessions per month were calculated by total engagement in minutes divided by duration of app use in years divided
by 12.

Self-Reported Measures

Sociodemographic Information and Meditation History

Sociodemographic information included household income,
education level, religion, app name, and approximate start and

stop dates of use. Most data were self-reported via the survey.
Prolific provided additional information, including age, sex,
language, student and employment status, country of birth, and
current residence. Regular practice information included minutes
per session, sessions per day, and days per week. Meditation
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history was assessed by asking participants to report their
previous meditation experience in hours, ranging from 0-100
hours to 1000+ hours. See Table 1 for regular practice
information, and Sections S3-S5 in Multimedia Appendix 1 for
sociodemographic statistics, meditation app frequencies, and a
detailed survey flow.

Attention Checks

Three attention checks were included in the survey to assess
participant engagement. Participants failing 2 or more attention
checks were excluded. The attention checks were designed to
mimic the scale items within which they appeared; for example,
“In general, select dissatisfied to show that you are paying
attention.”

The EuroQoL Health and Wellbeing Assessment—Short
Form

The 9-item EuroQoL Health and Wellbeing (EQ-HWB-9) is a
newly developed quality-of-life measure by Brazier and
colleagues [57]. It assesses quality of life with a focus on health
and well-being. The scale consists of 9 items, each rated from
1 (no difficulty, none of the time, and no physical pain) to 5
(unable, most or all of the time, and very severe physical pain).
In this study, the 9 items of the EQ-HWB-9 demonstrated very
good internal consistency (Cronbach α=0.873), and McDonald
hierarchical omega was relatively high (ω=0.732). The
EQ-HWB-9 was used with permission from the EuroQol Group.

The Kessler Psychological Distress Scale

The Kessler Psychological Distress Scale (K10) assesses
psychological distress over the past 30 days [58]. This 10-item
questionnaire, measuring anxiety and depressive symptoms,
uses a 5-point scale ranging from 1 (none of the time) to 5 (all
of the time). In this study, the scale demonstrated excellent
internal consistency (Cronbach α=0.930; McDonald ω=0.799).

The Warwick-Edinburgh Mental Wellbeing Scale

The Short Warwick-Edinburgh Mental Wellbeing Scale
(WEMWBS) was used to assess positive aspects of mental
health [59]. This 7-item scale uses a 5-point response format,
ranging from 1 (none of the time) to 5 (all of the time). In this
study, the scale demonstrated high internal consistency
(Cronbach α=0.879; McDonald ω=0.790).

The Satisfaction with Life Survey (Single Item)

The Satisfaction with Life Survey Single Item is an abbreviated
version of the established Satisfaction with Life Survey (SWLS)
[60]. The scale demonstrates reasonable criterion validity with
the full SWLS (zero-order r=0.62-0.64). This single-item
measure asks participants to rate their life satisfaction on a scale
from 1 (extremely dissatisfied) to 7 (extremely satisfied).

7-Item Generalized Anxiety Disorder Scale

The 7-Item Generalized Anxiety Disorder Scale is used to screen
for general anxiety symptoms [61]. Each item is rated from 0
(not at all) to 3 (nearly every day). In this study, the scale
demonstrated high internal consistency (Cronbach α=0.899;
McDonald ω=0.863).

Depression (8-Item Patient Health Questionnaire)

The 8-item Patient Health Questionnaire is used to assess
depressive symptoms [62]. Each item is rated from 0 (not at all)
to 3 (nearly every day). In this study, the scale demonstrated
high internal consistency (Cronbach α=0.881; McDonald
ω=0.781).

Self-Compassion Scale

The Self-Compassion Scale consists of 12 items assessing
participants’ ability to be compassionate toward themselves
[63]. Each item is rated from 1 (almost never) to 5 (almost
always). In this study, the scale demonstrated high internal
consistency (Cronbach α=0.881; McDonald ω=0.656).

Self-Efficacy (6-Item Generalized Self-Efficacy)

The 6-item Generalized Self-Efficacy assesses self-efficacy, or
an individual’s perceived ability to achieve goals [64]. Each
item is rated from 1 (not at all true) to 3 (exactly true). The scale
demonstrated high internal consistency (Cronbach α=0.821;
McDonald ω=0.788).

Readiness to Change 1-Item

The Readiness to Change 1-item assessment is a 10-point scale
that measures an individual’s preparedness to enact a behavioral
change [37]. The scale ranges from 0 (not prepared to change)
to 10 (already changing). It has been validated to reflect actual
readiness in clinical contexts [37,65,66].

6-Item Digital Working Alliance Inventory

The 6-item Digital Working Alliance Inventory (DWAI-6) [5]
is a rating scale that assesses the therapeutic alliance between
an individual and their health care provider, adapted for
smartphone interventions (ie, referring to “the app” rather than
“the therapist”). Items are rated on a 7-point scale from 1
(strongly disagree) to 7 (strongly agree), with subscales
evaluating goal alliance (agreement on goals), task alliance
(agreement on tasks), and bond (connection between app and
user). The overall scale demonstrated good internal consistency
(Cronbach α=0.850; McDonald ω=0.830). The Goal subscale
showed high consistency (Cronbach α=0.766), the Bond
subscale demonstrated acceptable consistency (Cronbach
α=0.676), and the Task subscale showed poor consistency
(Cronbach α=0.402).

Common Factors Domains (Modum Process Outcome
Questionnaire)

We used a subset of items from the Common Therapeutic
Relationship Factors Questionnaire (Modum Process Outcome
Questionnaire) to assess the therapeutic relationship beyond the
DWAI-6 [67]. The original questionnaire, which focuses on the
clinician-patient relationship, was adapted to refer to the
app-user relationship (eg, “I am able to be open and honest when
interacting with the app”). Three items from the 12-item scale
were included, each rated from 1 (strongly disagree) to 7
(strongly agree), with a “not applicable” option. The items
demonstrated low internal consistency (Cronbach α=0.612;
McDonald ω<0.001), likely due to being an unintended subset.
Consequently, results will be reported for each item individually
rather than as a total score.
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The Big Five Inventory Short Form 2 (BFI-S-2)

The Big Five Inventory Short Form 2 (BFI-S-2) is a 30-item
questionnaire assessing 5 personality domains: Extraversion,
Agreeableness, Conscientiousness, Negative
Emotionality/Neuroticism, and Open-Mindedness [68]. Each
subscale consists of 6 items. Internal consistency, assessed using
Cronbach α and McDonald ω, ranged from acceptable
(Extraversion, α=0.766; ω=0.636/Agreeableness, α=0.744;
ω=0.549/Openness, α=0.785; ω=0.664) to high
(Conscientiousness, α=0.812; ω=0.738/Negative Emotionality,
α=0.884; ω=0.841).

User Mobile Application Rating Scale

The user Mobile Application Rating Scale (uMARS) is a 27-item
instrument for assessing the quality of mobile apps [69]. The
scale includes subscales evaluating engagement (referred to as
“appeal” in this study for clarity: “Is the app fun/entertaining
to use?”), functionality (“How accurately and quickly do the
app features and components work?”), aesthetics (“How good
does the app look?”), information (“Is the app content correct,
well written, and relevant to the goal/topic of the app?”),
perceived/subjective quality (“Would you pay for this app?”),
and perceived impact (“This app has increased my
knowledge/understanding of meditating”). The scale asks
participants to rate app elements on a 5-point scale ranging from
1 (poor) to 5 (excellent), with specific descriptions for each
item. The overall scale demonstrated high internal consistency
(Cronbach α=0.866) but only moderate reliability (McDonald
ω=0.606). The additional subscale for perceived impact was
also highly consistent (Cronbach α=0.863; McDonald ω=0.761).
The Functionality subscale demonstrated high internal
consistency and reliability (Cronbach α=0.803; McDonald
ω=0.739), whereas the Engagement (Cronbach α=0.734;
McDonald ω=0.628), Aesthetics (Cronbach α=0.761; McDonald
ω=0.658), and Information (Cronbach α=0.762; McDonald
ω=0.688) subscales showed acceptable consistency and
reliability. The Subjective Quality subscale was consistent
(Cronbach α=0.629; McDonald ω=0.667). The Aesthetics

subscale showed variable internal consistency (Cronbach
α=0.762; McDonald ω=0.065), indicating unequal item
contributions.

Analysis Plan

Sample Size Determination
Given an unknown effect size due to the absence of robust data,
and guided by prior estimates of effect sizes for meditation apps
[12], we aimed to calculate statistical power based on the
smallest effect size we could reasonably detect. The target
sample size was 1000 participants, providing 90% power to
detect an effect of r=0.102, corresponding to a small effect.
Because of recruitment challenges, the final sample size before
analyzing the main engagement variable was 536, representing
nearly 54% of our target population (n=1000). Although this
reduction decreased statistical power (80% power to detect
r=0.122), given that the a priori effect size was unknown, the
study remained adequately powered to detect relatively small
effects, albeit slightly larger than initially anticipated.

Planned Statistics
As outlined in the preregistration, we explored associations
between user-related factors (Q1, H1), user-app relationship
factors (Q2, H2), app-related factors (Q3, H3), mental health
factors (Q5, H5), and predefined engagement variables. All
engagement variables were heavily skewed and nonnormal (see
Figure 1 and Sections S11-S14 in Multimedia Appendix 1);
therefore, Spearman rho correlations were estimated. Variables
that were significantly associated with any outcome variable
were subsequently used to build regression models for each of
the 4 outcomes. As transformations did not normalize the
variables, untransformed variables were analyzed using robust
regression with the “robustbase” package in R (R Foundation),
employing an MM-type regression estimator with a bisquare
redescending score function [70,71]. This method applies case
weighting to account for nonnormality. All analyses were
conducted in RStudio (R Foundation).
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Figure 1. Histogram of self-reported practice hours (x axis) shown as the percentage of the sample (y axis), with values converted from minutes for
visualization purposes.

Regression Models
Robust linear regression was used to investigate which factors
accounted for significant variance in engagement. For each of
the 4 outcome variables—adjusted objective minutes, adjusted
self-report minutes, objective minutes, and self-report
minutes—a separate regression model was created using the
respective measure as the outcome variable. No stepwise
regression was implemented. Instead, independent variables
were selected from user, mental health, and app factors that
were significantly associated with at least one outcome measure
in the correlation analyses, following correction for multiple
comparisons.

Multiple Comparisons Correction
We explored correlations between the 4 engagement outcomes
and related factors, applying a false discovery rate (FDR)
correction to account for multiple comparisons [72].

Data Cleaning
Duplicate and invalid responses were removed. The data
demonstrated weak correlations, positive skew, and extreme
values, indicating potentially high variability or inconsistency
(see Sections S6-S10 in Multimedia Appendix 1). After
adjusting for app duration, we implemented several
data-cleaning procedures. Intraindividual response validity
calculation, LongString Identification [73], and inconsistency
of responses on the BFI-S-2 [68] were each used to identify and
exclude extreme cases; however, none of these approaches
resulted in major changes to the results (see Sections S10-S12
in Multimedia Appendix 1). As specified in the preregistration,

multivariate outliers were removed, identified as cases with a
Mahalanobis distance greater than the 95th percentile on the
BFI-S-2 (see Section 13 in Multimedia Appendix 1).

Results

Overall Engagement
Overall, most users completed only a few minutes across limited
sessions. Despite generally low engagement, 134 out of 536
(25%) users reported more than 11 sessions per month
(approximately 1 session every 3 days), while the top 5%
(27/536) reported around 35 sessions per month (more than 1
session per day). These patterns align with prior findings,
including a median of 90% of users dropping off within the first
week of real-world use and an average 42% drop in participation
in meditation app randomized controlled trials spanning 1-2
months [4,12]. Notably, 402 (75%) participants reported more
than 9 sessions, which contrasts with prior findings suggesting
that most users disengage completely within a week of
download. However, only the top 5% (25/536, 4.7%) engaged
at levels consistent with clinically meaningful change [16],
while the top 25% (134/536) engaged at levels comparable to
the dose of mindfulness-based interventions [27].

Participant Characteristics: Descriptives

Sociodemographic Features
Participants (N=536) ranged from 18 to 70 years of age (mean
36.56 years, SD 10.68 years) and were predominantly female
(n=366, 68.3%). See Figure 2 for participant flow. Most resided
in the United States 253 (47.20%) or the United Kingdom
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(n=226, 42.2%), with smaller proportions from Australia (n=27,
5%), Canada (n=21, 3.9%), and New Zealand (n=6, 1.1%). The
majority identified as White (n=422, 78.73%) and were highly
educated, with 387 (72.20%) holding at least a bachelor’s
degree. Participants were also relatively wealthy, with nearly
one-third reporting a combined income of $100,000 or more
(n=145, 27.05%). Note that income brackets were not adjusted

across countries. Nearly half of the participants reported no
religious affiliation (n=264, 49.25%). The most frequently used
apps were Headspace (n=191, 35.6%) and Calm (n=123, 22.9%),
which together accounted for 58.6% of the sample (n=314).
Full details are provided in Sections S3 and S4 in Multimedia
Appendix 1.

Figure 2. Participant flow.

Meditation Experience
Most users (n=330, 61.6%) reported between 0 and 100 hours
of overall meditation experience. Meditation experience varied

across meditation apps (χ2
4=34.18, P<.001); users with 0-100

hours were most likely to use Headspace (124/377, 32.9%),
followed by Calm (75/377, 19.9%) and Insight Timer (25/377,
6.6%; see Table 2).

Table 2. Frequency and relative percentage of Calm, Headspace, and Insight Timer users by self-reported meditation experience level (n=377).

Total, n (%)Insight Timer, n (%)Headspace, n (%)Calm, n (%)Duration (hours)

224 (59.4)25 (6.6)124 (32.9)75 (19.9)0-100

127 (33.7)46 (12.2)46 (12.2)35 (9.3)101-1000

26 (6.9)9 (2.4)11 (2.9)6 (1.6)1001+

377 (100)80 (21.2)181 (48.0)116 (30.8)Total

Engagement
After excluding invalid responses and duplicates, engagement
levels remained low, with a positive skew for both hours and
sessions (see Figures 2 and 3). Adjusting for app duration

showed low engagement regardless of how long the app had
been available to users (see Figures 4 and 5). Estimated minutes
per month and sessions per month were adjusted within each
user to provide clearer engagement metrics. The median number
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of sessions per month was 3.29. With a median of 40.2 minutes per month, this equated to roughly three 12-minute sessions.

Figure 3. Histogram showing the total number of self-reported sessions (x axis) by the percentage of participants (y axis).

Figure 4. Total hours of practice by categorical groups based on time since app download. The y axis is truncated at 50 for visualization purposes,
capturing 75% of the data. Horizontal bars indicate the median value for each category.
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Figure 5. Total sessions by categorical groups based on time since app download. The y axis has been truncated for visualization purposes, capturing
75% of the data. Horizontal bars indicate median values for each category.

Engagement Statistics
Engagement variables were highly intercorrelated
(r=0.495-0.999; see Section S14 in Multimedia Appendix 1).
Objective adjusted minutes were the most reliable variable, but
the sample was small and limited to 2 apps (n=156; Headspace
and Waking Up). By contrast, subjective minutes with a
subjective start date had a sample size 3 times larger (n=536).
Given the strong association between objective and subjective
start dates (r=0.783, P<.001), adjusted subjective minutes were

calculated using subjective duration as the denominator to
maximize sample size.

Categorical Demographic Factors and Engagement
Categorical demographic associations with engagement are
reported in Table 3. Being female was associated with lower
engagement on 1 outcome, while residing in the United
Kingdom was associated with higher engagement across 3 of
the 4 outcome variables.

Table 3. Point-biserial correlations for the association between noncontinuous variables and engagement.

Adjusted subjectiveAdjusted objectiveSubjective minutesObjective minutesVariables

–0.016–0.296a0.080–0.019Sexb

Residence

–0.040–0.004–0.016–0.027Australia

–0.068–0.065–0.069–0.071United States

0.106b0.0750.110a0.102aUnited Kingdom

–0.068–0.029–0.062–0.032Canada

0.038–0.007–0.031–0.021New Zealand

aP<.05 without multiple comparisons correction.
bP<.05 with multiple comparisons correction. For the biserial sex correlation, 1=female, 0=male.

Engagement by App
Three 1-way analyses of variance indicated a significant effect
of app type on engagement for subjective minutes (F2,362=9.03,

P=.002, η2=.05) and adjusted subjective minutes (F2,358=7.63,
P=.001; see Sections S15 and S16 in Multimedia Appendix 1).
No significant differences were found for objective minutes
(F2,362=0.972, P=.38).

User Factors
We defined robust associations as those present across 3 or more
of the 4 engagement outcomes. Among user factors, only 9 of
20 variables met this criterion (see Figure 6): age, openness
(BFI-S-2), readiness to change, expectation match, expectations
for sleep, expectations for anxiety, expectations for happiness,
expectations for thriving, and expectations for performance
enhancement. After FDR correction, only 4 of 20 remained:
age, readiness to change, expectations for sleep, and expectations
for thriving (see Section 17 in Multimedia Appendix 1 for CIs).
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Figure 6. Heatmap of correlation results for user factors and adjusted self-report, adjusted objective, total self-report, and total objective minutes of
meditation app use. The heatmap illustrates the direction and magnitude of Spearman correlations, as shown in the legend. Numbers indicate correlation
coefficients. Asterisks denote correlations significant at P<.05 after correction for multiple comparisons. Nonsignificant correlations are omitted.
Outcomes include self-reported total minutes of meditation app use, self-reported minutes adjusted for app duration, objectively verified total minutes
of use (via app screenshot), and objective minutes adjusted for app duration.

Mental Health Factors
Self-reported stress, depression, and psychological distress were
negatively associated with app use. Specifically, distress was
negatively associated with adjusted self-reported minutes,

depression with unadjusted self-reported minutes, and current
stress with both unadjusted self-reported minutes and objective
minutes. However, no mental health factors remained
significantly associated with any engagement outcome after
correction for multiple comparisons (see Figure 7).

Figure 7. Heatmap of correlations between mental health factors and adjusted self-report, adjusted objective, total self-report, and total objective
minutes of meditation app use. The heatmap shows the direction and magnitude of Spearman correlations, as indicated by the legend. Numbers represent
correlation coefficients. Circles denote significant correlations at P<.05 after correction for multiple comparisons. Nonsignificant correlations are
omitted. Outcomes include self-reported total minutes of meditation app use, self-reported minutes adjusted for app duration, objectively verified total
minutes of use (via app screenshot), and objective minutes adjusted for app duration.

App Factors
DWAI-6 Total, uMARS Appeal, uMARS Perceived Quality,
and Perceived Impact were associated with 3 of the 4 outcome
variables. Of the app factors investigated, 7 were associated

with at least one engagement outcome after FDR correction
(see Figure 8): DWAI-6 Total, as well as Goal, Bond, and Task
subscales, and uMARS Appeal, Perceived Quality, and
Perceived Impact.
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Figure 8. Heatmap of correlations between app factors and meditation app use outcomes. Displayed are Spearman correlation coefficients (numbers)
showing the direction and magnitude of associations as indicated in the legend. Circles denote correlations significant at P<.05 after multiple comparison
correction, and nonsignificant correlations are omitted. Outcomes include self-reported total minutes of app use, self-reported minutes adjusted for app
duration, objective total minutes of use (verified via app screenshot), and objective minutes adjusted for app duration. DWAI: Digital Working Alliance
Inventory; uMARS: user Mobile Application Rating Scale.

Outcome Regression Models
All models demonstrated a reasonable fit, explaining 12%-16%
of the variance (see Table 4 and Section 18 in Multimedia
Appendix 1). Significant (P<.05) predictors in 1 or more

regression models included education, readiness to change,
expectations for sleep, expectation match, the Perceived Quality
subscale of the uMARS, and the Openness subscale of the
BFI-S-2.
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Table 4. Regression model coefficients for adjusted objective minutes, total objective minutes, adjusted self-report minutes, and total self-report minutes.

Subjective minutesd,
standardized β coef-
ficients

Adjusted self-report

minutesc, standard-
ized β coefficients

Objective minutesb,
standardized β coeffi-
cients

Adjusted objective

minutesa, standardized
β coefficients

Standardized β coefficients for predictors in models 1–4

–0.371e–0.355e–0.228e–0.260eIntercept

User factors

0.002–0.008<0.0010.001Sex

0.0040.0080.002<.0001Country of residence (United Kingdom)

–0.0010.004<–.0010.003Age

0.237e0.532e0.153e0.033Education

0.0060.0050.0030.010fBig Five Inventory Short form 2 openness

0.008f0.027g0.005f<0.001Readiness to change

–0.0040.023f–0.003<0.001Expectations (match)

0.009f–0.0080.004–0.002Expectations for sleep

<.0010.012<–.001<0.001Expectations for stress

–0.003–0.020–0.0010.001Expectations for anxiety

<.0010.0090.002–0.005Expectations for happiness

0.006–0.0060.0030.008Expectations for thriving

–0.003–0.015–0.003–0.004Expectations for performance enhancement

App factors

0.008–0.0200.004–0.009DWAI-6h (Goal)

–0.002–0.013–0.003–0.004DWAI-6 (Bond)

0.0040.0240.0020.010DWAI-6 (Task)

0.005–0.016<.001–0.012uMARSi (Appeal)

0.010f0.041e0.003g0.025guMARS (Perceived Quality)

0.002–0.003<–.001–0.006uMARS (Perceived Impact)

0.1370.1260.1500.158Adjusted R2

aApp-verified minutes of use per year adjusted for total duration of use in years.
bTotal app-verified minutes of use.
cSelf-report minutes of use per year adjusted for total duration of use in years.
dSelf-report total minutes of use.
eP<.001.
fP<.05.
gP<.01.
hDWAI-6: 6-item Digital Working Alliance Inventory.
iuMARS: user Mobile Application Rating Scale.

Discussion

Principal Findings
We examined factors associated with engagement in popular
meditation apps among 536 participants. Consistent with prior
findings, most participants engaged minimally. Although apps
were available for an average of 894 days (about 2.5 years),
participants reported an average of 108 sessions, while
app-verified data from about one-third of participants indicated
62 sessions on average. Half of the sample engaged in 3 or fewer

sessions per month. Notably, engagement did not increase with
longer app availability, suggesting a pattern of persistently low
overall engagement.

Few significant correlations between individual user factors
and engagement were observed, most of which were small in
magnitude (r=0.09-0.30), with a few reaching the moderate
range (r=0.30-0.50). After correction for multiple comparisons,
positive associations with engagement remained for male sex,
older age, higher education level, readiness to change, and
expectations of the app for stress reduction, sleep improvement,
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anxiety reduction, happiness, thriving, and performance
enhancement. These results suggest that older, more educated
users with greater readiness to change and higher expectations
of the app are more likely to engage regularly. App
factors—including perceived appeal, quality, and impact—were
consistently associated with higher engagement, as were the 3
digital working alliance subscales (Goal, Task, and Bond). This
indicates that both perceptions of the app and the perceived
relationship with it may be important determinants of
engagement.

User Factors Related to Use

Sociodemographics
Education was the variable most consistently associated with
higher engagement. Meditation is more common among
individuals who are White, middle-aged, wealthier, and better
educated [41]. Lower levels of education have been linked to
earlier disengagement or a failure to engage in meditation at all
[41]. Higher education is also associated with greater
engagement in mindfulness practices in US nationally
representative surveys [11]. Lower levels of education have
also been linked to poorer health outcomes [74,75] and are
related to health literacy, which partially mediates
health-promoting behaviors [76,77]. While lower education
may contribute to poorer health outcomes and lower health
literacy, other social factors may also reduce engagement. For
example, individuals with lower education often have more
fragmented leisure time, leaving less opportunity for regular,
recurrent activities [78]. Male sex was associated with 1
engagement measure, which contrasts with prior research
showing that females are generally more likely to engage in
meditation practice, even after controlling for other demographic
factors [12,42,79]. Previous studies have also found that males
may demonstrate greater persistence in meditation [80]. As this
correlation was observed only for adjusted objective use
(available for Headspace and Waking Up), it may reflect patterns
specific to users of these apps rather than meditation app use
more broadly [40]. Notably, sex did not emerge as a significant
predictor in the regression models.

Personality
Of the personality factors, only openness was related to
engagement. Openness reflects general curiosity and a
willingness to explore novel perspectives of one’s subjective
experience [81]. Individuals higher in openness are more likely
to try meditation initially and persist despite encountering
difficulties. Openness has also been associated with meditation
practice outside of group meditation class settings [45]. In
contrast to prior research, we found no associations between
engagement and conscientiousness, extraversion, agreeableness,
or neuroticism [55,82,83]. While conscientiousness was not
related to engagement in this study, it has previously been linked
to positive attitudes toward practice [43]. Similarly, neuroticism
showed no association with engagement here, although prior
work has linked it to perceiving more barriers to practice
[84,85].

Mental Health
None of the 8 mental health factors were significantly associated
with engagement. Previous research has found meditation apps
to be modestly effective for depression and anxiety [12,19],
potentially serving as a form of self-managed treatment for
individuals facing barriers to mental health care [41]. However,
no such associations with mental health factors were observed
in this study. In a previous study, motivation for mental health
was negatively associated with app use [40]. Meditation can
negatively impact mental health [86]. While these
meditation-related adverse events do not always result in
impairment, about half of meditators report experiencing an
adverse effect, and 9.1% report functional impairment as a result
[86]. Individuals who do not experience benefits or who
encounter adverse effects may disengage shortly after download.
Furthermore, meditating for mental health reasons has been
negatively associated with the total amount of meditation
practice completed over the long term [27,87]. Individuals with
higher lifetime meditation practice often shift toward spiritual
motivations as their practice progresses [29]. However, the
retrospective design of our study limits causal inferences.

App Factors

uMARS
Five of the 6 uMARS subscales were associated with
engagement. Previous research suggests that aesthetics and
appeal relate to meditation app engagement [53], although in
our study, aesthetics were not robustly associated after FDR
correction. The Perceived Quality subscale showed the strongest
association (r=0.51), indicating that user perceptions may drive
both usage and beliefs in the app’s effectiveness. Perceived
impact was also robustly associated with engagement. Given
the retrospective design, survivorship bias should be considered:
users who continued using the apps likely enjoyed them, while
those who did not may have stopped. It is also possible that
users who experienced benefits from their chosen app developed
increasingly positive app appraisals over time.

Digital Working Alliance
The DWAI-6 Goal, Bond, and Task subscales, as well as the
overall score, were associated with engagement, consistent with
prior findings [88]. All subscales correlated with adjusted
objective minutes—the most reliable outcome measure,
computed using app-verified minutes and download date—but
this could only be calculated for apps that provide download
dates (Headspace and Waking Up; n=151). Therapeutic alliance
and engagement may promote each other [88]. While therapeutic
alliance is considered important in digital mental health [89],
current measures are adaptations of traditional, human-centered
alliance scales. Incorporating human-computer interaction
perspectives may provide greater nuance, particularly for
anthropomorphic scale items [90]. Despite this limitation,
therapeutic alliance with apps remains relevant to engagement,
as alignment between a user’s goals and perceived app support
may encourage continued use.

One consideration for both the uMARS and DWAI-6 is that
several subscales demonstrated relatively poor internal
consistency. The reliability of the uMARS Engagement and
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Subjective Quality subscales, as well as the DWAI-6 Bond and
Task subscales, ranged from acceptable to poor, which reduces
confidence in the constructs being measured.

Expectations for Efficacy
Higher expectations of efficacy across 6 of the 7 domains
assessed (sleep, stress, anxiety, happiness, thriving, and
performance enhancement) were generally associated with
higher engagement, with the exception of expectations for
attention/focus. Only expectations for sleep were significant in
the regression model. These findings align with our predictions.
Experimental and prospective studies have shown that failing
to meet expectations is more predictive of behavior than matched
expectations [91,92]. Unmet or low expectations negatively
influence engagement and perceived usefulness, whereas met
or exceeded expectations positively affect behavior and
perceptions [92]. Expectations are closely linked to app ratings,
as features such as goal setting and feedback enhance beliefs
in an app’s effectiveness [34]. These features can also foster
positive experiences of progress, creating a feedback loop that
promotes further engagement [33,48]. In the absence of human
interaction, the relationship between a user and an app is shaped
by the “user journey”—the path a user follows through the app’s
design. Persuasive design can help establish and meet user
expectations.

A general rating of whether expectations were met was weakly
associated with engagement. This result aligns with literature
suggesting that matched expectations have a positive influence
on behavior and mismatched expectations have a negative effect
[93]. It is worth noting that we asked, “To what extent did your
experience match your initial expectations?” without specifying
which expectations participants should consider. Consequently,
this approach may have captured only an overall impression of
expectation match.

Readiness to Change
Readiness to change showed robust, moderate associations and
accounted for a significant proportion of variance in the
regression model. The readiness-to-change ruler used in this
study is actively employed in behavior change interventions
and is based on the Transtheoretical Model of Change, which
conceptualizes behavior change in stages [32,94,95]. Readiness
to change shows promise as one of the most predictive factors
of actual behavior change, as it is conceptually closely linked
to both motivation and behavior. These findings align with
broader evidence connecting readiness ratings to actual behavior
change, particularly in health-related contexts [63,95,96]. This
relationship could inform app design, allowing offerings to be
tailored to users’ readiness levels. The same single-item measure
used in our study could be implemented immediately after app
download to tailor the length, complexity, and type of practice
to users’ readiness levels. For example, users with lower
readiness could be offered shorter, simpler meditations or
psychoeducational content about meditation to reduce perceived
barriers and enhance understanding of the practice.

Self-Efficacy and App Ratings in Building Habits
Contrary to our expectations, self-efficacy was not related to
engagement. Previous research on habit formation suggests that

self-efficacy may support the maintenance of a target behavior
before a habit is established. There is limited evidence that
self-efficacy promotes habit-building [33,48,97] and increases
with ongoing meditation practice [98]; however, results are
mixed [99,100]. One likely reason self-efficacy did not predict
engagement is that expectations, perceptions, and habit
formation played larger roles. A person may believe they can
achieve a goal, but if they are not committed or do not perceive
long-term utility, they may lack motivation to engage. This may
explain why readiness to change was associated with
engagement, whereas self-efficacy was not.

Limitations
One key limitation of this study is that its retrospective design
precludes causal inferences, although research on meditation
app engagement is generally scarce. Additionally, we cannot
confirm detailed usage patterns, such as extended gaps or
cessation points; however, our estimates of sessions per month
provide a rough indication of practice regularity. This study
included cross-app comparisons, which few prior studies have
conducted. Such comparisons are valuable, given that all
therapeutic alliance subscales and half of the uMARS subscales
were associated with engagement after correction for multiple
comparisons. However, by not focusing on a specific app, the
sample was disproportionately composed of users of the most
popular apps.

Another limitation was that our most reliable outcome
variable—objective minutes adjusted for verified app
duration—was restricted to apps that displayed the month or
year of joining. As a result, the sample for objective-adjusted
minutes comprised only about one-third of the self-reported
sample. Nevertheless, objective minutes were highly correlated
with self-reported minutes, which may mitigate some concerns,
although it is possible that individuals who can view their
app-recorded minutes rely on these records when self-reporting.

Our data quality may have been influenced by self-selection,
socioeconomic skew, and the compensation structure in our
Prolific sample. Nevertheless, research indicates that among
popular online survey platforms, Prolific consistently provides
high-quality data across a wide range of measures [101].
Additionally, our data may have been skewed by the
overrepresentation of the most popular meditation apps, limiting
the generalizability of the findings to less popular apps or those
with a narrower focus.

A final significant issue concerns what the outcome measures
captured. While meditation was the central focus of the included
apps, many also offer alternative exercises that contribute to
the measured minutes, including—but not limited
to—breathwork, sleep stories, and podcasts. This is an issue
because sleep stories may continue running for hours after an
individual falls asleep and be recorded as meditation. Future
studies that can distinguish between different activities will
provide more accurate statistics on meditation engagement.

Future Directions
A group-level comparison of engagers and disengagers could
reveal cluster effects, where active users share similar
characteristics. Baumel et al [4] observed a drop-off trend in a
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large sample but noted that understanding precisely why people
engage or disengage during this period would be of interest.
While there is a high use rate among those who continue
engaging beyond the first week, this represents only a small
portion of users. By including all users over the past 180 days,
we obtain a general picture of app use across the population;
however, this approach results in a large sample of disengagers
and only a small sample of active users, limiting our power to
detect effect sizes within the subsample of engagers.

Longitudinal analysis could directly examine temporal and
causal aspects of engagement, account for changes in
contributing factors over time, and provide a clearer
understanding of baseline predictors. For example, longitudinal
data could track whether changes in mental health outcomes
influence engagement. This study did not find any significant
associations for mental health outcomes that survived multiple
comparisons. However, we relied on participants’ reports of
mental health status following meditation app use. Apps have
been shown to reduce outcomes such as stress, depression, and
anxiety [12], and such changes could positively or negatively
reinforce app use. Moods, circumstances, and lifestyles can

fluctuate widely over extended periods. User ratings of apps
using scales such as the uMARS may better explain engagement
when app rating and user engagement occur close together.
Longitudinal analysis also allows for baseline measurement of
variables, such as expectations, which can then be compared
with actual experiences at follow-up. The low proportion of
variability accounted for suggests that factors outside the model
have a significant impact on engagement.

Conclusions
This study aimed to explore factors influencing engagement
with popular meditation apps, highlighting a substantial early
drop-off. Although the models accounted for only a small
proportion of overall variance, the findings emphasize the
importance of user characteristics and app quality in sustaining
engagement. This exploratory study aimed to examine a wide
range of factors potentially relevant to meditation app
engagement. The results indicated that older, more educated
users, as well as those with higher expectations of apps and
greater readiness to change, were more likely to engage with
the apps regularly.
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Abstract

Background: Given the global demographic shifts and rapid digitalization, digital engagement has emerged as a critical
determinant of healthy aging. While previous research has linked digital engagement to cognitive outcomes, the underlying
mechanisms remain underexplored among Chinese older adults.

Objective: This study aimed to analyze the relationships between digital engagement and cognitive function among older adults
in China through a moderated mediation model guided by the technological reserve hypothesis, with digital health literacy (DHL)
and social support as mediators and living arrangements as a moderator.

Methods: We conducted a cross-sectional questionnaire survey using stratified multistage sampling from June to November
2024, including 8123 participants aged 55 years and older. Digital engagement, defined as older adults’ use of contemporary
digital technologies to support routine daily activities, autonomy, independence, and social inclusion, was assessed using a
multidimensional questionnaire. The Chinese eHealth Literacy Scale, the 3-item short version of the Perceived Social Support
Scale, and the Mini-Cog test were used to assess DHL, social support, and cognitive function. Guided by a directed acyclic graph
based on the technological reserve hypothesis, mediation and moderated mediation analyses were performed using the PROCESS
macro in SPSS (IBM Corp) with 5000 bootstrap resamples.

Results: Digital engagement was positively associated with cognitive function among older adults (β=0.241, 95% CI 0.216-0.265).
This association was partially mediated by DHL (β=0.059, 95% CI 0.049-0.069) and social support (β=0.012, 95% CI 0.008-0.016),
with the combined indirect effects accounting for 29.5% of the total effect (β=0.071, 95% CI 0.061-0.082). Additionally, living
arrangements significantly moderated the associations between digital engagement and cognitive function (β=0.109, 95% CI
0.052-0.166), digital engagement and DHL (β=0.063, 95% CI 0.014-0.112), and digital engagement and social support (β=0.151,
95% CI 0.089-0.212). These effects were stronger among older adults living alone.

Conclusions: This study contributes to the understanding of cognitive aging in the digital environment from the perspective of
the technological reserve hypothesis and digital engagement. Digital engagement influenced cognitive function via DHL and
social support, and these associations of digital engagement with cognitive function, DHL, and social support were stronger
among older adults living alone. Digital health interventions and public health policies should target both DHL and social support
among older populations and prioritize older adults living alone.

(J Med Internet Res 2026;28:e83955)   doi:10.2196/83955
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Introduction

Background
Cognitive function is a critical determinant of dementia,
functional independence, quality of life, and health care burden
[1]. With an increasingly aged population, cognitive impairment
and dementia have become major health and social issues
worldwide [2]. Research has indicated that there are about 15.07
million patients with dementia in the population aged 60 and
older in China, while the prevalence of mild cognitive
impairment is 15.54%, and the number of patients is 38.77
million [3]. The disease burden of dementia and cognitive
impairment is huge. The estimated total annual costs of dementia
in China will reach 114.2 billion US dollars in 2030 [4]. Since
there is currently no effective pharmaceutical treatment for
dementia and mild cognitive impairment, it is important to
identify modifiable intermediate risk factors that could prevent
cognitive decline [5].

With rapid digitalization and the widespread integration of
technology into daily life, digital technologies have emerged
as a potential determinant of healthy aging. In China, as of 2025,
the number of internet users aged 60 and older has reached 161
million, accounting for nearly 14.4% of all internet users [6].
Many studies have indicated that older people are competent
and skilled users of digital technologies [7-9]. Consequently,
the concept of digital engagement has been introduced to
emphasize the breadth and extent of digital technology use
among older people [10]. Every day, digital engagement
provides new opportunities for older adults to address
age-related cognitive decline. Engagement in cognitively
challenging activities, such as learning new digital skills or
knowledge, plays a protective role against age-related cognitive
decline [11,12]. Meanwhile, access to communication
technology and social media facilitates interpersonal interactions
and enhances social support [13], which helps maintain cognitive
health in older adulthood.

Against this background, exploring the association between
digital technology use and cognitive health in later life has
become an important research focus. However, the cognitive
impact of digital technology use in China has not been
sufficiently studied and understood [7,14]. First, research has
focused on how access to the internet relates to cognitive
function and the associations between use frequency in specific
domains and cognitive outcomes [8,15-17]. Many studies in
China have investigated the effect of internet or social media
use on cognitive function [18,19]. But limited studies give
attention to the concept of digital engagement [20] and
comprehensively measure the dimensions and frequency of
digital technology use. As digital technologies have become
increasingly integrated into older adults’ daily lives, it is
important to shift research focus from use to meaningful digital
engagement to better understand the cognitive effects of digital
technology use [7].

Second, although evidence has established the efficacy of digital
health interventions for cognitive decline and cognitive
impairment, including dementia [21-23], little is known about
how they lead to an improvement in symptoms or behavior.
The identification of these mediating mechanisms would be
useful for tailoring interventions that specifically target these
pathways, improving intervention effectiveness. Some studies
in China have estimated the mediating roles of physical activity
[14] and social support [20,24]. However, few studies have
simultaneously examined the roles of multiple mediators.
Including multiple mediators can better reflect real-world
mechanisms, help understand the relative importance of different
intervention pathways, and reduce bias [25].

Third, while digital technologies become increasingly integrated
into older adults’ everyday life, growing urbanization and
economic reforms in China have transformed intergenerational
living arrangements patterns [26]. However, limited studies in
China have examined how the association between digital
technology use and cognitive function may vary by living
arrangements. As the number of older adults living alone in
China increases, examining the moderating role of living
arrangements in this association is meaningful for developing
targeted interventions.

The technological reserve hypothesis provides a theoretical
framework for addressing these gaps. This hypothesis, developed
by Benge and Scullin, focuses on how digital technology use
can counteract cognitive decline and reduce disease burden
[27-29]. Technological reserve is defined as “the development
of a culture and environment of technology use in older adults
that can buffer against the impact of cognitive decline on
day-to-day activities” [27]. Further study developed the
technological reserve concept and summarized 3 central
pathways through which digital technology may prevent
cognitive decline [28,30]. First, technology can generate
cognitive complexity by engaging older adults in cognitively
demanding activities that strengthen cognitive reserve
[12,31,32]. By enabling access to diverse information sources
(eg, online health information), promoting mentally stimulating
activities, and requiring continual learning and adaptation, digital
technologies help sustain and challenge cognitive capacities
[33]. Second, technology fosters social connection and
engagement, which are well-established protective factors
against cognitive decline [34]. Through platforms such as social
media, messaging apps, and video calls, older adults can
maintain social ties, reduce loneliness, and access emotional
and instrumental support. Finally, technologies can function as
cognitive prosthetics by directly compensating for lapses in
memory and executive function, particularly those involved in
completing activities of daily living. For example, smartphone
apps can deliver reminders for medication adherence [35].

Guided by the technological reserve hypothesis, this study aimed
to examine the mediating effect of digital health literacy (DHL)
and social support on the relationship between digital
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engagement and cognitive function, as well as the moderating
effect of living arrangements on the relationships among digital
engagement, DHL, social support, and cognitive function.

Theoretical Framework

Digital Engagement and Cognitive Function
Within the technological reserve framework, digital technology
use as a modifiable lifestyle behavior is a critical factor that can
promote better cognitive outcomes than would be expected
based on age, brain injury, or disease stage [30]. In this study,
we adopted the term “digital engagement” to define digital
technology use among older adults. Digital engagement among
older adults refers to their use of contemporary digital
technologies and devices to carry out routine and enjoyable
everyday activities that support autonomy, independence, and
social inclusion [8]. This concept emphasizes how older adults
integrate information and communication technologies into
daily activities and information-seeking behaviors rather than
focusing on limitations [36]. Research has investigated the
potential association between digital engagement and cognitive
function among older adults. Although some studies suggest
potential risks such as sleep disruption or social isolation
[37-39], the prevailing evidence supports that digital engagement
is positively linked to cognitive function [26,40,41]. Empirical
findings generally suggest that regular use of digital technologies
(such as social media and online social networking) is positively
associated with better cognitive outcomes [42-44]. These
benefits are often attributed to increased cognitive stimulation,
enhanced social connectivity, and greater engagement in
mentally active tasks afforded by digital technology [45,46].
Longitudinal studies further suggest that consistent internet use
is associated with slower cognitive decline and a lower
subsequent risk of dementia compared with nonuse [47,48].
Meta-analyses of randomized controlled trials also support the
effectiveness of digital interventions in improving specific
cognitive domains [49,50]. Despite growing evidence, the
mechanisms through which digital engagement benefits
cognition remain insufficiently understood.

The Mediating Role of DHL
DHL is the ability to seek, understand, evaluate, and apply
health information from digital sources to support health-related
decision-making [51]. Within the technological reserve
framework, DHL can strengthen cognition by engaging older
adults in cognitively demanding processes such as evaluating
online resources, learning new digital skills, and applying health
information in daily life. These processes involve active
learning, adaptive reasoning, and problem-solving, which are
consistent with mechanisms that sustain cognitive reserve [30].
Moreover, empirical studies support this pathway. Higher DHL
is associated with greater adoption of preventive health
behaviors, better management of chronic conditions, improved
adherence to treatment, and more informed health decisions
[52-55]. Such behaviors not only enhance health outcomes but
also contribute to maintaining and preserving cognitive function
in later life. Thus, DHL may mediate the association between
digital engagement and cognitive function.

The Mediating Role of Social Support
Within the technological reserve framework, another plausible
pathway operates through social connectivity. Social
connectivity refers to the structural and functional aspects of
individuals’ social relationships, and in later life, is often
reflected through social support received from their networks
[56-58]. Socioemotional selectivity theory points out that social
participation requires a certain cost investment, and members
who engage in social participation are bound to consider
cost-benefit issues [59]. For older adults, declining physical and
cognitive abilities raise the cost of offline social participation,
leading to a gradual reduction in face-to-face interactions [60].
Digital technologies offer alternative and more accessible
avenues for maintaining social support [61]. Some empirical
studies have shown that digital engagement is positively
associated with increased social support in later life [61-63].
Social support, in turn, is a well-established protective factor
for cognitive function: Older adults with stronger support
networks tend to perform better cognitively and face a lower
risk of cognitive decline or dementia [64-66]. Thus, social
support may serve as a mediator linking digital engagement to
cognitive outcomes.

The Moderating Role of Living Arrangements
Economic reforms and urbanization in China since the 1980s
have profoundly reshaped family structures, particularly
impacting older adults. This shift aligns with modernization
theory, predicting smaller families and fewer older adults
co-residing with children [67]. Consequently, more older adults
live only with a spouse or alone [68]. Given the central role of
family in Chinese culture, the study shifted to investigate the
moderating role of living arrangements. Within the framework
of the technological reserve hypothesis, the cognitive benefits
of digital engagement are expected to vary across social contexts
that shape baseline access to cognitive and social resources.
Living arrangements represent a contextual factor in later life,
as co-residence with others may provide routine cognitive
stimulation and social interaction, whereas living alone is often
associated with reduced offline engagement. Consequently,
digital engagement may play a more pronounced compensatory
role for older adults living alone by supplementing limited
in-person cognitive and social resources. This theoretical
perspective provides a rationale for examining living
arrangements as a moderator in the association between digital
engagement and cognitive function. Additionally, living
arrangements may shape both the opportunities and the need
for engaging with digital technology [69]. Older adults living
alone often rely on digital technologies to maintain social ties,
bridge social gaps, and manage independent living [70,71]. In
contrast, those in multigenerational households may experience
“proxy internet use” (eg, reliance on family members for online
tasks), reducing direct engagement and the attendant cognitive
stimulation [72]. Digital engagement may therefore be especially
protective for those living alone.

Hypotheses
Guided by the technological reserve hypothesis, this study tested
a moderated mediation model to examine whether digital
engagement is associated with cognitive function through DHL
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and social support, and whether these pathways are moderated
by living arrangements. Based on the theoretical framework
and prior empirical evidence, we propose the following
hypotheses:

1. Hypothesis 1: higher digital engagement is correlated with
greater cognitive function among older adults.

2. Hypothesis 2: higher digital engagement is associated with
higher DHL among older adults.

3. Hypothesis 3: higher DHL is correlated with greater
cognitive function among older adults.

4. Hypothesis 4: DHL is a mediator between digital
engagement and cognitive function among older adults.

5. Hypothesis 5: higher digital engagement is associated with
greater social support among older adults.

6. Hypothesis 6: greater social support is correlated with
greater cognitive function among older adults.

7. Hypothesis 7: social support is a mediator between digital
engagement and cognitive function among older adults in
China.

8. Hypothesis 8: living arrangements moderate the associations
of digital engagement with cognitive function, DHL, and
social support.

To guide the analyses, we specified a directed acyclic graph
(DAG) illustrating the hypothesized relationships among digital
engagement, cognitive function, DHL, social support, and living
arrangements (Figure 1).

Figure 1. The hypothesized moderated mediation model.

Methods

Study Design and Sampling Procedures
This study used data collected through a large-scale,
cross-sectional survey conducted concurrently by 5 academic
teams affiliated with 4 major universities in China. To ensure
methodological uniformity, all participating sites adhered to a
unified research protocol during the implementation phase.

A stratified, multistage sampling framework was used to
enhance representativeness across regions with different levels
of socioeconomic development. China was first stratified into
eastern, central, and western regions, which reflect
well-documented gradients in economic development,
urbanization, and digital infrastructure. One to 2 provinces were
randomly selected from each region. The final sample included
Hubei (central China), Shandong and Jiangsu (eastern China),
and Guangxi (western China), thereby capturing substantial
regional heterogeneity in demographic structure and digital
development. Within each selected province, 1 to 2 urban or

county-level administrative units were further sampled based
on local economic conditions, followed by cluster sampling of
communities or villages.

Sample size estimation followed the standard formula for

proportion-based calculations: , where uα represents the
critical value for a 95% CI (uα=1.96), p is the estimated
proportion of older internet users based on the China Internet
Network Information Center’s 51st Statistical Report [73], q is
the complementary proportion (q=1–p), and d denotes the
allowable error (1.2%). Based on these parameters, the minimum
required sample size was calculated as 6616. To account for
possible nonresponses and invalid questionnaires, a 20%
oversampling rate was applied, resulting in a target sample of
approximately 7940 individuals.

Data Collection and Quality Control
Fieldwork was conducted from June to November 2024 by
trained surveyors in collaboration with local village committees
or community service offices. Face-to-face interviews were
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administered at participants’ homes using standardized paper
questionnaires. The interviews collected information on
sociodemographic characteristics, digital technology use, digital
literacy, cognitive function, and quality of life. All surveyors
received centralized training to ensure consistent questionnaire
administration and interpretation. Upon completion of each
interview, field supervisors performed a thorough review of the
questionnaires to check for completeness, internal consistency,
and data accuracy before submission for entry.

Participants
Eligible participants were older adults who met the following
inclusion criteria: (1) aged 55 years and older, (2) had resided

in the sampled community or village for at least 6 months, and
(3) were able to communicate effectively with investigators.
Exclusion criteria included: (1) individuals temporarily absent
from their households during the survey period, (2) those
diagnosed with terminal illnesses, and (3) those who declined
to participate. After excluding incomplete responses, duplicate
entries, and respondents younger than 55 years, 8302 valid
questionnaires remained. Among these, 179 participants (2.2%)
had missing values on at least 1 analytic variable and were
excluded from the main analyses. The final analytic sample
consisted of 8123 participants (Figure 2).
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Figure 2. Flow diagram of participant recruitment and data exclusion, resulting in a final analytic sample of N=8123.

Measurements

Cognitive Function
Cognitive function was assessed using the Mini-Cog test. The
Mini-Cog test is a rapid, valid, and reliable screening tool for
cognitive impairment [74]. The Mini-Cog Test includes a 3-word
recall task (scored 0-3) and the clock drawing test (scored 0-2).
The total score ranges from 0 to 5. The Mini-Cog test has
demonstrated good screening performance in

community-dwelling older adults in China [75]. In this study,
the Mini-Cog total score was used as a continuous measure of
cognitive function, with higher scores indicating better cognitive
performance.

Digital Engagement
Digital engagement was measured using a self-reported scale
developed to capture older adults’ frequency of participation in
various digital activities. The scale included eight items of
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digital behaviors: (1) social communication (eg, using WeChat
[Tencent] voice or video calls), (2) experience sharing (eg,
posting on WeChat Moments, QQ Zone [Tencent], or Weibo
[Sina Corporation]), (3) leisure and entertainment (eg, playing
online games, listening to music, or watching videos), (4) online
transactions (eg, transferring money, making payments, booking
services, or trading stocks), (5) information seeking (eg,
searching for travel information or reading news), (6) online
learning or training, (7) online civic participation (eg,
participating in online polls, petitions, or rights protection), and
(8) political engagement (eg, online voting or leaving messages
on government websites). Participants rated the frequency of
each activity on a 5-point Likert scale ranging from 1 (never)
to 5 (always). Higher scores indicated higher digital engagement.
The scale demonstrated good internal consistency in this sample
(Cronbach α=0.876). Although the scale covers multiple items
of digital activities, this study conceptualized digital engagement
as an overall behavioral tendency reflecting the breadth and
extent of digital technology use in daily life. This approach is
consistent with the technological reserve hypothesis and the
concept of digital engagement, which emphasize cumulative
and sustained engagement. Therefore, a composite digital
engagement score was used in the analyses.

DHL
DHL was assessed using the eHealth Literacy Scale (eHEALS),
a widely validated instrument developed by Norman and Skinner
to measure individuals’ self-perceived skills in locating,
evaluating, and applying electronic health information to
health-related problems [51]. The eHEALS consists of 8 items
rated on a 5-point Likert scale (1=strongly disagree to 5=strongly
agree), reflecting domains such as awareness of available online
health resources, confidence in using the internet for health
decision-making, and the ability to discern high-quality digital
health content. Given the linguistic and cultural differences
between the original instrument and the target population of
older adults in mainland China, we used the simplified Chinese
version (C-eHEALS) translated and validated by Ma and Wu
[76]. The C-eHEALS has been confirmed to have good
psychometric properties and can therefore be used to evaluate
eHealth literacy in Chinese older populations [77]. In this study,
the C-eHEALS demonstrated excellent internal consistency,
with a Cronbach α coefficient of 0.986, indicating high
reliability for use among Chinese older adults.

Social Support
Social support was assessed using the 3-item short version of
the Perceived Social Support Scale (PSSS-3), which was
developed and validated by Wu et al [78] specifically for use
among the Chinese general population. This abbreviated scale
was derived from the original 12-item Chinese version of the
Multidimensional Scale of Perceived Social Support (MSPSS),
originally adapted by Jiang [79] from the version developed by
Zimet et al [80]. The PSSS-3 includes 1 item from each of the
3 core dimensions, family support, friend support, and
significant others, selected based on the highest factor loadings
in a large-scale national sample. The Cronbach α of PSSS-3 in
this study was 0.868, demonstrating good internal consistency.

Living Arrangements
Living arrangements were measured as a binary variable
indicating whether the older adult lived alone, and were assessed
using the following question: “What are your current living
arrangements?” Those who reported living alone were coded
as 1, and those who reported living with others were coded as
0.

Control Variables
The prior study indicates that demographic and health factors
have close links with cognitive function and suggests that these
factors should be included in pertinent research [81]. In this
study, gender, age, current place of residence, marital status,
education, and number of chronic diseases were controlled as
covariates.

Statistical Analysis
All analyses were performed using SPSS (version 27; IBM
Corp). We first examined the extent and pattern of missing data
for all analytic variables. The proportion of missing values for
each variable ranged from 0.08% to 1.2% and the overall
proportion of missing data was 2.2% (Figure 2). Little’s Missing
Completely at Random test was conducted using the missing
value analysis procedure in SPSS 27. The test indicated that the
missing values were independent of the observed or unobserved

values ( =14.893; P=.06). Given the low proportion and
completely random patterns of missingness, we performed
complete-case analyses based on listwise deletion.

Descriptive statistics summarized sample characteristics, with
continuous variables reported as mean (SD) and categorical
variables as frequencies and percentages. Pearson correlations
examined associations among digital engagement, cognitive
function, DHL, social support, and living arrangements.
Multicollinearity was assessed by the variance inflation factor
(VIF), with VIF>5 indicating collinearity. The relationships
among variables were specified according to a DAG based on
the technological reserve hypothesis (Figure 1) and analyzed
using PROCESS models 4 and 8 with 5000 bootstrapped
resamples. Effects were considered significant if the 95%
bias–corrected CI did not include 0. All models controlled for
age, gender, current place of residence, marital status, education,
and number of chronic diseases. Continuous variables were
standardized prior to analysis. Statistical tests were 2-tailed with
α=.05.

Ethical Considerations
The study was reviewed and approved by the Medical Ethics
Committee of Zhongda Hospital, Southeast University (approval
number 2024ZDSYLL294-Y01). Written informed consent was
obtained from all participants before they participated in the
study, and they were provided with the opportunity to withdraw
at any time during and after the survey. To protect privacy and
confidentiality, electronic data were de-identified and stored on
password-protected devices accessible only to the research team.
No images or supplementary materials in this manuscript contain
information that could identify individual participants. There
was no compensation for the participants in our study survey.
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Results

Demographic Characteristics of the Participants
The final sample consisted of 8123 older adults, with an average
age of 71.03 (SD 8.39) years. Men accounted for 42.46%
(3449/8123) of the participants. Among the participants, 3990
(49.12%) lived in urban areas, and 4133 (50.88%) lived in rural

areas. Most respondents were married (6338/8123, 78.03%),
and 51.73% (4202/8123) of the participants had attained a
middle school education or above. Overall, 75.28% (6115/8123)
of the participants reported at least 1 chronic condition.
Summary statistics for main variables, including digital
engagement, DHL, social support, living arrangements, and
cognitive function, are presented in Table 1.

Table 1. Participant characteristics and descriptive statistics for study variables (N=8123).

ValuesVariables

Sex, n (%)

3449 (42.46)Male

4674 (57.54)Female

71.03 (8.39)Age (years), mean (SD)

Current place of residence, n (%)

3990 (49.12)Urban

4133 (50.88)Rural

Marital status, n (%)

6338 (78.03)Married

1785 (21.97)Unmarried

Education, n (%)

3921 (48.27)Primary school or under

3462 (42.62)Middle or high school

740 (9.11)College or above

Chronic diseases, n (%)

2008 (24.72)0

3477 (42.80)1

2638 (32.48)≥2

17.37 (8.03)Digital engagement, mean (SD)

20.18 (10.59)DHLa, mean (SD)

16.71 (3.22)Social support, mean (SD)

Living arrangements, n (%)

1166 (14.35)Living alone

6957 (85.65)Living with others

3.57 (1.49)Cognitive function, mean (SD)

aDHL: digital health literacy.

Preliminary Correlation Analysis
Table 2 presents the Pearson correlation coefficients among the
main variables. Digital engagement was significantly and
positively correlated with cognitive function (r=0.365, P<.001),
social support (r=0.081, P<.001), and DHL (r=0.575, P<.001),
but negatively associated with living arrangements (r=–0.101,

P<.001). Cognitive function was also positively correlated with
social support (r=0.131, P<.001) and DHL (r=0.347, P<.001),
and negatively correlated with living arrangements (r=–0.069,
P<.001). VIFs indicated no multicollinearity among digital
engagement (VIF=1.732), DHL (VIF=1.666), social support
(VIF=1.027), living arrangements (VIF=1.823), and cognitive
function.
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Table 2. Pearson correlation matrix of digital engagement, digital health literacy, social support, living arrangements, and cognitive function (N=8123).

Cognitive functionLiving arrangementsSocial supportDHLaDigital engagementVariables

Digital engagement

0.365–0.1010.0810.5751r

<.001<.001<.001<.001—bP value

DHL

0.347–0.0730.12710.575r

<.001<.001<.001—<.001P value

Social support

0.131–0.04510.1270.081r

<.001<.001—<.001<.001P value

Living arrangements

–0.0691–0.045–0.073–0.101r

<.001—<.001<.001<.001P value

Cognitive function

1–0.0690.1310.3470.365r

—<.001<.001<.001<.001P value

aDHL: digital health literacy.
bNot applicable.

Mediation Analysis
Guided by the DAG-specified conditional process model, we
first used model 4 of the PROCESS macro for SPSS [82] to test
Hypotheses 1 to 7. The total effect of digital engagement on
cognitive function was 0.241 (95% CI 0.216-0.265), of which
the direct effect accounted for 70.5% (β=0.170, 95% CI
0.143-0.196) and the combined indirect effects by DHL and
social support accounted for 29.5% (β=0.071, 95% CI
0.061-0.082). The findings indicated a moderate but statistically
meaningful mediation by DHL and social support.

Table 3 and Figure 3 present the results of the mediation
analysis. As shown in model 3, the direct effect of digital

engagement on cognitive function was significant (Model 3:
β=0.170, 95% CI 0.143-0.196; P<.001), thus supporting
Hypothesis 1. Digital engagement also demonstrated a
significant and positive association with DHL (Model 1:
β=0.400, 95% CI 0.379-0.420; P<.001), supporting Hypothesis
2. Additionally, DHL was significantly and positively related
to cognitive function (Model 3: β=0.148, 95% CI 0.123-0.174;
P<.001), supporting Hypothesis 3. Furthermore, digital
engagement was positively and significantly correlated with
social support (Model 2: β=0.129, 95% CI 0.103-0.155; P<.001),
supporting Hypothesis 5. Social support, in turn, showed a
significant and positive correlation with cognitive function
(Model 3: β=0.091, 95% CI 0.071-0.112; P<.001), supporting
Hypothesis 6.
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Table 3. Mediation analysis of the association between digital engagement and cognitive function through digital health literacy and social support,
adjusted for covariates (PROCESS Model 4; N=8123).

Model 3d (cognitive function)Model 2c (social support)Model 1a (DHLb)

P valueβ (95% CI)P valueβ (95% CI)P valueβe (95% CI)

Explanatory variable

<.0010.170 (0.143 to 0.196)<.0010.129 (0.103 to 0.155)<.0010.400 (0.379 to 0.420)Digital engagement

Mediator variables

<.0010.148 (0.123 to 0.174)————fDHL

<.0010.091 (0.071 to 0.112)————Social support

Control variables

.03–0.044 (–0.085 to
–0.003)

<.0010.169 (0.125 to 0.213).047–0.035 (–0.070 to
–0.001)

Gender

<.001–0.095 (–0.117 to
–0.072)

<.0010.065 (0.041 to 0.089)<.001–0.041 (–0.060 to
–0.021)

Age

.060.048 (–0.003 to 0.098)<.001–0.465 (–0.518 to
–0.413)

<.0010.321 (0.280 to 0.362)Current place of residence

<.0010.134 (0.084 to 0.184)<.0010.159 (0.104 to 0.213).0760.039 (–0.004 to 0.082)Marital status

<.0010.179 (0.140 to 0.218)<.0010.172 (0.131 to 0.213)<.0010.294 (0.261 to 0.327)Education

.010.034 (0.007 to 0.062)<.001–0.078 (–0.107 to
–0.048)

<.001–0.124 (–0.147 to
–0.101)

Chronic diseases

<.001–0.383 (–0.491 to
–0.275)

<.001–0.353 (–0.469 to
–0.237)

<.001–0.471 (–0.563 to
–0.380)

Constant

aF7, 8115=811.099; R2=0.412.
bDHL: digital health literacy.
cF7, 8115=65.515; R2=0.054.
dF9, 8113=214.765; R2=0.192.
eβ: standardized regression coefficient.
fNot applicable.
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Figure 3. Mediation model of the association between digital engagement and cognitive function through digital health literacy and social support;
values are standardized coefficients adjusted for covariates (PROCESS Model 4; N=8123; ***P<.001).

These findings suggest that DHL and social support play a
partial mediating role in the relationship between digital
engagement and cognitive function, with indirect effects of
0.059 (95% CI 0.049-0.069) and 0.012 (95% CI 0.008-0.016),

respectively, supporting Hypotheses 4 and 7. Combining 2
mediation effects, the total indirect effect was 0.071 (95% CI
0.061-0.082). The bootstrap test results for indirect effects are
reported in Table 4.

Table 4. Bootstrap estimates of indirect effects of digital engagement on cognitive function through digital health literacy and social support (PROCESS
Model 4; N=8123).

Proportion of effects (%)95% CISEEffectsIndirect effects path

1000.061-0.0820.0050.071Total indirect effect

83.100.049-0.0690.0050.059DEa→DHLb→CFc

16.900.008-0.0160.0020.012DE→SSd→CF

aDE: digital engagement.
bDHL: digital health literacy.
cCF: cognitive function.
dSS: social support.

Moderated Mediation Analysis
To examine the moderated mediation effects involving living
arrangements, we used Model 8 of the PROCESS macro for
SPSS [82], using 5000 bootstrap resamples and a 95%
bias-corrected CI. The results are reported in Table 5. The
analysis revealed a significant and positive interaction effect

between digital engagement and living arrangements on
cognitive function (Model 6: β=0.109, 95% CI 0.052-0.166;
P<.001), suggesting a moderating role of living arrangements.
As illustrated in Figure 4, the beneficial association between
digital engagement and cognitive performance was stronger
among older adults who lived alone, relative to those who lived
with others.
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Table 5. Moderated mediation analysis testing moderation by living arrangements in the associations between digital engagement and digital health
literacy, digital engagement and social support, digital engagement and cognitive function, adjusted for covariates (PROCESS Model 8; N=8123).

Model 6d (cognitive function)Model 5c (social support)Model 4a (DHLb)Variables

P valueβ (95% CI)P valueβ (95% CI)P valueβe (95% CI)

Explanatory variable

<.0010.156 (0.129 to 0.183)<.0010.109 (0.082 to 0.137)<.0010.391 (0.370 to 0.413)Digital engagement

Mediator variables

<.0010.147 (0.121 to 0.172)————fDHL

<.0010.089 (0.069 to 0.110)————Social support

Moderating variables

<.0010.154 (0.078 to 0.230).170.058 (–0.024 to 0.141).100.054 (–0.011 to 0.119)Living arrangements

<.0010.109 (0.052 to 0.166)<.0010.151 (0.089 to 0.212).010.063 (0.014 to 0.112)DE×LAg

Control variables

.04–0.044 (–0.085 to
–0.003)

<.0010.167 (0.123 to 0.211).044–0.036 (–0.070 to
–0.001)

Gender

<.001–0.094 (–0.117 to
–0.072)

<.0010.065 (0.041 to 0.089)<.001–0.040 (–0.060 to
–0.021)

Age

.070.047 (–0.003 to 0.097)<.001–0.465 (–0.517 to
–0.413)

<.0010.321 (0.280 to 0.362)Current place of resi-
dence

<.0010.210 (0.144 to 0.276)<.0010.175 (0.103 to 0.247).030.063 (0.007 to 0.119)Marital status

<.0010.176 (0.137 to 0.215)<.0010.167 (0.126 to 0.208)<.0010.292 (0.259 to 0.324)Education

.010.034 (0.007 to 0.061)<.001–0.077 (–0.106 to
–0.047)

<.001–0.123 (–0.146 to
–0.100)

Chronic diseases

<.001–0.456 (–0.572 to
–0.339)

<.001–0.360 (0.485 to –0.234)<.001–0.492 (–0.591 to
–0.393)

Constant

aF9, 8113=632.208; R2=0.412.
bDHL: digital health literacy.
cF9, 8113=53.680; R2=0.056.
dF11, 8111=178.558; R2=0.195.
eβ: standardized regression coefficient.
fNot applicable.
gDE×LA: the interaction term between digital engagement and living arrangements.
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Figure 4. The moderating effect of living arrangements on the association between digital engagement and cognitive function. The difference in simple
slopes indicated that the association between digital engagement and cognitive function was significantly stronger for individuals living alone than for
those living with others (PROCESS Model 8, N=8123).

In addition to the interaction effect on the direct path, the results
also revealed significant moderating effects of living
arrangements on the first stages of both mediation pathways.
Specifically, the interaction term between digital engagement
and living arrangements significantly predicted DHL (Model
4: β=0.063, 95% CI 0.014-0.112; P=.01 and social support
(Model 5: β=0.151, 95% CI 0.089-0.212; P<.001). As illustrated

in Figures 5 and 6, the beneficial association of digital
engagement with both DHL and social support was stronger
among older adults who lived alone, relative to those who lived
with others. These findings indicate that living arrangements
moderate the associations of digital engagement with cognitive
function, DHL, and social support, supporting Hypothesis 8.

Figure 5. The moderating effect of living arrangements on the association between digital engagement and digital health literacy. The difference in
simple slopes indicated that the association between digital engagement and digital health literacy was significantly stronger for individuals living alone
than for those living with others (PROCESS Model 8, N=8123).
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Figure 6. The moderating effect of living arrangements on the association between digital engagement and social support. The difference in simple
slopes indicated that the association between digital engagement and social support was significantly stronger for individuals living alone than for those
living with others (PROCESS Model 8, N=8123).

Table 6 reports the conditional indirect effects of digital
engagement on cognitive function by each path. For the DHL
mediator, the indirect effect of digital engagement on cognitive
function was 0.057 (95% CI 0.048-0.068) among participants
living with others and 0.067 (95% CI 0.054-0.080) among those
living alone. The corresponding index of moderated mediation
was 0.009 (95% CI 0.003-0.016), indicating a significantly
stronger indirect effect by DHL for participants living alone.

Similarly, for the social support mediator, the indirect effect
was 0.010 (95% CI 0.007-0.013) for those living with others
and 0.023 (95% CI 0.016-0.032) for those living alone. The
index of moderated mediation for the social support pathway
was 0.013 (95% CI 0.007-0.021). In all cases, the 95% CI values
excluded zero, indicating that both indirect effects were
significantly stronger among older adults living alone.

Table 6. Indices of moderated mediation for two conditional indirect effects of digital engagement on cognitive function by living arrangements
(PROCESS Model 8; N=8123).

95% CISEEffectsConditional indirect effects path

0.048-0.0680.0060.057DEa→DHLb→CFc (living with others)

0.054-0.0800.0070.067DE→DHL→CF (living alone)

0.003-0.0160.0030.009Index of the moderated mediation

0.007-0.0130.0020.010DE→SSd→CF (living with others)

0.016-0.0320.0040.023DE→SS→CF (living alone)

0.007-0.0210.0030.013Index of the moderated mediation

aDE: digital engagement.
bDHL: digital health literacy.
cCF: cognitive function.
dSS: social support.

Discussion

Principal Findings
Guided by the technological reserve hypothesis and using a
large, community-based sample of older adults in China, this
study investigated the mechanisms underlying the association
between digital engagement and cognitive function among older
Chinese adults. We found that higher digital engagement was
associated with better cognitive performance. DHL and social

support partially mediated this association, and the combined
indirect effects accounted for 29.5% of this association. Living
arrangements moderated both the direct and indirect pathways,
with stronger benefits among older adults living alone. These
findings extend prior work on technology use and cognition in
later life and broaden the application of the technological reserve
hypothesis in the Chinese context.
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The Association Between Digital Engagement and
Cognitive Function
Digital engagement was significantly and positively associated
with cognitive function. This supports the technological reserve
hypothesis that digital technology use is a modifiable behavioral
factor that can promote better cognitive outcomes [30]. It also
aligns with prior work linking internet or computer use to
cognition [83-88] and with recent studies in China demonstrating
that internet use and digital activities enhance cognitive function
[14,47]. By adopting the construct of digital engagement rather
than a simple use-versus-nonuse dichotomy, our study advances
the field by situating technology use within the everyday life
context of older adults, emphasizing how they integrate
information and communication technologies into their ongoing
activities, social interaction, and information seeking [36]. This
finding implies that encouraging sustained and meaningful
digital engagement is a promising strategy for public health and
aging policies aiming to strengthen cognitive function among
older adults.

The Mediating Role of DHL and Social Support
Consistent with the cognitive-stimulation pathway posited by
the technological reserve hypothesis, higher digital engagement
was associated with higher DHL, which in turn related to better
cognitive performance [28,30]. Notably, the DHL pathway
accounted for the majority of the total indirect effect, indicating
that health-related digital competencies may be a primary
mechanism linking engagement to cognition. Specifically,
engaging with digital technology improves DHL because digital
skills are among the core skills of DHL [89,90]. In turn, higher
DHL denotes a stronger capacity to seek, understand, appraise,
and apply health information [91]. These processes involve
engaging with cognitively complex information [30], helping
older adults build cognitive reserve. This finding advances the
eHealth Literacy Model, which posits that DHL is underpinned
by cognition [92], and indicates that DHL also serves as a tool
that shapes cognition through ongoing, cognitively complex
digital activities. Accordingly, interventions should combine
user-friendly interfaces with structured, progressive training in
cognitively complex digital tasks, ensuring that everyday digital
engagement serves as sustained cognitive stimulation. Practical
examples include stepwise smartphone or tablet training
delivered in community settings (eg, locating health information
from reliable sources, evaluating credibility and misinformation,
and applying information to everyday self-management tasks).

Social support mediated the association between digital
engagement and cognition, consistent with the
social-connectivity pathway [28,30]. This finding aligns with
previous research showing that digital engagement has the
potential to enhance cognitive function among older individuals
by addressing feelings of loneliness and improving the social
support they receive from relatives and friends [20]. Specifically,
digital engagement enables cheap and easy communication
between older adults in distant communities, increasing social
connections, overcoming social and spatial barriers, and
providing a convenient way to stay in touch with families,
friends, and the outside world [62]. In turn, better social support
is associated with better cognitive outcomes in older adults

[65,93-96]. This finding underscores that interventions should
help older adults form and maintain digital social ties so that
online interactions translate into perceived social support and,
ultimately, better cognitive outcomes. For example, programs
could incorporate facilitated online peer groups and a “Digital
Buddy system” to help older adults translate online interactions
into perceived support [97].

The Moderating Role of Living Arrangements
Our study further revealed that living arrangements played a
significant moderating role in the associations of digital
engagement with cognitive function, DHL, and social support.
Compared with older adults who live with others, those living
alone experienced a significantly stronger positive effect of
digital technology engagement on cognitive function, consistent
with the previous studies [26,98]. This moderating effect was
significantly present in both mediating pathways: older adults
living alone gained greater benefits in terms of DHL and social
support from digital engagement than those living with others.
Specifically, older adults living alone, due to a lack of effective
offline social interactions, are more reliant on virtual social
networks facilitated by digital technologies [60]. This reliance
partially compensates for the reduced social support associated
with solitary living, thereby mitigating its negative impact on
cognitive function [70]. Additionally, older adults who live
alone are less likely to engage in proxy internet use [72] and
thus rely more on themselves to use digital devices (eg,
searching for health information online). Furthermore, since
older adults living alone are less often burdened with caregiving
responsibilities for grandchildren, they have more freedom and
time to engage with digital technologies [26]. Our findings
suggest that digital engagement serves as a more efficacious
strategy for mitigating cognitive decline among older adults
living alone compared to those living with others.

Our finding is broadly consistent with other international
evidence. A cohort study in America reported that transitioning
into Internet use was associated with better cognitive function
and slower cognitive decline, and that these benefits were more
pronounced among older adults living alone than among those
living with others [84]. Additionally, a 2-country longitudinal
study in Sweden and the Netherlands observed less decline in
global cognition among baseline internet users after adjustment
for living situation [86]. Beyond cognitive outcomes, findings
based on the Survey of Health, Ageing and Retirement in Europe
further indicate that internet use can attenuate the association
between living alone and loneliness across different European
welfare regimes, implying that digital engagement may buffer
psychosocial vulnerabilities of solitary living [99]. Taken
together, although the prevalence and social meaning of living
alone differ across cultures, converging evidence supports that
digital engagement may serve as a compensatory resource for
older adults with constrained offline or household-based support.

This moderation finding has practical implications for
intervention design. Digital inclusion initiatives to help older
people adapt to digital technologies should prioritize this
vulnerable group. An integrated community-based approach
may be especially useful: individual digital coaching (eg, guided
practice in health information seeking) coupled with structured

J Med Internet Res 2026 | vol. 28 | e83955 | p.1658https://www.jmir.org/2026/1/e83955
(page number not for citation purposes)

Du et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


social support (eg, online group chats). Including a “living
alone” priority within such initiatives may help maximize equity
and potential cognitive benefits, while also addressing social
isolation risks that have been recognized as a public health and
policy concern.

Limitations and Future Research
Despite these contributions, several limitations should be
acknowledged. First, the cross-sectional design precludes causal
inferences. Although our models adjusted for a set of covariates,
endogeneity, reverse causation, and unmeasured confounding
cannot be fully ruled out. Thus, our results only show
associations, not causality. Future studies should use longitudinal
designs with extended follow-up periods to elucidate temporal
dynamics and disentangle potential reverse causation. Second,
reliance on self-reported measures introduces the risk of recall
bias, especially among participants with cognitive impairments,
despite our use of validated instruments to attenuate this issue.
Third, digital engagement was operationalized as a composite
measure. Thus, this study could not disentangle potentially
differential effects of specific types of digital activities on
cognitive function. Finally, due to data constraints, living

arrangements were operationalized as solitary versus nonsolitary
living, precluding differentiation among various household
compositions (eg, living with a spouse, children, or extended
family). Given the important role of family structures in the
well-being of older adults in China, future research should refine
classifications of living arrangements to better explore their
moderating effects.

Conclusions
This study contributes to the understanding of cognitive aging
in the digital environment from the perspective of the
technological reserve hypothesis and digital engagement. First,
it offers an innovative framework based on the technological
reserve hypothesis for understanding the moderating and
mediating mechanisms of DHL, social support, and living
arrangements. Second, it advances previous assessment methods
of digital technology application by using a comprehensive
measure. Our results increase understanding of the mechanisms
underlying the cognitive effects of digital technology use and
provide insights for designing digital health interventions and
public health policies.
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Abstract

Background: The North Central London (NCL) Cancer Alliance carried out a quality improvement (QI) project to fill a distinct
knowledge gap regarding the quality of clinical coded data in a primary care electronic health care record system across the whole
cancer pathway.

Objective: This study aims to establish the quality of cancer-related clinical coding in NCL primary care, encompassing both
quantitative measures (eg, coding completeness and diversity) and qualitative dimensions such as clinical relevance and workflow
alignment.

Methods: This was a mixed methods QI project in which we combined an observational dataset review and qualitative data
from stakeholder interviews, workshops, and discussions. In the dataset review, we evaluated completeness, diversity, validation,
and granularity in cancer clinical coding along the patient cancer pathway, which was split into three domains: (1) patient
characteristics and risk factors, (2) cancer screening attendance, and (3) living with cancer. It was conducted in NCL primary
care electronic health record systems, covering a population of over 1.4 million adults across 5 boroughs.

Results: Cancer-related clinical coding in NCL primary care revealed significant gaps despite high completeness for ethnicity
(912,679/1,055,083, 86.5%) and language (898,023/1,307,601, 68.7%). Employment status (29,848/1,229,644, 2.4%) and family
history of cancer (183,424/1,236,580, 14.8%) were underrecorded, with wide variation in coding practices. Screening data showed
good alignment with national datasets for cervical and bowel screening but fragmented and inconsistent breast screening data
due to a lack of standardized codes. Cancer diagnosis coding was incomplete (4604/5260, 87.5% recorded), and treatment and
staging data were almost entirely absent, limiting proactive management of long-term consequences. Stakeholder input highlighted
inconsistent template use, limited data updates, and insufficient incentives as key barriers to better coding.

Conclusions: The QI project has provided a detailed insight into the many dimensions of cancer coding and sheds light on many
factors that underpin variation and coding preference. We offer a number of recommendations. The prioritized ones include the
need for a cancer clinical coding data framework for primary care supported by appropriate funding and incentivization;
improvements in the breast screening pathway and its interface with primary care; improvements in the quality of secondary care
information that is sent to primary care; and dissemination of the importance of coding of cancer activity in primary care.

(J Med Internet Res 2026;28:e73205)   doi:10.2196/73205

KEYWORDS

cancer diagnosis; cancer pathway; cancer risk factors; cancer treatment; cancer; clinical coding; coding completeness; coding
data; coding diversity; coding processes; coding quality; coding validation; coding variation; inequalities data; primary care
coding; quality improvement; SNOMED CT; Systematized Nomenclature of Medicine – Clinical Terms
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Introduction

Overview
Clinical coding of cancer-related data in primary care supports
accurate and timely data collection, analysis, and reporting of
cancer diagnoses and treatments, which in turn facilitates
high-quality patient care [1,2]. Consequently, incomplete or
inaccurate clinical coding of cancer-related data has significant
implications across the cancer pathway. For example, cancer
prevention efforts, including information provision, vaccination,
and screening, may be restricted if it is not possible to identify
eligible individuals based on data available in primary care
records (eg, age, sex, health behaviors, previous medical history)
and follow up with those who have not engaged (eg, those who
have not responded to previous cancer screening invitations)
[3]. Missing data for cancer risk-factors, such as family history
or previous medical history, may undermine appropriate referral
of symptomatic patients for cancer investigation [4]. Similarly,
missing data on precancerous conditions such as Barrett’s
esophagus or bowel polyps may prevent health care
professionals from providing information and support to patients
about managing their condition and personal risk and result in
patients being excluded from relevant safety-netting efforts and
surveillance pathways [5]. Meanwhile, the underreporting of
cancer cases can lead to an underestimation of the true cancer
burden within a population and limit the ability of primary care
to support patients during cancer diagnosis and treatment [5,6].
Beyond clinical impact, poor coding may also contribute to
financial losses for health care providers and hinder effective
service planning at both practice and system levels [7].

Primary care cancer coding data are often variable and
suboptimal, with a poor evidence base for improvement [8-10].
A systematic review by Thiru et al [11], concluded on the lack
of standardized measures for data quality, which is supported
by previous studies showing the heterogeneity of quality
assessment methods in primary care coding [11,12]. Thiru et al
[11], uncovered studies that assessed primary electronic patient
record data and studies that reviewed survey and questionnaire
data. They also found that data quality (reliability) was usually
measured with rate comparisons and data validity was expressed
under a range of terms (completeness, correctness, accuracy,
consistency, and appropriateness), which were rarely defined
[11].

Previous studies have identified the need for better
communication about patients who have been diagnosed with
cancer between primary and secondary care [13], and a UK
study reported that 1 in 5 patients with cancer were not recorded
to have a cancer diagnosis in primary care records [6]. In
England, relatively robust audit systems and regulatory oversight
exist to regulate coding for cancer diagnosis, cancer
interventions, and procedures in secondary care, underpinned
by financial incentives [14,15]. In contrast, equivalent
governance mechanisms do not exist in primary care. Clinical
entries in primary care rely on SNOMED CT (Systematized
Nomenclature of Medicine – Clinical Terms), but there are no
national standards or frameworks specifically guiding cancer
coding across the whole pathway. Instead, coding behavior is

shaped primarily by the Quality Outcomes Framework (QOF)
[16], which provides financial incentives for documenting
selected conditions and activities. For cancer, QOF incentivizes
the coding of a cancer diagnosis and the completion of cancer
care reviews (CCRs) following diagnosis—although CCRs were
removed from general practitioner (GP) QOF contracts in April
2025 [16,17]. Importantly, QOF does not cover the full cancer
pathway. Moreover, primary care coding systems often
encourage diversity rather than consistency, such as having
multiple codes to describe identical clinical events [10,18] (eg,
“smoker,” “cigarette smoker,” “moderate cigarette smoker”).
Lack of regulation and research evidence about cancer coding
consistency and variation restricts the development of targeted
quality improvement (QI) measures. Consequently, there is a
need to understand how the quality of clinical coding data in
primary care varies to influence outcomes across the cancer
pathway. This holistic approach can inform suitable
interventions for optimizing the quality of primary care coded
data to deliver valuable improvements in cancer prevention,
referral, diagnosis, and treatment outcomes [13].

Cancer Coding and Data Curation
The process of how patient information is recorded, updated,
and monitored in electronic health records is sometimes called
“data curation.” Primary and secondary care data curation is
influenced by multiple drivers, which in turn affect data quality.
In the United Kingdom, the National Cancer Registration and
Analysis Service (NCRAS) [19] provides guidance and support
for clinical coding of cancer diagnoses and treatment in acute
care. NCRAS has developed a set of coding standards that are
incorporated in nationally commissioned datasets such as the
Cancer Outcomes and Services Dataset and Systemic
Anti-Cancer Therapy dataset, which provide guidance on the
coding of cancer diagnoses and treatments. The National Health
Service (NHS) primary care coding system is called SNOMED
CT [20]. The SNOMED CT does not have standard clinical
coding specifications for cancer data.

Acute and mental health trusts have standard procedures for
regular quality inspections of their coded clinical data for
inpatient and day-case episodes by approved clinical coding
auditors, who aim to demonstrate compliance with national
clinical coding standards [21]. The regulatory component is
important, as it supports high-quality data collection that
supports secondary uses of the data, such as collaborations with
academic and research departments (eg, the “Getting It Right
First Time” program to reduce unwarranted variation) [22].
There is no equivalent process for auditing the assignment of
the terminology SNOMED CT, which is used in primary care.

Reasons for primary care coding incompleteness and
inconsistencies are well documented and include time pressures,
finding the right code, and motivation to code [12,23]. As part
of the development work that led to this study, NCL Cancer
Alliance conducted an online survey of GP respondents in
London to understand barriers to good-quality clinical coding
in primary care. The findings included lack of standardized
coding practices, scarcity of dedicated staff time to code, and
inadequate training around coding (for the full list of barriers
see Table S2 in Multimedia Appendix 1 [24]).
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Context for the Quality Improvement Project
The aim of this QI project was to assess the completeness and
variation of clinical cancer coding in NCL primary care data
and to understand the reasons for this. The output of this QI
project was to develop a robust “case for change” [25] for
relevant improvement solutions. The long-term goal of the
project was to improve service planning, pathway delivery, and
redress health inequalities. The QI project was carried out by
the NCL Cancer Alliance team with support from researchers
at the Queen Mary University of London.

Our objectives were to: first, examine the quality of clinical
coding of cancer-relevant risk factors, processes, and outcomes,
encompassing both quantitative measures (eg, coding
completeness and diversity) and qualitative stakeholder
perspectives (eg, barriers, enablers, clinical relevance, and
workflow alignment); second, use data from the first objective
to develop recommendations to support data improvement in
primary care.

Methods

Overview
This was a mixed methods QI project combining an
observational dataset review and stakeholder interviews,
workshops, and discussions. The observational dataset and
analysis were based on data searches designed in EMIS (Egton
Medical Information Systems) Web by Enfield GP Federation.
These were set up to take a snapshot of information held in GP
records as it stood on October 31, 2023, so that results are
consistent and comparable across practices. All participating
GP federation teams then ran the searches between November
2023 and January 2024. The results were shared with the NCL
Cancer Alliance, which completed the data analysis in April
2024. Preliminary insights from the early stages of qualitative
data collection (eg, advice from group interviews) informed the
quantitative analysis (eg, process barriers in breast screening to
ethnicity codes recorded in 2 different parts of EMIS Web) and
the development of the workshop themes and questions. The
formal qualitative analysis was conducted after all qualitative
data had been collected; this section of analysis was carried

from October to December 2024 (Figure S1 in Multimedia
Appendix 1 depicts the project timeline).

Setting and Participants
We gathered data on clinical coding from NCL primary care
GP systems covering an adult population of >1.4 million. The
qualitative data included email conversations, 2 semistructured
interviews, and 2 workshops with key primary care stakeholders.
The qualitative methods and analyses are reported according to
the COREQ (Consolidated Criteria for Reporting Qualitative
Research) checklist (Table S3 in Multimedia Appendix 1) [24].

Data Collection
We extracted GP data from the electronic health care system,
EMIS Web [26], the sole GP electronic health care record
provider for all GP practices in NCL. Data were obtained using
built-in “searches” within EMIS Web. These are configurable
protocols designed to retrieve coded patient information based
on predefined clinical or demographic criteria, referred to as
data domains (eg, ethnicity, smoking status, cancer diagnosis,
or treatment history). Each search identifies patients meeting
the selected criteria based on structured clinical codes. The
output of these searches is presented in the form of “reports,”
which summarize the number of patients meeting each criterion
and can be exported for further analysis. Figure S2 in
Multimedia Appendix 1 provides an example of a search. We
used the SNOMED CT [20,27] and EMIS Web clinical codes
[28], which coexist in patients’ records [29]. The NCL GP
federations performed the searches; a GP federation is a group
of general practices working collaboratively as an organizational
entity to improve patient care, share resources, and enhance
service provision within the local health economy [30].

Table 1 illustrates the number of GP practices across each GP
federation or primary care network (PCN) in NCL and the
completeness of report returns across the 26 searches that were
built and run. A PCN in Islington that was not part of the
Islington GP Federation (Islington North 2) did not participate
in this project. A partial return is where some GP practices have
generated results in a search and some have not due to there
either being no patients who meet the criteria or technical
constraints that prohibit the search from running for particular
practices.

Table 1. Shows the number of general practitioner (GP) practices within each GP federation or primary care network (PCN) and the completeness of
the reports that were requested.

GP entityCategory

Islington

North 2b, n
Islingtona, nHaringeya, nEnfielda, nCamden Health

Evolutiona, n
Camdena, nBarneta, n

823343092348Number of GP practices

Report status

021211321217Complete

044135517Partial

26000002Did not return

0110000Search generated null results

aRepresents GP federations.
bRepresents a PCN.
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Three personalized cancer care metrics—cancer care plan given,
end-of-treatment summary, and holistic needs assessment—were
unintentionally omitted from the original data request. This gap
was identified by the NCL Cancer Alliance after data had
already been submitted by all boroughs. To partially address
this, Enfield Federation, which had local access, conducted the
relevant searches for its own borough (covering the 12 months
up to October 2023). Due to timing and resource constraints, it
was not feasible to repeat this process across the other boroughs.
Enfield’s data were compared with HealtheIntent cancer
registries [31], which span the entire NCL adult population;
while full coding quality could not be assessed, we were able
to examine the relative frequency of these codes across
populations.

Data Quality Assessment Method
We followed the approach taken by Pineda-Moncusi et al [32],
who examined ethnicity data at a large scale and defined data
quality across completeness, coverage, and granularity (most
prevalent clinical codes used).

We drew on existing cancer data frameworks [33,34] to
conceptualize different cancer pathway stages and identify
relevant cancer codes. Within cancer alliances, there are
established programs [35] spanning the entire pathway—from
awareness and prevention through to living with and beyond
cancer. Our aim in this study was to create a comprehensive
and holistic dataset to review, thereby informing future
recommendations. To do this, we built on this existing
knowledge, incorporated earlier work from our team [36], and
collaborated with our wider NCL Cancer Alliance team to scope
data items across each pathway stage. Although we recognized
that some of these items were unlikely to be routinely coded in
primary care, there was no empirical evidence to confirm this;
therefore, part of the purpose of this QI project was to assess
the current state of coding. End-of-life care was deemed out of
scope for this work. The Enfield GP Federation digital team
built EMIS Web searches to cover each element of the pathway
and shared these with other NCL GP federations’ IT teams to
run for each borough. Enfield GP Federation’s IT team oversaw
the communication, search development, search dissemination,
and data submissions. Raw data were transferred to the NCL
Cancer Alliance.

The data protection officer for NCL primary care assured that
all data sharing complied with UK General Data Protection
Regulation.

Qualitative Data Collection
A convenience sample of key stakeholders with expertise in
clinical coding were invited (over email and through a GP
bulletin) to attend an online group workshop through existing
contacts (including GPs, project and program managers, IT
staff, and academic researchers). They were told that they were
being invited to discuss the quantitative findings relating to
clinical coding. We conducted 2 semistructured group interviews
and 2 workshops with 11 primary care stakeholders. We also
reviewed email correspondence from the Enfield GP Federation
team, which captured responses to queries arising from the
initial round of quantitative data analysis. These communications
provided a systematic method for clarifying data gaps and
process-related issues and directly informed the development
of key questions explored during the subsequent stakeholder
workshops.

All interviews and workshops were held remotely over
Microsoft Teams between April and August 2024 (Table S4 in
Multimedia Appendix 1) and conducted by AB (female, GP
clinical lead for Innovation and Integration at NCL Cancer
Alliance). Sessions were also facilitated by 2 other members of
the research team, GR (male, head of Data and Analytics, NCL
Cancer Alliance) and KT (female, senior innovation consultant,
NCL Cancer Alliance). Semistructured interview and workshop
topic guides were developed by AB, KT, and GR. We presented
key findings for discussion. All remote sessions were video
recorded and transcribed using the Microsoft Teams record and
transcription functions. Transcripts were not shared with
stakeholders.

Analysis
Quantitative data were analyzed descriptively across the
different boroughs to characterize coding patterns. In total, 26
searches were built and run. We analyzed these data domains:
patient ethnicity, main language spoken, weight or BMI, alcohol
consumption, smoking status, family history of cancer,
employment status, environmental pollutants exposure, carer,
cancer screening attendance, cancer fast-track referrals, presence
of malignant neoplastic disease, treatment regimen, and
attendance at CCR. To ensure transparency and facilitate
replication as far as possible, we have included these extracted
search terms in Textbox S1 in Multimedia Appendix 1.

Codes were descriptively analyzed for the following features
(1) coding completeness, (2) coding diversity, (3) data
validation, and (4) granularity of coding (Table 2).
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Table 2. Definitions and methods used to assess clinical coding quality and completeness.

MethodsDefinitions

Percentage of eligible patients with a relevant SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms)
or EMIS (Egton Medical Information Systems) clinical code captured. This reflects the presence or absence of a code
rather than the true or expected prevalence of the underlying condition.

Coding completenessa

Number of unique SNOMED CT or EMIS codes used to describe the same information (eg, patient’s weight). This serves
as a practical proxy for coding breadth, acknowledging limitations such as inaccessible child codes and variation in code
list size.

Coding diversityb

Comparison of coding completeness in EMIS Web with national or local reference datasets to assess missed or uncoded
data. Calculated as EMIS Web completeness divided by completeness reported in the comparator dataset for the same
coded item. Ratios may exceed 100% if EMIS Web demonstrates higher apparent completeness. Comparator datasets in-

cluded HealtheIntent, Cancer Waiting Times, the National Cancer Registry, South East London Cancer Alliance datac,
and the NHS Futures Screening Dashboard.

Data validation

Review of the most frequently used codes to assess specificity, for example the use of general codes such as “current
smoker.”

Granularity of coding

aCoding completeness describes the proportion of eligible patients in the denominator population who have a relevant code captured in their primary
care record. This definition is intended to reflect the presence or absence of a code rather than to imply that the observed percentages represent the true
or expected prevalence of the underlying clinical characteristic or diagnosis. For example, a coding completeness of 0.3% for malignant neoplastic
disease reflects the proportion of the registered population with a relevant cancer code, not an assessment of whether this proportion is “correct” or
“incorrect.” To distinguish between the technical measurement of code capture and the interpretive question of whether coding levels are as expected,
we also applied the concept of coding validation. Coding validation involves comparing observed coding completeness against external standards or
datasets (eg, cancer wait times) to assess whether the recorded levels are appropriate and consistent with known population rates. In this way, completeness
provides a descriptive measure of the presence of codes in primary care data, while validation enables assessment of their adequacy and alignment with
clinical or epidemiological expectations.
bCoding diversity was defined as the number of unique codes captured in EMIS Web for each search. We recognize this is a practical proxy rather than
a full measure, as EMIS Web does not easily expose all child codes, and many codes (eg, for rare conditions or languages) will naturally yield zero
results. Some code lists are also inherently larger than others. A distinct count of unique codes therefore provides useful context on the breadth of coding
options observed while acknowledging these limitations.
cSouth East London Integrated Care Board (ICB) and Cancer Alliance has its own population health dashboard that overlaps with the data and definitions
in this study, meaning it is valid for comparison where we have no other published source. This dashboard is not publicly available.

Data completeness and validation analysis was carried out
against all submitting GP practices’ adult populations as of
January 2024 (Table S5 in Multimedia Appendix 1). Practice
populations are relatively stable month to month, so comparing
October 2023 search results with the adult population in January
2024 is considered valid. Practices that did not submit data for
a profile were excluded from the analysis to maximize data
integrity (Table S6 in Multimedia Appendix 1).

Table 3 lays out the report names across the time frames for
which the data was searched for, the denominator population,

and the validation database used for comparison. Additionally:
(1) data on body weight and BMI were assessed through a
combined height and weight search); (2) smoking status was
assessed through three separate searches; (3) family history of
cancer was assessed based on any recorded code, rather than
limiting analysis to the preceding 24 months (as the GP
federations’ IT team were aware this would be captured at one
point in records); and (4) breast screening data were retrieved
through four distinct searches: screening attendance, normal
results, abnormal results, and cancer detected.
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Table 3. Each report name shown against time period covered for each report, the denominator population, and the validation database used for
comparison, including the validator time period.

Validator metric and time periodValidator databaseDenominator population
characteristics (age in
years)

Time periodReport name

Ethnicity coding (April 2024)HealtheIntent>18Recorded everEthnic origin

Main language spoken (April
2024)

HealtheIntent>18Recorded everMain language spoken

—aNo comparator>18October 2021-October
2023

Employment status

Weight or BMI recorded (April
2024)

South East London Cancer
Alliance data completeness

>18October 2021-October
2023

Weight or BMI recorded

Current smoker status (April 2024)HealtheIntent>18October 2021-October
2023

Current smoker (recorded in
last 24 months)

Any smoking status (April 2024)South East London Cancer
Alliance data completeness

>18October 2021-October
2023

Any smoking status
(recorded in last 24 months)

Alcohol consumption record (April
2024)

South East London Cancer
Alliance data completeness

>18October 2021-October
2023

Alcohol consumption record

—No comparator>18Recorded everFamily history of neoplasm

—No comparator>18October 2021-October
2023

Environmental pollutants

Urgent suspected cancer referrals
(2023)

Cancer Wait Times>18New episode added in
last 12 months

Fast track referral coding

—No comparator60-74October 2023-2 years
6 months

Cancer–bowel: did not re-
turn screening kit

Bowel screening uptake August
2023 (50-70 years)

NHS Futures Screening
Dashboard

60-74October 2023Cancer–bowel: screening
uptake

—No comparator60-74October 2023-2 years
6 months

Cancer–bowel: abnormal
result

Breast screening uptake August
2023 (50-70 years)

NHS Futures Screening
Dashboard

50-70 (female)October 2023-3 years
6 months

Cancer–breast: screened

—No comparator50-70 (female)October 2023-3 years
6 months

Cancer–breast: abnormal re-
sult

—No comparator50-70 (female)October 2023-3 years
6 months

Cancer–breast: normal result

Breast cancer diagnosis via
screening route February 2020 to
July 2023 (3.5 years)

National Cancer RegistryAfter screened for breast
cancer (female)

October 2023-3 years
6 months

Cancer–breast cancer detect-
ed

Cervical screening uptake Decem-
ber 2023 (25-49 years)

NHS Futures Screening
Dashboard

25-49 (female)October 2023-3 years
6 months

Cancer–cervical: adequate
smear

Cervical screening uptake Decem-
ber 2023 (50-64 years)

NHS Futures Screening
Dashboard

50-64 (female)October 2023-5 years
6 months

Cancer–cervical: adequate
smear

Rapid Cancer Registration – New
Diagnosis (2023)

National Cancer Registry>18New episode added in
last 12 months (as of
October 2023)

Malignant neoplastic disease

Rapid Cancer Registration – New
Diagnosis (2023)

National Cancer Registry>18New episode added in
last 12 months (as of
October 2023)

Malignancy stage

Treatment starts (2023)Cancer Waiting Times>18New episode added in
last 12 months (as of
October 2023)

Treatment regimen

—No comparatorCancer-diagnosed patients
who had a care review

New episode added in
last 12 months (as of
October 2023)

Cancer care review

—No comparator>18Recorded everHas a carer
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aNot applicable.

Missing Data
There were challenges with data collection in participating
practices. Running searches at scale across several practices
was technically difficult at times. These searches would often
time out and fail, resulting in incomplete data collection. Despite
repeated running of these searches to attempt to get a complete
dataset, failures persisted (Table S3 in Multimedia Appendix 1
and its linked notes provide more detail on this process).

Barnet had the highest level of missing data across the 26
reports, although data gaps were present in all boroughs. The
ethnic diversity of Barnet is broadly comparable to the rest of
NCL, and given that data from Barnet were available for other

nonethnicity reports, we do not believe these gaps materially
skew the overall findings. Table S7 in Multimedia Appendix 1
illustrates the proportions of practices that submitted data across
each of the 26 searches.

The searches did not examine comparable data across each
screening pathway. Direct comparisons between breast,
colorectal, and cervical screening were not feasible, as primary
care is not uniformly responsible for screening data across the
3 screening pathways. As a result, a process mapping exercise
was conducted to trace the pathways of each screening program
into primary care, identifying recordable actions within primary
care settings as shown in Figure 1.

Figure 1. Diagram showing how codes are generated for all cancer screening programs in primary care.

The qualitative data were analyzed by SB, a female behavioral
science PhD student, and GB, a female applied health researcher.
Both had previous experience conducting qualitative research.
The analysis began in October 2024, after qualitative data
collection had finished. SB listened to all video recordings and
checked the transcripts for accuracy to become familiar with
the study context and dataset before coding the data.

Qualitative data collection aimed to contextualize and validate
quantitative findings rather than to achieve theoretical saturation.
As this study adopted a QI focus, data collection was concluded
once sufficient breadth of perspectives had been obtained and
no new issues emerged that were relevant to the study objectives.

The analysis was conducted in Google Sheets using framework
analysis [37]. Key excerpts from transcripts, email
conversations, and comments posted in the chat during the
workshops were copied into Google Sheets. All qualitative data
were analyzed together. Raw data were arranged into columns.

Each column represented a single code, and each row included
raw data (eg, a verbatim quote labeled by data source and
speaker) pertaining to that code.

An initial framework of 3 themes was developed deductively
based on the findings of the quantitative analysis. SB coded the
data into each theme before arranging the data into subthemes
inductively. SB and GB met after 10%, 50%, and 100% of the
data had been coded to discuss and revise the coding framework.
A reflexive diary was kept and referred to throughout the
analysis, which included field notes and impressions recorded
by the researcher who conducted the interviews and workshops
(AB) and the researchers who conducted the analysis (SB and
GB). Regular meetings were held with the research team to
clarify contextual details and discuss key interpretations. A
reflexivity statement is available in Textbox S2 in Multimedia
Appendix 1.
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Ethical Considerations
This study was designed as a QI and health service enhancement
initiative and therefore ethics approval was not applied for.

All data analyzed were fully deidentified at source, aggregated,
and subject to small-number suppression (<5) in accordance
with local information governance standards to protect patient
confidentiality. The dataset was generated through local GP
federations, with each federation running standardized searches
and submitting aggregated data to Enfield Federation. Enfield
Federation then securely transferred the data to the NCL Cancer
Alliance for analysis.

The NCL primary care data protection officer reviewed and
assured all data-sharing processes, confirming they aligned with
the UK General Data Protection Regulation and the Caldicott
Principles. A Data Protection Impact Assessment was not
required, as the data used contained no identifiable information
and presented no privacy risk.

Results

Principal Findings
We present our findings combining our descriptive analyses of
clinical codes (quantitative findings) and the factors influencing
coding (qualitative findings), in three themes: theme 1, precancer
pathway, which includes codes relating to demographic
characteristics, physical characteristics, risk factors (eg, family
history), and cancer referrals; theme 2, cancer screening, which
includes codes relating to screening invitations and uptake; and
theme 3, postcancer diagnosis, which includes codes relating
to staging, treatment, primary care surveillance, and follow-up.

In Table S8 in Multimedia Appendix 1, we include further
details on data items included for each theme. Key findings are
summarized for each theme before the results of the quantitative
and qualitative analyses are presented.

Theme 1: Precancer Pathway

Overview
Completeness, code diversity, and validation of precancer codes
are presented in Table 4 (Table S9 in Multimedia Appendix 1
provides additional detail on granularity).
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Table 4. Descriptive analyses for data domains in theme 1 (precancer), showing completeness, code diversity, and validation of codes that were searched
for in this theme.

Code validationCompleteness and code diversityTime periodReport name

EMIS completeness vs
comparator, n/N (%)

Comparator sourceNumber of
unique
SNOMED

CTa or EMISb

codes, n

Completeness (% eligible coded),
n/N (%)

86.5/90.7 (95.4)HealtheIntent375912,679/1,055,083 (86.5)Recorded everEthnic origin (coding)

68.7/62.8 (109.4)HealtheIntent338898,023/1,307,601 (68.7)Recorded everMain language spoken

No comparator for cod-
ing prevalence of this da-
ta item sourced

No comparator for cod-
ing prevalence of this
data item sourced

8729,848/1,229,644 (2.4)24 months up to
October 2023

Employment status

41.9/45.8 (91.5)SELCAc34485,660/1,159,241 (41.9)24 months up to
October 2023

Weight or BMI recorded

7.3/14.9 (49)HealtheIntent4790,029/1,236,580 (7.3)24 months up to
October 2023

Current smoker (recorded
in last 24 months)

44.8/48.6 (92.3)SELCA117530,720/1,185,812 (44.8)24 months up to
October 2023

Any smoking status
(recorded in last 24
months)

18/29.2 (61.6)SELCA39222,753/1,236,580 (18)24 months up to
October 2023

Alcohol consumption
record

No comparator for cod-
ing prevalence of this da-
ta item sourced

No comparator for cod-
ing prevalence of this
data item sourced

479183,424/1,236,580 (14.8)Recorded everFamily history of neo-
plasm

No comparator for cod-
ing prevalence of this da-
ta item sourced

No comparator for cod-
ing prevalence of this
data item sourced

45494/1,113,575 (0.04)24 months up to
October 2023

Environmental pollutants

61,562/78,989 (78)Cancer Waiting Times3461,562/1,506,746 (4.1)New episode
added last 12
months up to
October 2023

Fast track referral coding

aSNOMED CT: Systematized Nomenclature of Medicine – Clinical Terms.
bEMIS: Egton Medical Information Systems.
cSELCA: South East London Cancer Alliance.

The completeness of ethnicity coding was high, with 86.5%
(912,679/1,055,083) of records containing an ethnicity code. A
total of 375 distinct SNOMED CT codes were identified, with
a 15.8% variation in coding completeness across boroughs.
“Other White background - ethnic category 2001 census” made
up 18.6% (170,190/912,679) of total codes captured in NCL.
Language coding completeness was 68.7% (898,023/1,307,601)
across the eligible population, which compares favorably with
the comparator database coverage of 62.8%
(929,987/1,482,024). A total of 338 unique codes were
identified, with borough-level variation of 15.2%
(Camden=75.3% and Enfield=60.1%). The top 2 most prevalent
codes for language were “Main spoken language English”
(527,227/898,023, 58.7%) and “Main spoken language NOS”
(48,311/898,023, 5.4%). Employment status coding was
minimal, with completeness at only 2.4% (29,848/1,229,644).
The most frequently recorded codes related to unemployment
(11,801/29,848, 39.5%) and work-related stress (5063/29,848,
17%), with a total of 87 distinct codes identified.

Coding completeness for BMI was 41.9% (485,660/1,159,241),
with 34 individual codes used to describe weight and BMI. The

SNOMED CT code for BMI accounted for 88.7%
(430,736/485,660) of recorded entries. Overall, 44.8%
(530,720/1,185,812) of the population had a recorded smoking
status, including classifications such as current smoker and
ex-smoker. Approximately 170 variations of smoking-related
codes were identified. Data validation demonstrated near
completion. Alcohol consumption was recorded in 18%
(222,753/1,236,580) of patient records, with borough-level
variation ranging from 13.9% (39,198/281,807) to 21%
(64,255/281,807). A total of 39 different codes were identified.
The “AUDIT-C” screening tool, which assesses excess alcohol
consumption, was the prevalent code at 43.4% (96,619/222,753).

Family history of cancer across NCL showed that 14.8%
(183,424/1,236,580) of records contained relevant codes, with
479 unique codes identified. There was no available comparator
dataset for this parameter. The 2 most prevalent codes were
“FH-Cancer” and “FH-Neoplasm” at around 17% each. Coding
of environmental exposure was extremely limited, with a
completeness rate of 0.04% (494/1,113,575), rendering the data
unsuitable for analysis.
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The incidence of suspected cancer referrals among eligible
patients was 4.1% (61,562/1,506,746), with a 1% variation
between the highest and lowest referring boroughs. The
comparator database indicated a referral rate of 5.2%
(78,989/1,506,746) for NCL residents. The analysis excluded
deceased, temporary, and deregistered patients. The discrepancy
between the study findings and comparator data was largely
attributable to deceased patients.

Factors Influencing Clinical Coding of Precancer Data
in Primary Care
Stakeholders reported 3 key factors that contribute to the quality
and completeness of clinical coding of precancer data in primary
care: opportunities to collect or update precancer data,
motivations and capacity to collect and code precancer data,
and the nature of the systems used to code precancer data.

Opportunities to Collect or Update Precancer Data
Many stakeholders reported that a key opportunity to capture
precancer data is through registration forms and health check
appointments. Some explained that registration templates and
the commissioning of health check appointments vary by
practice, leading to inconsistencies. There was agreement that
standardized templates could improve this, although only for
those registering subsequently, and it was noted that patients
may not provide information if questions are not mandatory
and the purpose of data collection is not transparent. While a
few GPs suggested that mandating questions could improve
data completeness, others were concerned that this could
introduce barriers to registration. Family history is not routinely
coded but may be documented in free text within clinical notes
or referral forms. Environmental exposure data is not routinely
collected or standardized within primary care records.

Some stakeholders advised that a lack of data completeness for
information that changes over time, such as main language
spoken or smoking status, is due to limited opportunities to
update patient data after registration unless patients schedule
appointments with primary care (eg, long-term conditions
review, new medication appointments, e-consultations). It was
suggested this could be improved by offering annual health
check appointments, inviting patients to update their
information, and the sharing of information collected in
secondary care.

Motivations and Capacity to Collect and Code Precancer
Data
Many GPs indicated that local and national financial incentive
schemes (such as the QOF [38]) influence whether they collect

and code precancer data at registration and during patient
consultations. Some reported that variation in coding
completeness between boroughs could be attributed to
differences in locally commissioned services. There was
agreement that clinical coding is demanding of staff time and
capacity, and that improvements to the quality and completeness
of clinical coding are unlikely to continue beyond the period of
incentivization.

There was a general consensus that, in the absence of mandates
and incentives, GPs are motivated to code precancer data that
are relevant to the clinical workflow, such as arranging
appointments (eg, need for interpreter, has a carer), assessing
eligibility for local-level services (eg, smoking cessation,
vaccination, information provision), or management of a
patient’s symptoms or a long-term condition. Some GPs
admitted that they prefer to document precancer data in free
text responses. This prevented interrupting the flow of
conversation with patients, and, if needed, they could provide
detail on more complex factors (eg, family history and exposure
to environmental pollutants).

Nature of Systems Used to Code Precancer Data
GPs advised that coding will vary depending on whether patients
register at GP practices using a paper or online form, whether
registration data are coded into the system manually by staff or
automatically, and which additional registration processing
software practices have access to. It was also raised that there
are multiple places within the system for data to be recorded.
Furthermore, it was reported that some urgent suspected cancer
referral forms may be available in the system but not trigger a
SNOMED CT code. There was consensus that automated
registration and data capture would improve the consistency
and completeness of precancer data in primary care systems.

Several GPs suggested that the consistency of coding is made
challenging by the array of codes available for specific types
of precancer data such as smoking status, BMI, and family
history, where there are different levels and layers, codes with
similar or ambiguous meanings, and historic codes and prompts
that cannot be removed (Figure 2). GPs admitted that codes
higher up the list or those labelled with QOF prompts are most
likely to be selected, and a program manager advised that coding
prompts should be reserved for data that are most important to
capture.
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Figure 2. Screenshot of SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms) code options for term “smok” when typed into
EMIS (Egton Medical Information Systems) Web, showing a drop-down menu of multiple code options that start with “smok.”.

Theme 2: Screening Pathway (Breast, Bowel, and
Cervical Screening)
Completeness, code diversity, and validation of cancer screening
data is presented in Table 5 (Table S10 in Multimedia Appendix
1 provides additional detail on granularity).
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Table 5. Descriptive analyses for data domains in Theme 2 (screening), showing completeness, code diversity, and validation of codes that were
searched for in this theme.

Code validationCompleteness and code diversityTime periodReport name

EMIS data completeness
as a proportion of com-
parator, n/N (%)

Data validation com-
parator source

Number of
unique
SNOMED

CTa or EMISb

codes in
search, n

Completeness (% of eligible pa-
tients with code captured), n/N (%)

No comparator for cod-
ing prevalence for kit
DNRs, only uptake and
coverage

No comparator for cod-
ing prevalence for kit

DNRsc, only uptake
and coverage

465,762/188,939 (34.6)Run date (Octo-
ber 2023)-2
years 6 months

Cancer–bowel (aged 60-
74 years; did not return
screening kit)

61.3/62.2 (98.6)NHSe Futures Screen-
ing Dashboard

10112,939/184,323 (61.3)Run date (Octo-
ber 2023)-2
years 6 months

Cancer–bowel (aged 60-
74 years; screened)

No comparator for cod-
ing prevalence for abnor-
mal screening results,
only uptake and coverage

No comparator for cod-
ing prevalence for ab-
normal screening re-
sults, only uptake and
coverage

52308/184,323 (1.3)Run date (Octo-
ber 2023)-2
years 6 months

Cancer–bowel abnormal
result

45.1/57.2 (78.8)NHS Futures Screening
Dashboard

3079,321/175,986 (45.1)Run date (Octo-
ber 2023)-3
years 6 months

Cancer–breast (aged 50-
70 years; screened)

No comparator for cod-
ing prevalence for abnor-
mal screening results,
only uptake and coverage

No comparator for cod-
ing prevalence for ab-
normal screening re-
sults, only uptake and
coverage

71646/114,606 (1.4)Run date (Octo-
ber 2023)-3
years 6 months

Cancer–breast (aged 50-
70 years; abnormal re-
sult)

No comparator for cod-
ing prevalence for nor-
mal screening results,
only uptake and coverage

No comparator for cod-
ing prevalence for nor-
mal screening results,
only uptake and cover-
age

371,043/165,126 (43)Run date (Octo-
ber 2023)-3
years 6 months

Cancer–breast (aged 50-
70 years; normal result)

913/731 (124.9)National Cancer Reg-
istry

35913/167,315 (0.5)Run date (Octo-
ber 2023)-3
years 6 months

Cancer–breast cancer de-
tected

57.6/57.7 (99.8)NHS Futures Screening
Dashboard

103205,730/356,955 57.6%Run date (Octo-
ber 2023)-3
years 6 months

Cancer–cervical (aged
25-49 years; adequate
smear)

69.8/71 (98.3)NHS Futures Screening
Dashboard

9897,233/139,233 (69.8)Run date (Octo-
ber 2023)-5
years 6 months

Cancer–cervical (aged
50-64 years; adequate
smear)

aSNOMED CT: Systematized Nomenclature of Medicine – Clinical Terms.
bEMIS: Egton Medical Information Systems.
cDNR: did not return.
dNHS: National Health Service.

Breast Screening
Coding for breast cancer screening uptake was recorded in
45.1% (79,321/175,986) of screening-eligible patients, with a
12% deficit compared with the comparator database. A total of
30 unique codes were used to document breast screening
activity. The number of breast cancer diagnoses following
abnormal results exceeded those in the comparative dataset.
The most frequently used code was “Mammography normal,”
accounting for 39.2% (31,109/79,321) of coded entries. The
qualitative data (semistructured interviews and workshops)

verified much of the persistent quality issues in the breast
screening service, particularly its interface with primary care.
This data also highlighted problems such as significant delays
in breast screening attendance and nonattendance notifications;
delivery of notifications by letters that contain multiple patients
on a single sheet and therefore require manual separation; and
counterintuitive patient reminders. For instance, proactive
reminders for women upon turning age 50 years can cause
confusion, because screening invitations may not be issued until
age 53 years, with no flexibility for earlier appointments.
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Bowel Cancer Screening
Codes for bowel cancer screening suggested an uptake of 61.3%
(112,939/184,323). The proportion of screening-eligible patients
who did not return test kits was 34.6% (65,762/188,939). Coding
of abnormal results was documented in 1.3% (2308/184,323)
of cases. The fecal immunochemical test (FIT), which underpins
bowel screening, was consistently coded as “Bowel cancer
screening program faecal occult blood test” within EMIS Web.
The most frequently used codes were for normal and abnormal
fecal occult blood (FOB) test results. The qualitative data
(semistructured interviews) showed us that the bowel screening
processes and coding practices were clearly defined for patients
who undergo screening (aligned to QOF-funded activity).
However, variability exists in recall, reminder, and engagement
activities for nonresponders. Those who did not participate in
screening were often coded using a non-SNOMED CT term,
“No response to BCSP invitation.”

Cervical Screening
Cervical screening data in the eligible population, coded as
having had a smear, were 57.6% (205,730/356,955; in the 25
to 49 years age group) and 69.8% (97,233/139,233; in the 50
to 64 years age group). Both numbers aligned with the
comparator database at over 99% (57.6%/57.7%) and 98%
(69.8%/71%). A total of 98-103 individual codes were used to
describe cervical screening coverage among the 2 eligible age
cohorts. The qualitative data (semistructured interviews with
GP federation’s IT team) revealed that cervical screening
processes were also clearly defined and aligned with the funding
route (QOF). Variability existed in the recall and engagement
activities for nonresponders. Reports for cervical nonengagement
and recall were not developed because it was understood that
data would not exist.

Factors Influencing Clinical Coding of Cancer
Screening Data in Primary Care
Stakeholders explained that the coding of cancer screening data
in primary care is influenced by primary care staff motivations
and the ease of coding screening results in the system.

Relevance of Coding Cancer Screening Data to Clinical
Workflow
Primary care staff described varied practices in whether cancer
screening attendance was recorded. While some mentioned
manual efforts or automated systems for reminding patients
about upcoming screening appointments or contacting patients
when they were notified of nonattendance, many admitted that
they did not code screening attendance and follow up for those

who did not attend. In discussing reasons for this, GPs and
program managers indicated that coding was motivated by
mandates and incentives (QOF) that are often only short term.

Many GPs agreed that recording screening data or contacting
those who did not attend was not clinically relevant to primary
care workflow and believed it was under the remit of national
teams that run the programs. A few also noted that they did not
have the most up-to-date information to monitor and facilitate
screening attendance as they had received incorrect system
prompts around screening attendance and were not aware of
changes to screening eligibility. While some GPs and program
managers noted local-level efforts to support and improve cancer
screening attendance, there was general consensus that this is
dependent on practice capacity to follow up those patients and
is challenging due to competing priorities.

Ease of Coding Screening Results in Primary Care
GPs and program managers raised that coding breast cancer
screening data is time consuming and demanding because paper
results are sent to primary care with 2 patients’ results per page,
meaning they must be cut in 2 before being filed. Some
recounted making requests for results to be sent electronically
to streamline this process but had accepted that the system
cannot be changed. GPs and program managers reported that
the multitude of coding options for breast and cervical cancer
screening results (eg, cervical screening, smear, cervical smear)
contribute to coding inconsistencies. There was agreement that
standardized coding could improve this. In contrast, stakeholders
reflected that processing bowel cancer screening results is
straightforward because the codes on the screening results letters
are easy to match to those on the system (SNOMED CT).
However, some highlighted that FOB codes (which relate to
guaiac fecal occult blood testing [gFOBt] that is no longer used
in the bowel screening program) [39] are still being used to
code FIT screening results. Some reported that there is unified
understanding in primary care that these legacy codes relate to
FIT results and that incentive schemes for screening data still
acknowledge these codes. However, one GP raised that legacy
FOB codes may not be acknowledged in data searches for
symptomatic FIT results.

Theme 3: Postcancer Diagnosis

Overview
Completeness, code diversity, and validation for postcancer
codes are presented in Table 6 and in Table S12 in Multimedia
Appendix 1 (Table S11 in Multimedia Appendix 1 provides
additional detail on granularity).
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Table 6. Descriptive analyses for data domains in Theme 3 (postcancer diagnosis), showing completeness, code diversity, and validation of codes that
were searched for in this theme.

Code validationCompleteness and code diversityTime periodReport name

EMIS data completeness
as a proportion of com-
parator, n/N (%)

Data validation com-
parator source

Number of
unique
SNOMED

CTa or EMISb

codes in
search

Completeness (% of eligible pa-
tients with code captured), n/N (%)

4604/6319 (73)National Cancer Reg-
istry

6776,044/1,506,746 (0.4)New episode
added last 12
months up to
October 2023

Malignant neoplastic dis-
ease

6/3536 (0.2)National Cancer Reg-
istry

46/64,977 (0.01)New episode
added last 12
months up to
October 2023

Malignancy stage

315/10,574 (3)Cancer Waiting Times35315/942,260 (0.03)New episode
added last 12
months up to
October 2023

Treatment regime (if
coded)

No comparator for cod-
ing prevalence of this da-
ta item sourced

No comparator for cod-
ing prevalence of this
data item sourced

13953/1,236,580 (0.3)New episode
added last 12
months up to
October 2023

Cancer care review

No comparator for cod-
ing prevalence of this da-
ta item sourced

No comparator for cod-
ing prevalence of this
data item sourced

1714,513/1,229,644 (1.2)Recorded everHas a carer

aSNOMED CT: Systematized Nomenclature of Medicine – Clinical Terms.
bEMIS: Egton Medical Information Systems.

The proportion of newly diagnosed cancers coded in EMIS was
73% (4604/6319) of the expected figure. The EMIS searches
excluded deceased patients; further data comparison suggests
that deceased individuals could account for 11.8%-14% of new
cancer diagnoses in the Rapid Cancer Registration Database,
reducing the initial coding gap from 27% to approximately 13%.

Cancer staging data showed a total completeness of 0.2%
(6/3536) when compared with the validation database. One
borough recorded no staging codes. Cancer treatment coding
showed a total completeness of 3% (315/10,574) when compared
with the validator.

CCRs were coded for 66% (3953/5982) of eligible patients,
aligning with the 73% (4604/6319) of new cancer diagnoses
recorded in primary care. A single SNOMED CT code is used
to document CCRs. A total of 1.2% (14,513/1,229,644) of
patients aged 18 years and older had a recorded carer status.
The code “Has a carer” accounted for 80.1% (11,631/14,513)
of these entries. Beyond CCRs, other personalized cancer care
quality indicator data are shown separately in Table S12 in
Multimedia Appendix 1. Cancer care plans, end-of-treatment
summaries, and holistic needs assessments were recorded in
1%-2% of patients with cancer across NCL.

Factors Influencing Clinical Coding of Postcancer
Diagnosis Data in Primary Care
Stakeholders suggested that coding of patients’cancer diagnoses
and treatment data is influenced by the relevance of information

to the clinical workflow in primary care, the quality of
information sharing from secondary care, and the complexity
and consistency of the systems used for coding.

Relevance of Coding Postcancer Diagnosis Data to Clinical
Workflow

A few GPs mentioned that coding of cancer diagnoses will
improve when incentivized through the QOF. However, some
highlighted that coding information about treatment plans
organized by secondary care is not perceived as relevant or a
priority in daily practice. One GP also reflected that they
sometimes felt reluctant to request information from patients
during CCR appointments given that patients have already had
to discuss their diagnoses in secondary care.

Quality of Postcancer Diagnosis Information Sharing

GPs suggested that cancer diagnosis information is not always
shared by secondary care or that it may be sent with some delay.
They also reported that information may be missing for patients
who are diagnosed and treated privately or those who are
diagnosed at an advanced stage whereby primary care is only
notified of a cancer diagnosis through the receipt of postmortem
information. When cancer diagnosis information is received,
there is consensus among GPs that letters from secondary care
are long and complex, meaning staff have to scrutinize the whole
letter to find and extract the key information. Many agreed that
diagnosis information and SNOMED CT codes that require
coding should be placed at the top of these letters for easy
translation into primary care records. Some GPs also lack trust
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in the accuracy of information received from secondary care
due to finding previous errors in patient records. For this reason,
a few expressed concerns about linked data between primary
and secondary care if errors could not be redacted within
primary care.

Consistency and Complexity of Systems Used for Coding
Postcancer Diagnosis Data

GPs reported that there are multiple places within primary
care–based systems (EMIS) where cancer information can be
coded or entered as free text, as well as several different coding
options that prevent consistent coding of cancer diagnoses.
There was agreement that standardized templates were needed.
GPs also reported that ICD-10 (International Statistical
Classification of Diseases, Tenth Revision) codes used in
secondary care letters are not aligned to SNOMED CT codes
used in primary care, which causes ambiguity. Additionally,
some explained that practices vary in their capacity to ensure
the quality of coding, such as whether formalized coding teams
are used and given adequate resources, time, and training to
correctly code information received from secondary care.

Discussion

Summary
This QI project provides a detailed assessment of cancer-related
clinical coding in NCL primary care across a population of 1.4
million adults. Our findings show that although some
demographic data such as ethnicity and language are well
captured (coding completeness), many other important codes
across the cancer pathway—especially those relating to social
determinants of health, cancer treatments, and postdiagnosis
care—remain inconsistently coded or significantly absent from
primary care records.

Coding quality was strongly influenced by the presence of
national or local incentives (such as QOF), which drove
completeness for certain indicators like ethnicity, cancer
diagnosis, and CCRs. In contrast, areas not linked to
performance payments or formalized data capture processes,
such as cancer treatment, staging, and screening follow-up,
showed substantial gaps. These differences signal that current
coding behavior in primary care is shaped by system design,
contractual levers, and administrative capacity.

Further qualitative insights helped contextualize these patterns,
showing that GPs often prioritize coding activities relevant to
their daily clinical workflow or incentivized tasks. Key barriers
to good coding included complex and inconsistent coding
systems, limited opportunities to update data, and limited
structured information sharing from secondary care.

Overall, the findings demonstrate that improving cancer coding
quality in primary care requires more than local process changes;
it will require a coordinated national approach that includes
clearer coding standards, automation, and alignment of
incentives.

Interpretation
Our findings align with existing literature relating to cancer
data coding in primary care. For example, our observation that

ethnicity coding was high at 86.5% (912,679/1,055,083), is
consistent with other studies using patient electronic records.
This is similar to 78.2% ethnicity coding reported in NHS
primary care records in 2022 [40]. These high levels may be
related to incentive schemes (QOF) to improve completeness
in England [41]. Similarly, 68.7% (898,023/1,307,601)
completeness for language coding aligns with findings that
emphasize the need for comprehensive demographic information
to support better patient health outcomes [42].

The minimal recording of employment status (29,848/1,229,644,
2.4%) and the moderate completeness of BMI data
(485,660/1,159,241, 41.9%) underscore challenges in capturing
socioeconomic and health metrics. These gaps are consistent
with literature indicating that certain health data, such as
employment status, are often underreported in primary care
settings [43]. Our findings on smoking status
(530,720/1,185,812, 44.8%) and alcohol consumption
(222,753/1,236,580, 18%) coding completeness, which show
significant borough variation, also reflect widespread
underrecording of these factors in patient records [44]. This
may reflect discomfort in approaching conversations about
lifestyle factors as well as lack of time or resources, particularly
in more deprived areas [12,45].

The variation in cancer screening data across pathways,
particularly the fragmented coding for breast screening,
highlights the complexities in capturing screening information.
Rafi et al [46] also found that a wide range of codes were used
to document a family history of breast cancer in primary care,
leading to inconsistencies in data quality and the potential for
misclassification of risk. This finding may relate to primary
care’s role and responsibilities in screening, where their
involvement varies significantly across different cancer types
[47]. While primary care plays a structured role in bowel and
cervical screening (underpinned by funding and agreed processes
nationally), breast cancer screening activity is not delivered or
incentivized in primary care.

New cancer diagnoses were also undercoded, at 87%
(4604/5260) completeness. This aligns with findings from the
Netherlands, where only 60.6% of cancer cases were coded
according to the national registry [9]. Undercoding is linked to
reliance on unstructured secondary care letters and a lack of
coding incentives [8,9]. Cancer treatment and staging data were
also undercoded, and there was not any existing evidence to
compare against.

The recording of CCRs (3953/5982, 66% of eligible patients)
closely mirrors the proportion of coded diagnoses, suggesting
a correlation between diagnosis coding and care review
documentation. However, concerns exist that high completeness
rates reflect a “tick-box” approach driven by financial incentives
for coding “cancer care review” [48]. Documentation of broader
personalized cancer care indicators, such as care plans and
holistic needs assessments, was minimal (1%-2%), highlighting
gaps in comprehensive cancer care documentation. This aligns
with studies calling for broader, patient-centered metrics to
sustain confidence in cancer registries [49]. National CCR
templates embedded in GP electronic records [50] support
additional quality indicator completion alongside CCRs,
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promoting standardization [51]. The lack of broader care
indicators being coded suggests that these templates are not
embedded in daily practice.

While this project was conducted in NCL, the findings have
broader relevance across other similar primary care settings.
Although population demographics vary between regions, the
core structures, processes, and incentives that shape GP coding
behaviors are largely consistent across the NHS and similar
international health care systems. Primary care operates within
a standardized framework of national policies, contractual
obligations, and clinical systems, meaning that the challenges
and opportunities identified in this study are likely to be
mirrored elsewhere. As such, our findings provide valuable
insights for informing coding improvement initiatives beyond
our study region, with potential applicability across primary
care systems nationally.

Limitations
Two boroughs were excluded due to nonengagement; however,
the dataset remained robust with high completeness in other
areas, minimizing bias. The findings should be interpreted
cautiously for nonsubmitting practices. Additionally, our
quantitative data searches were completed by GP Federation’s

IT team, but their searches could not fully align with our
specifications. This left gaps in key cancer care metrics, such
as patients with cancer on stratified follow-up pathways or active
surveillance; alternative data sources such HealtheIntent (the
ICBs’ provider for linked datasets across the NHS in NCL until
September 2025), helped fill in some gaps.

Conclusions
The QI project has provided a unique and detailed insight into
the many dimensions of cancer coding across the whole pathway
in primary care and sheds light on many factors that underpin
variation and coding preference.

We have developed recommendations based on our findings
aimed at primary care providers, commissioners, ICBs’ digital
teams [52], cancer screening teams and the National Cancer
team [53].

Implications for Practice
Textbox 1 outlines practical recommendations to enhance
primary care data management, integration with secondary care,
and overall service quality. The focus is on standardizing coding
practices, improving information flow, and leveraging data for
informed decision-making and patient care improvements.
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Textbox 1. Implications for practice.

Strengthen data infrastructure in primary care

• Develop a structured data framework using SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms) with a minimum dataset
and distinct code sets, aligning with secondary care processes. This will enable better use of primary care data for analysis, epidemiology, and
health care improvement.

Enhance breast screening integration with primary care

• Transition to electronic breast screening outcome reports for general practitioners (GPs), standardize national breast screening activity codes
within SNOMED CT, and define and resource primary care’s role in patient follow-up and nonattendance intervention. These changes will
improve the accuracy and efficiency of breast screening data and ensure clear responsibility for patient engagement.

Improve secondary care information for primary care

• Standardize hospital discharge letters to clearly indicate new diagnoses, multidisciplinary team outcomes, and care plans, ensure clinical coding
aligns with SNOMED CT; prioritize consistent implementation of end-of-treatment summaries; and link secondary care data directly to primary
care [27-29]. This recommendation aligns with the national strategy [54,55]. This will reduce duplication, enhance continuity of care, and improve
data quality for patient management.

Standardize primary care coding practices

• Employ coding professionals in primary care, align screening activity codes, update bowel screening codes to reflect the transition from fecal
occult blood to fecal immunochemical tests, and educate the workforce on the value of high-quality coding. These steps will improve consistency,
accuracy, and the usefulness of coded data for patient care and service planning.

Optimize patient registration processes

• Automate the integration of coded demographic, behavioral, and risk factor data from National Health Service Digital’s updated registration
forms (Patient Registration Form 1) [56] into primary care systems and allocate resources for implementation. This will ensure more complete
and accurate patient information from the outset.

Improve Quality Outcomes Framework rules and transparency

• Make Quality Outcomes Framework rule changes trackable over time and provide clearer navigation and updates [57,58]. This will help those
involved in service improvement and research to understand and respond to coding changes more effectively.

Implement primary care coding audits

• Introduce National Health Service England–funded coding audits, assess data quality and completeness, flag nonrecommended codes, and
cross-reference with national datasets. This will improve coding accuracy, highlight inconsistencies, and enhance data reliability.

Develop an analytics dashboard

• Create a live dashboard to track trends, profile data, and support quality improvement, leveraging the London Health Data Service (launched in
June 2025) [59]. This will provide real-time insights into primary care data, supporting better decision-making and service planning.

Facilitate knowledge sharing

• Identify regions with superior data completeness and share successful quality improvement initiatives across London. This will promote best
practices and drive improvements in data quality and patient care across the system.
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Abstract

Background: Cystoscopy remains the gold standard for diagnosing bladder lesions; however, its diagnostic accuracy is operator
dependent and prone to missing subtle abnormalities such as carcinoma in situ or misinterpreting mimic lesions (tumor,
inflammation, or normal variants). Artificial intelligence–based image-analysis systems are emerging, yet conventional models
remain limited to single tasks and cannot produce explanatory reports or articulate diagnostic reasoning. Multimodal large language
models (MM-LLMs) integrate visual recognition, contextual reasoning, and language generation, offering interpretive capabilities
beyond conventional artificial intelligence.

Objective: This study aims to rigorously evaluate state-of-the-art MM-LLMs for cystoscopic image interpretation and lesion
classification using clinician-defined stress-test datasets enriched with rare, diverse, and challenging lesions, focusing on diagnostic
accuracy, reasoning quality, and clinical relevance.

Methods: Four MM-LLMs (OpenAI-o3 and ChatGPT-4o [OpenAI]; Gemini 2.5 Pro and MedGemma-27B [Google]) were
evaluated under blinded, randomized procedures across two tasks: (1) free-text image interpretation for anatomic site, findings,
lesion reasoning, and final diagnosis (n=401) and (2) seven-class tumor-like lesion classification (n=113) within a multiple-choice
framework (cystitis, polyps, papilloma, papillary urothelial carcinoma, carcinoma in situ, non-urothelial carcinoma, and none of
the above). Three raters independently scored outputs using a 5-point Likert scale, and classification metrics (accuracy, sensitivity,
specificity, Youden J index (Youden J), and Matthews correlation coefficient [MCC]) were calculated for lesion detection, biopsy
indication, and malignancy endpoints. For optimization, model performance was compared between zero-shot and text-based
in-context learning prompts that were prefixed with brief descriptions of tumor features.

Results: The 401-image test set spanned 40 subcategories, with 322 (80.3%) containing abnormal findings in the image
interpretation task. OpenAI-o3 demonstrated strong reasoning, with high satisfaction for anatomy (339/401, 84.5%) and findings
(305/401, 76%), but lower satisfaction for lesion reasoning (211/401, 52.5%) and final diagnosis (193/401, 48.2%), indicating
increasing difficulty with higher-order synthesis. Mean Likert score differences (OpenAI-o3 minus Gemini 2.5 Pro) were +0.27
for findings (adjusted P value: q=0.002), +0.24 for lesion reasoning (q=0.047), and +0.19 for final diagnosis. For clinically
relevant endpoints in the full set, OpenAI-o3 achieved the most balanced performance, with lesion detection accuracy of 88.3%,
sensitivity of 92%, specificity of 73.1%, Youden J of 0.650, and MCC of 0.635. In 7-class tumor-like lesion classification,
OpenAI-o3 achieved accuracies of 73.5% for biopsy indication and 62.8% for malignancy, with a balanced sensitivity-specificity
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trade-off, outperforming other models. Notably, OpenAI-o3 performed best on prevalent malignant lesions. ChatGPT-4o and
Gemini 2.5 Pro showed high sensitivity but low specificity, whereas MedGemma-27B underperformed. In-context learning
improved OpenAI-o3 microaverage accuracy (40.7%→46.0%; MCC 0.311→0.370) but yielded only slight specificity gains and
minimal accuracy change in other models, likely constrained by the absence of paired image-text context.

Conclusions: MM-LLMs demonstrate meaningful assistive potential in generating interpretable cystoscopy free-text rationales
and supporting biopsy triage and training. However, performance in difficult differential diagnoses remains modest and requires
further optimization before safe clinical integration.

(J Med Internet Res 2026;28:e87193)   doi:10.2196/87193

KEYWORDS

multimodal; large language model; AI; cystoscopy; diagnostic reasoning; finding description; biopsy indication; bladder tumor;
artificial intelligence

Introduction

Cystoscopy is one of the most frequently performed procedures
in urology [1]. Its effectiveness heavily depends on the
urologist’s experience, attention to detail, and interpretive skill,
making it both technically and diagnostically challenging [2].
Interobserver variability is common, and lesion characterization
(tumor vs inflammation vs normal variant) is not always
straightforward, often requiring clinical correlation. Bladder
cancer, the ninth most common cancer globally [3], relies
heavily on cystoscopy as the cornerstone for diagnosis,
treatment, and surveillance. However, studies report
false-negative rates ranging from 10%-40%, with white-light
cystoscopy missing up to one-third of carcinoma in situ (CIS)
cases and frequently overlooking small tumors [4]. Accordingly,
cystoscopic interpretation is a nuanced clinical process.

Artificial intelligence (AI)-assisted cystoscopic diagnosis and
decision-making can be decomposed into distinct tasks: lesion
detection (present vs absent), lesion classification, margin
segmentation, descriptive reporting, biopsy triage, final
diagnosis, and ultimately full report generation. Each task places
different demands on algorithms, ranging from visual
localization to semantic reasoning and clinical judgment.
Previous work in cystoscopy has predominantly framed the
problem as image classification or segmentation [5-9], often
using specialized vision pipelines that localize or outline lesions
but provide limited clinical context and have uncertain
generalizability across morphology-diverse appearances.

Evidence from other endoscopic domains provides a useful
benchmark. Task-tuned computer-aided detection systems in
colonoscopy, for example, improve clinically meaningful
endpoints such as polyp or adenoma detection in randomized
and real-world settings; however, these gains are achieved by
narrowly optimized, single-purpose models rather than by
systems capable of broader interpretive reasoning [10-14].

Against this background, multimodal large language models
(MM-LLMs) hold substantial potential [15]. By jointly
processing images and text, MM-LLMs can, in principle, “see
and say”: integrate visual features with medical knowledge,
generate free-text rationales, and condition decisions on clinical
context [16]. Early reports suggest encouraging aggregate
performance, but also reveal marked variability across lesions
and tasks, indicating a role as assistive rather than autonomous
readers at present [17].

Key gaps remain. First, it is unclear how state-of-the-art (SOTA)
MM-LLMs perform on morphology-diverse, clinically difficult
cystoscopic images curated as a stress test by domain experts.
Second, the alignment between their free-text reasoning and
expert judgment has not been systematically examined. Third,
the practical utility of in-context learning (ICL) in
cystoscopy—without task-specific fine-tuning—remains
uncertain [18].

To address these gaps, our goal was to characterize the current
capabilities and limitations of MM-LLMs in cystoscopic
interpretation and to outline directions for model strengthening
and additional adaptations required for safe clinical adoption.

Methods

Overview
Building on this objective, we (1) constructed a clinician-defined
stress test that reflects real-world interpretive difficulty and
spans benign and malignant lesions; (2) implemented a
rater-blinded, model-anonymized evaluation across 2
complementary tasks—free-text image interpretation (4
open-ended questions plus a binary lesion detection query) and
structured 7-class lesion classification; (3) mapped model
outputs to clinically actionable binary endpoints (biopsy
indication and malignancy); and (4) quantified the incremental
benefit of ICL over zero-shot prompting. The overall study
workflow is provided in Figure 1.
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Figure 1. Study flow diagram. Evaluation pipeline for cystoscopic image interpretation and tumor-like lesion classification using 4 multimodal large
language models (MM-LLMs). ICL: in-context learning; MCC: Matthews correlation coefficient; NPV: negative predictive value; PPV: positive
predictive value.

Curation of a Diverse Image Test Set

Inclusion Criteria and Diverse Lesion Coverage
We evaluated vision-enabled LLMs for cystoscopic image
interpretation and tumor-like lesion classification. To stress-test
model generalization, the test set was curated to maximize the
diversity of morphological patterns rather than mirror clinical

prevalence. Images were included only if they mapped to a
prespecified schema of lower urinary tract
presentations—normal anatomy, intraluminal nonmucosal
conditions, and focal mucosal lesions—with finer-grained
sublabels (eg, verumontanum, trabeculation, and papillary
urothelial carcinoma [pUC]). To extend beyond routine cases,
we deliberately sampled uncommon entities encountered in
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practice, including endometriosis, miscellaneous deposits,
fistulas, and erosion-related changes. This approach yielded a
corpus with broad lesion coverage suitable for rigorous
stress-testing cystoscopic interpretation.

Sources and Image Preprocessing
Images were curated between April and June 2025 from five
sources: (1) an industry archive of intra-operative images
captured on Karl-Storz endoscopes, (2) reference atlases (eg,
Springer’s Diagnostic Cystoscopy [19] and other urologic
textbooks), (3) deidentified cystoscopy images obtained from
websites, (4) open-access repositories accompanying
PubMed-indexed papers and public datasets, and (5) Creative
Commons–licensed surgical or teaching videos hosted on
YouTube (Google). A total of 500 images were curated, and 99
were excluded due to poor image quality or an ill-defined lesion.
The distribution of image sources and the memorization-test
results, which were used to evaluate potential data-leakage risk
from overlap with the 4 models’ pretraining corpora, are
summarized in Table S1 in Multimedia Appendix 1. Raw images
were center-cropped to a square aspect ratio, resized to 800×800
pixels, and saved as JPEG files. This standardized pipeline
harmonized the field of view and resolution across
heterogeneous sources and ensured uniform inputs for all
downstream model evaluations.

Multimodal LLMs
The evaluated MM-LLMs comprised 3 general-purpose models
and 1 open-weight, medical-specific baseline. Two
reasoning-optimized models—OpenAI-o3 [20] and Google
Gemini 2.5 Pro [21]—were selected for their native image
processing capabilities and emphasis on multistep reasoning.
These represent the SOTA reasoning MM-LLMs available
before July 2025. ChatGPT-4o (OpenAI) was included as a
general-purpose, nonreasoning MM-LLM optimized for
everyday assistance and among the earliest widely deployed
models capable of accepting image input. MedGemma-27B
(Google) [22] was intentionally included as a local and
open-weight baseline—an open-source medical model (~27B
parameters) suited for on-premises deployment and potential
clinical fine-tuning. Because its parameter count and training
budget are substantially smaller than the proprietary models
(undisclosed), MedGemma-27B serves as a baseline rather than
a capacity-matched comparator. Collectively, these systems
span closed-source production platforms and an open-weight
medical baseline, enabling a balanced, transparent comparison.

Study Design

Establishment of the Gold Standard
The reference standard diagnoses were determined through a
multiphase, consensus-based process. Two urological experts,
each with more than 25 years of clinical experience,
independently reviewed all cystoscopic images, blinded to each
other’s assessments. The initial interexpert agreement was
satisfactory (Cohen κ=0.81). In cases of disagreement, a
consensus meeting was convened to establish a single unified
diagnosis, integrating both normal anatomical features and
pathological findings.

Image Interpretation and Lesion Classification Tasks
For a comprehensive evaluation, we designed 2 complementary
tasks that reflect distinct components of diagnostic reasoning.
The first, the image interpretation task, evaluated each model’s
capacity for domain-specific interpretation, logical reasoning,
descriptive accuracy, and clinical judgment. The second, the
lesion classification task, assessed the model’s discriminative
performance in differential diagnosis. Together, these 2 tasks
provided a systematic assessment of MM-LLMs in both
free-form interpretation and constrained classification settings,
thereby capturing complementary dimensions of clinical
decision-making.

Image Interpretation Task
The task used a structured, stepwise, open-ended question
format. Each model was primed with a role-based instruction
(“Suppose you are a urologist”) and prompted with 4 sequential
open-ended questions addressing anatomical site (Q1), findings
(Q2), lesion reasoning (Q4), and final diagnosis (Q5). Q3 was
not an open-ended interpretation item; it was a binary
lesion-detection query (present or absent) embedded in the
Q1→Q5 chain-of-thought to assess abnormal-versus-normal
detection and was automatically graded against the gold
standard. Free-text outputs for Q1, Q2, Q4, and Q5 were
independently assessed by 3 raters (urology residents with 2-5
years of cystoscopy experience) using a 5-point Likert scale
(1=disagree, 2=somewhat disagree, 3=neutral, 4=somewhat
agree, and 5=agree).

Blinded and Randomized Evaluation Procedures
A dedicated evaluation software was developed to ensure
complete rater blinding and randomization of both image
presentation and model output order (Figure S1 in Multimedia
Appendix 1).

• Image-level randomization: the display order of images
was randomized once and shared across all raters. Each
evaluation screen presented only 1 cystoscopic image at a
time.

• Structured display: the upper panel displayed the image
and its gold-standard answers to 5 reference questions (4
open-ended and 1 binary detection). The lower panel
simultaneously presented anonymized text responses from
the 4 MM-LLMs.

• Model-level randomization and anonymization: for each
image, the order of model outputs was independently
shuffled to minimize position bias. Model identities were
fully anonymized to raters.

• Scoring process: raters independently scored the free-text
responses using the 5-point Likert scale. The binary
lesion-detection item (Q3) was automatically graded against
the reference standard and was not rated by humans.

Lesion Classification Task
The lesion classification task was conducted to evaluate the
models’ discriminative capacity. It simulates a clinical scenario
in which a urologist has already identified a tumor-like lesion
and requires a differential diagnosis. A subset of tumor-like
lesion images was used for this analysis. The task involved a
7-class multiple-choice framework comprising cystitis, polyps,
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papilloma, pUC, CIS, nonurothelial carcinoma (non-U Ca), and
none of the above (NOTA). Models were tested under 2
prompting strategies: zero-shot prompting and ICL. In the ICL
condition, a text-based description of tumor-related features
was incorporated into the prompt. This task aimed to assess
each model’s discriminative performance, adaptability to
structured clinical classification, and robustness across
prompting paradigms.

A subset of tumor-like lesion images was used for this task. The
7-class classification included cystitis, polyps, papilloma, pUC,
CIS, non-U Ca, and NOTA. Models were tested under 2
settings—zero-shot prompting and ICL with added
tumor-feature descriptions—to assess discriminative
performance.

Clinically Relevant Binary Endpoint Conversion
To mirror real-world cystoscopic decision-making when
tumor-like lesions are encountered, the 7-class classification
task was collapsed into 2 clinically oriented binary endpoints.
The first, the biopsy-indication endpoint, represented immediate
clinical decision-making: pUC, CIS, non-U Ca, papilloma, and
polyps were labeled as “biopsy indicated,” whereas cystitis and
NOTA were labeled as “biopsy not indicated.” The second, the
malignancy endpoint, classifies pUC, CIS, and non-U Ca as
malignant, and cystitis, polyps, papilloma, and NOTA as
nonmalignant. This mapping preserved the full 7-class
framework for granular analysis while providing pragmatic
outcomes aligned with bedside triage. Notably,
papilloma—though histologically benign—was categorized as
“biopsy indicated” to reflect the routine need for histologic
confirmation.

Prompt Design
The complete and exact prompt designs are detailed in the
Multimedia Appendix 1.

Prompt Design With Open-Ended Questions for Image
Interpretation
We used a role-based, zero-shot prompt tailored to cystoscopy.
The prompt primed domain reasoning (“Suppose you are a
urologist”) and briefly contextualized the procedure, followed
by stepwise instructions to encourage explicit intermediate
reasoning. The query comprised five domains: (1) anatomic site
(free text), (2) endoscopic findings (free text), (3) presence or
absence of a pathological lesion (binary), (4) lesion diagnostic
reasoning and justification if present (free text), and (5) final
diagnosis (free text).

Prompt Design for Tumor-Like Lesion Classification
Task With Multiple-Choice Diagnostic Framework
We compared 2 prompting strategies for cystoscopic diagnosis
of tumor-like lesions: zero-shot and ICL. Both adopted a
role-based instruction (“Suppose you are a urologist”). The
zero-shot prompt presented a single forced-choice 7-class label
set. In contrast, the ICL prompt prefixed brief text-based
descriptions of the 7 lesion classes before the same
multiple-choice query. Models were instructed to provide the
best diagnosis from the given options and include a concise
rationale grounded in endoscopic morphology.

Outcome Measures and Statistical Analysis
For each image-question-answer instance, the 3 raters’
Likert-scale ratings were averaged to obtain a single consensus
score. The distribution of these scores across the test set was
summarized using the mean and SD to describe the central
tendency and variability of model performance. To compare
performance among models, pairwise differences in scores were
analyzed using paired t tests. Results were reported as mean
differences with 95% CIs. Given the ordinal nature of
Likert-scale data, Wilcoxon signed-rank tests were conducted
as a sensitivity analysis. To account for the multiplicity of
pairwise comparisons across the top 3 performing models, the
Benjamini-Hochberg procedure was applied to control the false
discovery rate and mitigate type I error. Consequently, statistical
significance for all intermodel comparisons was defined as a
false discovery rate–adjusted P value (q value)<.05. Subgroup
analyses of final diagnosis were conducted according to
cystoscopic finding categories and anatomic sites, following
the same statistical procedures.

For interpretability, the mean Likert-scale score for each item
was further converted into a binary satisfaction outcome:
satisfactory if the mean score was >3 and unsatisfactory if ≤3.
The satisfaction rate (percentage of satisfactory responses) was
reported and used as a binary outcome in subsequent analyses.

The performance metrics for the classification tasks—including
binary domains (lesion detection: present vs absent, biopsy
indication: yes or no, and malignancy: yes or no) and the 7-class
lesion classification—were derived from confusion matrices.
Reported metrics included accuracy, sensitivity, specificity,
positive predictive value, negative predictive value, Youden J,
and the Matthews correlation coefficient (MCC) [23]. Youden
J represents the overall diagnostic effectiveness of a test, defined
as (sensitivity + specificity – 1), and reflects the balance between
true-positive and true-negative rates. The MCC quantifies the
overall agreement between predicted and actual classifications
by incorporating all 4 components of the confusion matrix (true
or false positives and negatives). Metric comparisons were
conducted using the chi-square test.

For the 7-class task (n=113), models were instructed to select
exactly 1 forced-choice label from the prespecified options.
Outputs failing to provide a single permissible choice (eg,
refusals such as “I could not answer this question”) were coded
as invalid. To ensure a consistent head-to-head comparison and
minimize selection bias, the primary (strict) analysis used an
intent-to-treat approach: invalid outputs were retained in the
denominator and treated as incorrect predictions. However,
because an invalid output does not necessarily reflect an
incorrect diagnosis and may instead represent
abstention—potentially safer than guessing in a
human-in-the-loop workflow—we conducted a secondary
sensitivity analysis, recalculating performance metrics
conditional on valid responses only. All statistical analyses were
conducted using SAS software (version 9.4; SAS Institute Inc).

Ethical Considerations
The Research Ethics Committee A of National Taiwan
University Hospital determined that this study was exempt from
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human participant research (NTUH-REC 202507210W).
Informed consent was waived because this study involved a
secondary analysis of deidentified cystoscopic images with no
patient contact or intervention; for publicly available or
published images, consent for the original collection followed
the source publication, and the exemption permitted secondary
analysis without additional consent. All images were
deidentified, stored on access-controlled institutional systems,
and reported only in aggregate. No participants were recruited,
and no compensation was provided; all figures were reviewed
to ensure no individual is identifiable.

Results

Distribution of the Whole Test Set and the Tumor-like
Lesion Subset
Among 401 cystoscopic images, most originated from the
bladder (n=329), followed by the prostate (n=41) and urethra
(n=31). Abnormal findings were present in 322 (80.3%) images.
The most common categories were tumor or neoplasm (n=126),
structural or outlet abnormalities (n=76), inflammatory or
reactive changes (n=69), deposits or foreign bodies (n=43), and
vascular lesions (n=8); 79 (19.7%) images showed normal
anatomy (Table 1). Table 1 provides the detailed distribution
of finding subcategories, reflecting diagnostic diversity and
difficulty.
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Table 1. Detailed distribution of cystoscopic finding subcategories in the whole test dataset (N=401). This table provides a comprehensive breakdown
of all observed cystoscopic findings across 3 hierarchical levels (normality, categories, and subcategories) and anatomic sites (bladder, prostate, and
urethra). Values are presented as n (intracategory %); percentages represent the proportion of each subcategory within its respective parent category.
The inclusion of both benign and malignant findings illustrates the heterogeneity of endoscopic presentations and underscores the diagnostic complexity
represented in the dataset.

TotalUrethraProstateBladderAnatomic site

Finding normality, categories, and subcategories, n (intracategory %)

3222435263Abnormal

12612 (100)—114 (100)Tumor or neoplasm

7——7 (6.1)Bladder polyp

17——17 (14.9)Suspected bladder CISa

2——2 (1.8)Suspected nephrogenic adenoma

12——12 (10.5)Papilloma

52——52 (45.6)Papillary urothelial carcinoma

18——18 (15.8)Nonurothelial carcinoma

5——5 (4.4)Endometriosis

1——1 (0.9)Teratoma

44 (33.3)——Urethral polyp

88 (66.7)——Urethral tumor

691 (100)1 (100)67 (100)Inflammation or reaction

4——4 (6.0)Bladder amyloidosis

6——6 (9.0)Bladder keratinizing

5——5 (7.5)Bladder malakoplakia squamous metaplasia

1——1 (1.5)Bladder mucosal break

26——26 (38.8)Cystitis

5——5 (7.5)Hemorrhagic cystitis

10——10 (14.9)Suspected ICb

7——7 (10.4)Suspected radiation cystitis

3——3 (4.5)Suspected Schistosomiasis

21 (100)1 (100)—Urethritis

432 (100)2 (100)39 (100)Deposits or foreign bodies

5——5 (12.8)Bladder encrustation

141 (50)1 (50)12 (30.8)Blood clot

81 (50)—7 (17.9)Foreign body

16—1 (50)15 (38.5)Stone

769 (100)32 (100)35 (100)Structure or outlet

4——4 (11.4)Bladder diverticulum

4——4 (11.4)Bladder neck contracture

12——12 (34.3)Bladder scar

2——2 (5.7)Bladder trabeculation

4——4 (11.4)Vesicoureteral reflux

6——6 (17.1)Ureterocele

52 (22.2)—3 (8.6)Suspected fistula

31—31 (96.9)—Prostate enlargement

1—1 (3.1)—Prostatic cyst
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TotalUrethraProstateBladderAnatomic site

44 (44.4)——Urethra stricture

11 (11.1)——Urethral cyst

22 (22.2)——Urethral trauma

8——8 (100)Vascularity

1——1 (12.5)Bladder hemangioma

4——4 (50.0)Bladder telangiectasia

3——3 (37.5)Bladder varices

797666Normal

aCIS: carcinoma in situ.
bIC: interstitial cystitis.

The tumor-like lesion subset included 113 visually and
pathologically similar images spanning both benign and
malignant lesions: cystitis (n=18), polyps (n=7), papilloma

(n=12), pUC (n=20), CIS (n=17), non-U Ca (n=17), and NOTA
(n=22) (Table 2).

Table 2. Distribution of the tumor-like lesion subset (n=113) used for the 7-class lesion classification task, representing a focused subset of the whole
test dataset. The tumor-like lesion subset comprised 18 cystitis (15.9%), 7 polyps (6.2%), 12 papilloma (10.6%), 20 papillary urothelial carcinoma
(pUC; 17.7%), 17 carcinoma in situ (CIS; 15%), 17 non-urothelial carcinoma (non-U Ca; 15%), and 22 none of the above (NOTA; 19.5%).

Value, n (%)Lesion type

18 (15.9)Cystitis

7 (6.2)Polyps

12 (10.6)Papilloma

20 (17.7)pUCa

17 (15)CISb

17 (15)Non-U Cac

22 (19.5)NOTAd

113 (100)Total

apUC: papillary urothelial carcinoma.
bCIS: carcinoma in situ.
cNon-U Ca: non-urothelial carcinoma.
dNOTA: none of the above.

Comparative Mean Scores of LLMs in Image
Interpretation
Among the whole test set (n=401), MM-LLMs demonstrated
progressively lower performance as task complexity increased
(Table 3 and Figure 2). Mean Likert-scale scores declined from
anatomic site recognition (≈ 4.1) to findings (≈ 3.4-3.7), lesion
reasoning (≈ 2.7-2.9), and final diagnosis (≈ 2.6-2.8).
OpenAI-o3, ChatGPT-4o, and Gemini 2.5 Pro achieved
comparable accuracy in anatomical localization, while
OpenAI-o3 showed the highest overall consistency and clarity

in lesion description. Statistically significant differences
emerged in the findings, lesion reasoning, and final diagnosis
domains, in which OpenAI-o3 outperformed Gemini 2.5 Pro
and the medical-specific MedGemma-27B. Notably,
MedGemma-27B lagged substantially behind the
general-purpose MM-LLMs across all categories, suggesting
that its limited training scope constrained both descriptive
precision and diagnostic reasoning. These results indicate that
reasoning-optimized general-purpose MM-LLMs currently
outperform open-source, domain-specific models in free-text
cystoscopic interpretation tasks.
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Table 3. Performance of 4 multimodal large language models (MM-LLMs) in cystoscopic image interpretation, presented as mean Likert scores and
SDs across open-ended questions and final-diagnosis subgroups.

MedGemma-27B,
mean (SD)

Gemini 2.5 Pro,
mean (SD)

ChatGPT-4o,
mean (SD)

OpenAI-o3,
mean (SD)

ValueQuestion and subgroup

Whole test set (n=401)

Questions

2.45 (1.37)4.10 (1.21)4.06 (1.20)4.13 (1.24)401Q1: anatomic site

1.80 (1.03)3.42 (1.30)3.54 (1.25)3.69 (1.23)401Q2: findings

1.62 (1.11)2.70 (1.48)2.89 (1.49)2.94 (1.57)401Q4: lesion reasoning

1.48 (0.93)2.61 (1.51)2.75 (1.51)2.79 (1.59)401Q5: final diagnosis

Q5. final diagnosis

Subgrouping by findings

2.06 (1.18)3.07 (1.51)3.32 (1.36)3.12 (1.44)126Tumor or neoplasm

1.19 (0.45)2.87 (1.29)2.82 (1.30)2.34 (1.21)69Inflammation or reaction

1.07 (0.26)2.64 (1.64)2.97 (1.52)2.77 (1.59)43Deposits or foreign bodies

1.03 (0.10)2.45 (1.67)1.45 (0.69)1.71 (1.13)76Structure or outlet

1.29 (0.70)2.75 (0.87)2.75 (0.71)2.42 (1.05)8Vascularity

1.49 (1.04)1.76 (1.13)2.92 (1.81)3.79 (1.76)79Normal

Subgrouping by anatomic site

1.56 (1.00)2.64 (1.47)3.06 (1.46)3.04 (1.56)329Bladder

1.09 (0.31)2.95 (1.79)1.24 (0.62)1.45 (1.02)41Prostate

1.12 (0.38)1.80 (1.27)1.48 (0.91)2 (1.34)31Urethra

Figure 2. Comparative mean scores of multimodal large language models (MM-LLMs) for cystoscopic image interpretation across 4 question domains
in the whole test set. Asterisks denote statistically significant pairwise differences among the top 3 models. *q<0.05, where q is the false discovery rate
(FDR)-adjusted P value.

Mean-score pairwise comparisons among models (mean-score
deltas) are provided in Table S2 in Multimedia Appendix 1. A
0.2-point difference on the 5-point Likert score corresponds
approximately to a 5-point difference on a 100-point scale. The
matrix of column-row differences confirmed OpenAI-o3’s edge

across open-question domains. Versus Gemini 2.5 Pro,
OpenAI-o3 scored higher by +0.27 on findings (q=0.002), +0.24
on lesion reasoning (q=0.047), +0.03 on anatomic site, and
+0.19 on final diagnosis (not significant). Against ChatGPT-4o,
OpenAI-o3 held a small but consistent advantage on findings
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(+0.15, q=0.004) with near-parity on anatomic site, lesion
reasoning, and final diagnosis (+0.07, +0.06, +0.04; not
significant). All general-purpose models substantially
outperformed the medical-specific MedGemma-27B;
OpenAI-o3’s margins were +1.68 (anatomic site), +1.90
(findings), +1.32 (lesion reasoning), and +1.32 (final diagnosis),
all q<0.001. Taken together, these deltas indicate that
OpenAI-o3 is the most reliable free-text interpreter, with the
largest, statistically robust gains in content-heavy domains
(Findings → Reasoning → Diagnosis). The significance pattern
of the Wilcoxon signed-rank tests was consistent with that of
the paired t tests.

Intraclass correlation coefficients demonstrated excellent
interrater reliability across both model and question domains.
Of the 16 intraclass correlation coefficient values, 14 ranged
from 0.82 to 0.94, indicating high consistency among raters
(Table S3 in Multimedia Appendix 1).

Model Satisfaction Rates
Satisfaction rates for each question across models closely
paralleled mean scores of the Likert scale (Figure 3). Overall,
satisfaction ranked anatomic site > findings > lesion reasoning
≈ final diagnosis, consistent with mean-score trends. Anatomic
site showed uniformly high satisfaction for the top 3 models
(339/401, ≈85%), while MedGemma-27B was much lower
(184/401, 46%). For findings, OpenAI-o3 (305/401, 76%) and
ChatGPT-4o (297/401, 74%) outperformed Gemini 2.5 Pro
(277/401, 69%) and MedGemma-27B (92/401, 23%; all q<0.01).
In lesion reasoning, OpenAI-o3 (211/401, 53%) and
ChatGPT-4o (201/401, 53%) outperformed Gemini 2.5 Pro
(184/401, 46%; q=0.003 and q=0.002 vs Gemini 2.5 Pro,
respectively), while MedGemma-27B again had the lowest
performance (72/401, 18%). For final diagnosis, satisfaction
was lowest overall but remained higher for OpenAI-o3 and
ChatGPT-4o (192/401, ≈48%) than for Gemini 2.5 Pro (168/401,
42%) or MedGemma-27B (60/401, 15%).

Figure 3. Comparative satisfaction rates (% of cases with mean score >3) of multimodal large language models (MM-LLMs) for cystoscopic image
interpretation across 4 question domains. Asterisks denote significance for pairwise comparisons between the top 3 models. *q<0.05, where q is the
false discovery rate (FDR)-adjusted P value.

Subgroup Analysis of Final Diagnosis
When mean scores for final diagnosis were stratified by finding
category (Figure 4 and Table 3), the largest intermodel
differences occurred in the normal and structure or outlet groups.
OpenAI-o3 achieved the highest score for normal findings
(3.79), significantly outperforming ChatGPT-4o (2.92) and
Gemini 2.5 Pro (1.76; q<0.001). Conversely, Gemini 2.5 Pro

scored best for structure or outlet findings (2.45), exceeding
OpenAI-o3 (1.71) and ChatGPT-4o (1.45; q<0.001). For tumor
or neoplasm, ChatGPT-4o slightly surpassed OpenAI-o3 (3.32
vs 3.12; q=0.02), with Gemini 2.5 Pro showing comparable
performance (3.07). Inflammation or reaction and vascularity
categories both favored ChatGPT-4o and Gemini 2.5 Pro over
OpenAI-o3, whereas deposits or foreign bodies showed minimal
differences among models.
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Figure 4. Subgroup analysis of mean final diagnosis scores across 6 cystoscopic finding categories (tumor or neoplasm, inflammation, deposits,
structure, vascularity, and normal) for 4 multimodal large language models (MM-LLMs). Asterisks denote significance for pairwise comparisons
between the top 3 models. *q<0.05, where q is the false discovery rate (FDR)-adjusted P value.

Performance also varied by anatomic site (Figure 5 and Table
3). Gemini 2.5 Pro performed best in the prostate (2.95),
significantly exceeding OpenAI-o3 (1.45) and ChatGPT-4o
(1.24; q<0.001). In the bladder, OpenAI-o3 (3.04) and
ChatGPT-4o (3.06) outperformed Gemini 2.5 Pro (2.64;
q<0.001). For the urethra, OpenAI-o3 (2) exceeded ChatGPT-4o

(1.48; q=0.02), with Gemini 2.5 Pro intermediate (1.80). These
site-specific trends suggest complementary strengths: Gemini
2.5 Pro performs relatively better in structure-dominated prostate
views, whereas OpenAI-o3 and ChatGPT-4o perform best in
bladder-focused interpretation.
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Figure 5. Subgroup analysis of mean final diagnosis scores across 3 anatomic sites (bladder, prostate, and urethra) for 4 multimodal large language
models (MM-LLMs). Asterisks denote significance for pairwise comparisons between the top 3 models. *q<0.05, where q is the false discovery rate
(FDR)-adjusted P value.

Clinically Relevant Binary Endpoints
For the lesion-detection task in the whole test set, OpenAI-o3
achieved the highest overall performance, with an accuracy of
88.3%, a Youden J of 0.650, and an MCC of 0.635, followed
by ChatGPT-4o and Gemini 2.5 Pro, while MedGemma-27B
performed the lowest (Table 4). OpenAI-o3 demonstrated the

most balanced profile (sensitivity 92% and specificity 73.1%),
whereas ChatGPT-4o showed higher sensitivity but lower
specificity (94.4% vs 44.2%). Gemini 2.5 Pro exhibited an
extreme trade-off—maximal sensitivity (99.7%) but very low
specificity (10.3%). MedGemma-27B produced the weakest
results overall (accuracy 45.6%, Youden J –0.103, and MCC
–0.081).
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Table 4. Binary classification performance of 4 multimodal large language models (MM-LLMs) in clinically relevant cystoscopic endpoints (strict
analysis).

MCCiYouden JhNPVg (%)PPVf (%)Spece (%)Send (%)Accc (%)VRRb (%)Task and MM-LLMa

Whole test set (n=401)

Lesion detection (present vs absent)

0.6350.65068.793.473.192.088.3100OpenAI-o3

0.4520.38665.487.644.294.484.7100ChatGPT-4o

0.2660.10088.982.110.399.782.3100Gemini 2.5 Pro

-0.081-0.10316.477.243.646.145.6100MedGemma-27B

Tumor-like lesion subset (n=113)

Biopsy indication (yes or no): zero-shot prompting

0.4070.39763.977.957.582.273.599.1OpenAI-o3

0.2580.19364.769.827.591.869.092.9ChatGPT-4o

0.3230.28863.073.342.586.370.8100Gemini 2.5 Pro

0.1110.04860.065.77.597.365.5100MedGemma-27B

Biopsy indication (yes or no): in-context learning

0.4810.48365.681.967.580.876.1100OpenAI-o3

0.2650.21561.970.732.589.069.098.2ChatGPT-4o

0.3270.32856.176.457.575.369.0100Gemini 2.5 Pro

-0.159-0.0690.063.00.093.260.2100MedGemma-27B

Presence of malignancy (yes or no): zero-shot prompting

0.2850.27171.858.147.579.662.899.1OpenAI-o3

0.1570.13765.552.432.281.555.892.9ChatGPT-4o

0.2780.24375.956.037.387.061.1100Gemini 2.5 Pro

0.1690.16363.454.244.172.257.5100MedGemma-27B

Presence of malignancy (yes or no): in-context learning

0.2820.28068.060.357.670.463.7100OpenAI-o3

0.1870.18761.856.957.661.159.398.2ChatGPT-4o

0.2440.24365.459.057.666.762.0100Gemini 2.5 Pro

0.0990.07463.250.020.387.052.2100MedGemma-27B

aMM-LLM: multimodal large language model.
bVRR: valid response rate. Valid response rate = (total - invalid) / total. Invalid denotes outputs failing to provide a single permissible choice.
cAcc: accuracy.
dSen: sensitivity.
eSpe: specificity.
fPPV: positive predictive value.
gNPV: negative predictive value.
hYouden J: Youden J Index.
iMCC: Matthews correlation coefficient.

In the tumor-like lesion subset (n=113), OpenAI-o3 again
achieved the highest Youden J and MCC performance for both
biopsy-indication and malignancy endpoints, followed by
Gemini 2.5 Pro and ChatGPT-4o, with MedGemma-27B lowest.
For biopsy indication, OpenAI-o3 reached 73.5% accuracy
(Youden J=0.397 and MCC=0.407), demonstrating the best
specificity-sensitivity balance. ICL modestly improved
specificity and accuracy (Table 4). For malignancy detection,

OpenAI-o3 similarly performed best (accuracy 62.8%), followed
by Gemini 2.5 Pro and ChatGPT-4o, whereas MedGemma-27B
underperformed (Tables S4-S5 in Multimedia Appendix 1).

Overall, OpenAI-o3 demonstrated the most balanced diagnostic
performance across all 3 binary endpoints, consistently
achieving the highest Youden J, largely attributable to its
superior specificity (Figure 6). For lesion detection, specificity
reached 73.1%, significantly outperforming ChatGPT-4o
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(44.2%; q<0.001) and Gemini 2.5 Pro (10.3%; q<0.001; Figure
6A). In biopsy indication, specificity was 57.5%, again higher
than ChatGPT-4o (27.5%; q<0.001) and Gemini 2.5 Pro (42.5%;
q=0.047; Figure 6B). In malignancy prediction, OpenAI-o3

maintained the highest specificity (47.5%) compared to
ChatGPT-4o (32.2%; q=0.042) and Gemini 2.5 Pro (37.3%;
q=0.21; Figure 6C). In contrast, MedGemma-27B demonstrated
limited generalizability despite its medical-domain optimization.

Figure 6. Radar charts illustrating diagnostic performance across 3 cystoscopic endpoints in classification tasks. Panels represent (A) lesion detection
(presence vs absence), (B) biopsy indication (yes vs no), and (C) presence of malignancy (yes vs no). Five key metrics are visualized: accuracy, sensitivity,
specificity, Youden J index, and Matthews correlation coefficient (MCC).

Seven-Class Tumor-Like Lesion Classification
For the 7-class classification (n=113), OpenAI-o3 remained the
top-performing model, although overall accuracy was modest,
improving only slightly with ICL (microaverage accuracy from
40.7% to 46% and MCC from 0.311 to 0.370) (Table 5).
Class-level performance was heterogeneous. In the zero-shot
setting, malignant categories (pUC and CIS) achieved relatively

balanced sensitivity and specificity, whereas benign lesions
(cystitis, polyps, and papilloma) showed high specificity but
low sensitivity. Notably, non-U Ca were not recognized. ICL
mainly adjusted the sensitivity-specificity balance—enhancing
detection of polyps, papilloma, and NOTA while slightly
reducing sensitivity for cystitis and CIS. However, non-U Ca
remained unrecognized.
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Table 5. Confusion matrix outlining the performance of OpenAI-o3 in 7-class tumor-like lesion classification under zero-shot and in-context learning
prompting (strict analysis).

TotalActual

NOTAdNon-U CacCISbpUCaPapillomaPolypsCystitis

Predicted

Zero-shot prompting

143120116Cystitis

30100011Polyps

00000000Papilloma

587140201142pUC

162090005CIS

00000000Non-U Ca

2110150014NOTA

10010000Invalide

1132217172012718Total

ICLf prompting

184061106Cystitis

60300030Polyps

30000300Papilloma

49412019842pUC

140070007CIS

00000000Non-U Ca

2314240003NOTA

1132217172012718Total

Classification metrics

Zero-shot prompting

40.779.685.086.766.489.492.982.3Accuracy

40.745.5052.9100014.333.3Sensitivity

90.387.910092.759.110098.191.6Specificity

41.147.6056.334.5033.342.9PPVh

90.187.085.091.810089.494.587.9NPVi

0.3100.33400.4560.59100.1240.249Youden Jj

0.3110.34000.4680.45200.1860.277MCCk

ICL prompting

46.085.085.085.072.692.093.878.8Accuracy

46.063.6041.295.025.042.933.3Sensitivity

91.090.110092.767.710097.287.4Specificity

46.060.90.05038.810050.033.3PPV

91.091.185.089.998.491.896.387.4NPV

0.3700.53800.3390.6270.2500.4000.207Youden J

0.3700.52900.3680.4830.4790.4300.207MCC

apUC: papillary urothelial carcinoma.
bCIS: carcinoma in situ.
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cNon-U Ca: non-urothelial carcinoma.
dNOTA: none of the above.
eInvalid: model outputs failing to provide a single permissible choice.
fICL: in-context learning.
gAVG: microaverage.
hPPV: positive predictive value.
iNPV: negative predictive value.
jYouden J: Youden J Index.
kMCC: Matthews correlation coefficient.

The other 3 models performed suboptimally and showed limited
responsiveness to ICL (Tables S6-S8 in Multimedia Appendix
1). In the zero-shot setting, microaveraged accuracy ranked as
follows: 36.3% (Gemini 2.5 Pro); 31.9% (ChatGPT-4o), 28.3%
(MedGemma-27B), with Youden J and MCC both 0.164-0.257.
Under ICL, accuracy was similar or slightly lower—34.5%
(Gemini 2.5 Pro), 31% (ChatGPT-4o), and 27.4%
(MedGemma-27B)—with minimal shifts in Youden J and MCC
(0.153-0.236). Class-wise patterns were consistent: malignant
categories (pUC, CIS, and non-U Ca) showed the most balanced
sensitivity-specificity trade-offs, whereas benign entities
(cystitis, polyps, and papilloma) had low sensitivity but high
specificity.

Analysis of the NOTA Category
The NOTA category represents a unique “negative exclusion”
challenge. Previous research indicates that LLMs often exhibit
a bias toward positive selection, struggling to confidently select
“None of the Above” even when accurate [24,25]. Our results
show that this bias is pervasive, affecting models across different
architectures (Tables S6-S8). Despite being a
reasoning-optimized model, Gemini 2.5 Pro aligned with the
general-purpose ChatGPT-4o and the medical-specific
MedGemma-27B in exhibiting a “high specificity, low
sensitivity” pattern. Specifically, Gemini 2.5 Pro and
ChatGPT-4o achieved high specificity (>97%) but low
sensitivity (9.5%-27.3%) across prompting strategies. The
open-weight MedGemma-27B exhibited the most severe
manifestation of this bias: while its specificity remained high
(98.9%), its sensitivity was only 13.6% in the zero-shot setting
and collapsed to 0% under ICL prompting. This indicates that
for models unable to effectively leverage negative logic, added
textual context may inadvertently reinforce positive selection
bias.

A distinct divergence was observed between the 2
reasoning-optimized models. In contrast to Gemini 2.5 Pro,
OpenAI-o3 demonstrated superior handling of exclusion (Table
5). It achieved a significantly higher baseline sensitivity of
45.5% in the zero-shot setting. Moreover, while ICL yielded
negligible or detrimental effects for the other 3 models,
OpenAI-o3’s sensitivity surged to 63.6% under ICL prompting.
This suggests that OpenAI-o3’s specific implementation of
chain-of-thought reasoning is critical for overcoming the
standard positive selection bias, allowing for robust diagnosis
through exclusion where other reasoning and general models
failed.

Sensitivity Analysis: Conditional on Valid Responses
In the tumor-like lesion classification task, invalid (refusal)
outputs were uncommon: valid-response rates were ≈100% for
OpenAI-o3, Gemini 2.5 Pro, and MedGemma-27B, whereas
ChatGPT-4o had the highest invalid rate (7.1%) in zero-shot
prompting. While excluding invalid responses can inflate
performance (introducing optimistic bias) relative to the strict
analysis, invalid outputs can be interpreted clinically as
abstention, which may be safer than guessing in a
human-in-the-loop workflow because it prompts clinician
confirmation. Accordingly, we report conditional-on-valid
performance to better reflect accuracy when the model provides
a valid output (Table S9 in Multimedia Appendix 1).

ChatGPT-4o showed the largest strict vs conditional-on-valid
differences, consistent with its lower valid-response rate (Table
4 vs Table S9 in Multimedia Appendix 1). Accuracy and Youden
J increased from 69% and 0.193 to 74.3% and 0.267 for biopsy
indication and from 55.8% and 0.137 to 60% and 0.205 for
malignancy. Seven-class changes were small, most notably
higher sensitivity for NOTA (from 13.6% to 15%) and cystitis
(from 11.1% to 14.3%), with microaverage sensitivity rising
from 31.9% to 34.3%.

ICL-focused takeaway across models was that text-only ICL
chiefly reweighted sensitivity-specificity rather than boosting
overall accuracy; modest gains in benign or NOTA recognition
were offset by reduced sensitivity in key malignant classes.

Discussion

Principal Findings
This study is the first to benchmark SOTA MM-LLMs for
cystoscopic interpretation under a clinician-defined stress test
with rare and diagnostically difficult lesions. The rigorous,
blinded design enabled objective assessment of interpretive
reasoning and classification. Outputs were also mapped to
actionable binary endpoints and used to quantify the incremental
effect of text-based ICL over zero-shot prompting, thereby
revealing both strengths and current limitations of MM-LLMs
in real-world clinical tasks.

Overall, OpenAI-o3 demonstrated superior performance,
followed by ChatGPT-4o and Gemini 2.5 Pro, with
MedGemma-27B showing the most limited capabilities. The
results revealed a progressive decline in model performance as
diagnostic complexity increased—from anatomical recognition
to higher-order diagnostic synthesis. While models showed
meaningful strength in visual recognition and descriptive
reporting, performance in challenging differential diagnosis
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remained modest, suggesting that current MM-LLMs function
best as assistive rather than autonomous diagnostic tools at
present.

Image Interpretation and Lesion Classification Tasks
The free-text interpretation task assessed 4 domains of
increasing complexity—anatomic site, findings, lesion
reasoning, and final diagnosis—simulating real-world diagnostic
synthesis that integrates visual recognition with clinical
reasoning. Task satisfaction declined with increasing
complexity, from anatomic localization (~85%) to definitive
diagnosis (~45%). OpenAI-o3 and ChatGPT-4o consistently
outperformed Gemini 2.5 Pro and MedGemma-27B, though
with distinct profiles: OpenAI-o3 produced concise, accurate
descriptions with coherent diagnostic impressions and high
specificity for normal anatomy, while ChatGPT-4o showed
greater sensitivity for inflammatory and vascular findings. In
contrast, Gemini 2.5 Pro often overcalled minor irregularities
but performed better on prostate lesions, likely reflecting
prostate-predominant pretraining. These discrepancies indicate
that MM-LLM behavior depends not only on recognition
accuracy but also on underlying reasoning logic, diagnostic
thresholds, and domain-specific pretraining.

Regarding clinical decision endpoints, the goal of cystoscopy
is to identify abnormal lesions—particularly malignancies—so
that biopsies are performed when necessary while avoiding
unnecessary procedures that increase cost and risk. Thus, lesion
detection, biopsy indication, and malignancy presence were
defined as key clinical endpoints. OpenAI-o3 achieved the most
balanced performance across sensitivity, specificity, and Youden
J, outperforming ChatGPT-4o and Gemini 2.5 Pro, especially
in specificity, by accurately distinguishing normal from
malignant cases—supporting appropriate biopsy
decision-making. These findings highlight the importance of
calibrating operating points to clinical priorities and suggest
that MM-LLMs, particularly OpenAI-o3, can aid cystoscopic
decision-making when optimized for an appropriate
specificity-sensitivity balance.

The 7-class lesion classification task evaluated each model’s
ability to distinguish visually and pathologically similar
tumor-like lesions. Models performed best on prevalent
malignant lesions (pUC) but struggled with benign mimickers
(polyps and papilloma) and rare entities (non-U Ca), often
misclassified as pUC—reflecting limited pretraining exposure
to uncommon classes. As shown in Table 5, 14 of 17 non-U Ca
cases (82.4%) were predicted as pUC, a much more prevalent
bladder tumor. One plausible explanation is that LLMs exhibit
a tendency to choose majority or high-frequency labels in
multiple-choice settings. When pretraining class distributions
are imbalanced, the token sequences corresponding to common
options (eg, “pUC”) can carry higher previous probabilities,
biasing the model toward these answers irrespective of
correctness. This phenomenon is often described as
majority-label bias or common-token bias [26].

On the other hand, the frequent misclassification of papilloma
as pUC highlights the inherent challenge of distinguishing these
entities based solely on cystoscopic appearance—a difficulty
shared by human experts. Rather than indicating model failure,

these confusion patterns reflect the substantial macroscopic
overlap between papilloma and low-grade pUC. While visual
distinction remains experimental, our study addressed this
clinical reality by grouping both entities under the “Biopsy
Indicated” category in the binary endpoint analysis. In that
context, the models successfully flagged these lesions for
histologic confirmation, aligning with standard safety protocols
despite the specific classification ambiguity. CIS, a flat,
high-grade, non-invasive UC subtype, was handled well by
OpenAI-o3, achieving strong results (accuracy 86.7, sensitivity
52.9, specificity 92.7, and Youden J 0.46) despite diagnostic
difficulty. Overall, OpenAI-o3 showed the most balanced
performance, particularly excelling in benign and NOTA
classifications, achieving higher specificity than ChatGPT-4o
and Gemini 2.5 Pro.

Performance Disparity and the Role of the
Open-Weight Baseline
Although MedGemma-27B is a medical-specific model, its
performance trailed behind the general-purpose proprietary
models (OpenAI-o3, ChatGPT-4o, and Gemini 2.5 Pro). This
gap can be attributed to 2 primary factors: domain-specific data
misalignment and model scale. First, contrary to the expectation
that a medical model should inherently outperform general
models, MedGemma’s training distribution did not encompass
the specific modality of cystoscopy. While its multimodal
components (SigLIP encoder) were rigorously pretrained on
diverse medical datasets—including chest X-rays, dermatology
images, ophthalmology images, and histopathology
slides—endoscopic imagery was notably absent from its
pretraining corpus. Consequently, the model faced a “zero-shot”
challenge in a domain it had not explicitly learned, whereas the
massive general-purpose models likely benefited from broader
exposure to endoscopic images present in their web-scale
training data.

Second, as a local and open-weight baseline, MedGemma-27B
(≈27B parameters) operates with significantly constrained
capacity compared to the proprietary SOTA architectures. It
lacks the extensive parameter count, training budget, and
chain-of-thought optimization that allow models such as
OpenAI-o3 to generalize across unseen tasks. Therefore, our
intent is not to claim parity with these massive systems, but to
establish a transparent performance floor for open-weight
deployment. Despite the lower accuracy in this zero-shot setting,
MedGemma-27B remains a critical benchmark for institutions
requiring on-premise, privacy-preserving solutions. Its
performance represents the current starting point for future
adaptation, such as LoRA fine-tuning or retrieval-augmented
prompting, rather than a direct competitor in raw reasoning
capability.

Comparing With Previous Studies
Guo et al. [17] reported comparable findings when evaluating
ChatGPT-4V (OpenAI) and Claude-3.5 (Anthropic) on 603
cystoscopic images, achieving accuracies of 82.8% and 79.8%
but with marked variability across conditions. Both models
performed well for cystitis and bladder tumors but poorly for
BPH and normal structures, indicating that general-purpose
LLMs detect major lesions with high sensitivity but struggle
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with subtle findings. Similar variability has been observed in
gastrointestinal endoscopy, where ChatGPT-4V showed mixed
accuracy across lesion types and underperformed relative to
tuned CNN models [27]. Recent work suggests that general
multimodal models such as Gemini 2.5 Pro may even surpass
specialized AI in certain “edge cases” [28]. Unlike task-specific
systems, these models can simultaneously classify images and
generate descriptive reasoning and management suggestions,
offering value for clinical interpretation and education.

Enhancing MM-LLM Performance in Medical-Specific
Domain
Several in-domain strategies can improve general-purpose
MM-LLMs without training from scratch, including ICL,
contrastive pretraining, and retrieval augmentation.

In our study, text-only ICL with brief cystoscopic tumor
descriptions had minimal impact, except for OpenAI-o3.
Specificity rose slightly, and sensitivity improved for rare benign
lesions, but this was offset by reduced sensitivity for malignant
classes (pUC and CIS)—a trade-off in which stricter thresholds
reduce false positives and unnecessary biopsies, but risk missed
cancers. These findings indicate that text-only ICL confers
minimal benefit for image-dominant tasks. Notably, OpenAI-o3
showed a modest gain in micro-average accuracy (0.41-0.46),
driven mainly by NOTA, likely reflecting its reasoning-oriented
architecture and more flexible use of ICL as contextual support.

A likely reason for the limited effect is insufficient visual
grounding: text-only cues do not anchor the model’s attention
to class-defining morphology. In fine-grained visual
discrimination (eg, cystoscopic lesion typing), semantic hints
(eg, “papillary fronds” and “flat erythematous base”) may not
map reliably to visual features unless those associations were
learned during pretraining; without image exemplars, the
model’s visual reasoning remains underconstrained.

Beyond text-only prompts, few-shot image-text exemplars
(multimodal ICL) can strengthen grounding and improve
accuracy. Presenting paired lesion images with diagnoses
exposes prototypical visual features and tightens the link
between morphology and class semantics. Across histopathology
imaging, image-text ICL has enabled ChatGPT-4V to approach
or surpass task-specific classifiers with only 5-10 examples per
class, markedly narrowing the gap between zero-shot and fully
supervised models [29].

In parallel, contrastive-learned encoders (eg, MedCLIP) [30]
and multimodal retrieval augmentation [31] can enrich
representations and factual grounding, mitigating data scarcity
and hallucination. In summary, improving MM-LLM image
classification in medical domains is multifaceted, and combining
hybrid ICL (image + text), contrastive pretraining, and retrieval
augmentation offers a practical path to greater accuracy,
robustness, and interpretability in cystoscopic diagnosis.

Clinical Implications
MM-LLMs offer greater flexibility than task-specific endoscopy
AI by combining visual recognition with contextual reasoning
and narrative explanation. They can interpret
morphology-diverse findings and integrate relevant clinical text,

supporting a more context-aware understanding. Our results
suggest potential applications in education and workflow
support, including serving as virtual tutors for trainees and
automating report generation to reduce workload and standardize
documentation. However, their moderate diagnostic accuracy,
particularly for rare or subtle lesions, limits their current use as
autonomous diagnostic tools. Future efforts should focus on
vision-conditioned ICL, multimodal retrieval-augmented
training, and video-based modeling to enhance interpretive
stability and diagnostic confidence [30,31]. Integration with
patient-level data, cystoscopy-specific benchmark datasets, and
human-in-the-loop oversight will be critical to ensure clinical
safety and responsible implementation.

Limitations
This study has several methodological strengths, including an
unbiased and rigorous evaluation framework. The dual-task
design enabled simultaneous assessment of reasoning
transparency, adaptability, and accuracy—helping distinguish
superficial pattern recognition from genuine clinical
understanding. However, several limitations should be
acknowledged. First, our ICL implementation was text-based
only: models received brief written descriptions of tumor
features without any paired visual exemplars. As a result, this
study evaluated “text-based ICL” rather than full multimodal
ICL, and the absence of a few-shot image or image-text
examples likely constrained the models’multimodal capabilities.
The modest gains observed with ICL in our experiments may
therefore underestimate the potential benefit of visual or hybrid
(image + text) ICL. Future work should directly compare
text-based, visual, and hybrid ICL strategies and explore
complementary approaches such as contrastive-learned encoders
and multimodal retrieval augmentation for cystoscopic
diagnosis. Second, because the raw test images were drawn
from heterogeneous sources, residual confounding from
source-related differences and image-quality artifacts cannot
be fully excluded. Although we applied a strict 3-layer quality
control pipeline—image exclusion criteria, standardized
preprocessing, and human verification of diagnostic utility—to
mitigate these effects, some bias related to image source
heterogeneity may remain. In addition, our evaluation relied on
static images; incorporating temporal cues from cystoscopy
videos may improve recognition of subtle or evolving lesions
and reduce misclassification. Third, our dataset has an enriched
abnormality prevalence (80.3%), substantially higher than that
of typical clinical populations (20%-30%). Consequently, the
reported positive predictive value and negative predictive value
are inflated and not generalizable; they should be interpreted
as dataset-specific rather than as estimates for real-world
screening or hematuria-clinic settings.

Conclusions
Using a clinically challenging, stress-test image set and a
rigorous blinded evaluation framework, this study
comprehensively assessed MM-LLMs for cystoscopic
interpretation and lesion classification. Among the evaluated
models, OpenAI-o3 demonstrated the most balanced and
clinically coherent performance, followed by ChatGPT-4o and
Gemini 2.5 Pro. These findings highlight the meaningful

J Med Internet Res 2026 | vol. 28 | e87193 | p.1703https://www.jmir.org/2026/1/e87193
(page number not for citation purposes)

Shih et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


assistive potential of MM-LLMs in generating interpretable
free-text rationales, supporting biopsy triage, and facilitating
training. However, their performance in truly difficult

differential diagnoses remains modest and requires further
optimization before safe clinical integration.
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Abstract

Background: Interoperability has been a challenge for half a century. Led by an informatics view of the world, the quest for
interoperability has evolved from typing and categorizing data to building increasingly complex models. In parallel with the
development of these models, the field of terminologies and ontologies emerged to refine granularity and introduce notions of
hierarchy. Clinical data models and terminology systems vary in purpose, and their fixed categories shape and constrain
representation, which inevitably leads to information loss.

Objective: Despite these efforts, semantic interoperability remains imperfect. Achieving it is essential for effective data reuse
but requires more than rich terminologies and standardized models. This methodological study explores the extent to which the
SNOMED CT (Systematized Nomenclature of Medicine – Clinical Terms) compositional grammar can be leveraged and extended
to approximate a formal descriptive grammar, allowing clinical reality to be expressed in coherent, meaningful sentences rather
than preconstrained categories.

Methods: Building on a decade of semantic representation efforts at the Geneva University Hospitals, we developed a framework
to identify recurring semantic gaps in clinical data. We addressed these gaps by systematically modifying the SNOMED CT
Machine Read` Concept Model and extending its Augmented Backus-Naur Form syntax to support necessary grammatical
structures and external vocabularies.

Results: This approach enabled the semantic representation of over 119,000 distinct data elements covering 13 billion instances.
By extending the grammar, we successfully addressed critical limitations such as negation, scalar values, uncertainty, temporality,
and the integration of external terminologies like Pango. The extensions proved essential for capturing complex clinical nuances
that standard precoordinated concepts could not represent.

Conclusions: Rather than creating a new standard from scratch, extending the grammatical capabilities of SNOMED CT offers
a viable pathway toward high-fidelity semantic representation. This work serves as a proof-of-concept that separating the rules
of composition from vocabulary allows for a more flexible and robust description of clinical reality, provided that challenges
regarding governance and machine readability are addressed.

(J Med Internet Res 2026;28:e80314)   doi:10.2196/80314
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Introduction

Status of Health Care Interoperability
Achieving semantic interoperability remains a central challenge
in biomedical informatics and health data integration. While
technical interoperability ensures that systems can exchange
data in compatible formats, semantic interoperability guarantees
that exchanged information is unambiguously interpretable
across heterogeneous systems and contexts. This objective
requires the explicit representation of meaning through formal
models, ontologies, and standardized vocabularies, enabling
computational reasoning and automated integration of clinical
data.

Significant efforts have been invested in developing tools and
frameworks to bring semantics to the complex field of health
data. In Switzerland, the Swiss Personalized Health Network
and its 3-pillar strategy defined a strong semantic representation
of data as the first and mandatory pillar [1]. At the European
level, the European Health Data Space initiative has further
emphasized the importance of standardized, interoperable health
data to enable secure sharing and secondary use across member
states [2]. Similarly, in the United States, the Office of the
National Coordinator for Health IT promotes this goal through
the US Core Data for Interoperability, a standardized set of data
elements required for nationwide health information exchange
[3]. For years, the field of semantic interoperability has been
supported by clinical data models, considered technical
standards, and classifications and terminologies, called semantic
standards.

The multiplication of semantic standards has prompted the need
for ontology alignment, or ontology matching, to establish
semantic correspondences between heterogeneous terminologies
and domain ontologies. Classical systems such as
AgreementMaker leverage a combination of lexical similarity,
structural consistency, and description logic reasoning to ensure
coherent mappings between ontologies [4]. More recent
approaches, such as BERTMap, apply contextual language
models to improve recall and precision in complex clinical
terminologies [5].

Compositional grammar (CG) models provide a structured
means of representing the internal semantics of clinical
expressions. Clinical concepts are inherently compositional and
thus require formalisms that can represent their components
and relationships. Frameworks such as the SNOMED CT
(Systematized Nomenclature of Medicine – Clinical Terms)

CG define syntactic and semantic rules for postcoordinated
expressions (PCEs), ensuring internal consistency and machine
interpretability [6].

Semantic interoperability also relies on formal logic–based
models, typically expressed in Description Logics (DL), which
underpin the Web Ontology Language. These models enable
key reasoning tasks such as classification, consistency checking,
and inferencing [7]. Building on this foundation, knowledge
graphs have emerged as a flexible paradigm for integrating
heterogeneous biomedical data, representing entities and their
relationships within a unified semantic space.

Several international standardization bodies have developed
complementary frameworks to support semantic interoperability.
Health Level Seven Fast Healthcare Interoperability Resources
(FHIR) provides a resource-oriented model for data exchange,
including semantic bindings to standard terminologies such as
SNOMED CT, Logical Observation Identifiers Names and
Codes (LOINC), and Unified Code for Units of Measure, and
offers Resource Description Framework and Web Ontology
Language representations for semantic web integration [8]. The
Observational Medical Outcomes Partnership (OMOP) Common
Data Model, developed within the Observational Health Data
Sciences and Informatics initiative, harmonizes observational
health data using standardized vocabularies and facilitates
analytical interoperability [9]. Cross-domain efforts, including
ISO (International Organization for Standardization) 23903 and
the World Wide Web Consortium’s Health Care and Life
Sciences group, promote semantic harmonization through formal
metadata and linked data principles [10].

Each of these models has its strengths and weaknesses, and no
system fits all purposes [11-13]. Creating a data model
ultimately involves defining a finite set of categories, making
choices that inherently shape what can and cannot be
represented. These reflect the intended purpose of the model,
but fitting data into these finite sets inevitably modifies it,
making reuse based on model-specific categories less granular
[14]. Semantic standards similarly have specific purposes, and
granularity can vary dramatically depending on the focus of the
classification. The ICD-10 (International Statistical
Classification of Diseases, Tenth Revision) can be useful in
representing disease, but cannot represent surgical interventions.
Representing data using only single codes from a classification
will inherently result in information loss that will be tied to the
focus and granularity of the terminology. Figure 1 depicts this
loss using a commonly known situation and its representation
in natural language, then in ICD-10 codes.
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Figure 1. Information loss when using single standards to represent reality.

SNOMED CT and Natural Language
In this landscape, the CG of SNOMED CT, combined with its
broad coverage, makes it a strong candidate for semantic
interoperability [15]. With its knowledge graph–like structure,
it allows intelligent code retrieval through its expression
constraint language and gives users the ability to create PCEs
to represent absent concepts. This relies on 2 elements. The CG,
an Augmented Backus-Naur Form (ABNF) syntax, is used to
create composed expressions that can be parsed and evaluated
automatically [16]. The Machine Readable Concept Model
(MRCM) defines which concepts (domain) can be refined with
which relation (attribute) to which values (range). Combining
these resources with the editorial guide, which defines
attributes-naming conventions, ensures that new expressions
comply with SNOMED CT’s rules and grammar [17].

However, while designed for postcoordination and full
expressivity of clinical concepts, it is rarely used to its full
capacity and is intended for SNOMED CT concepts only
[18,19]. It lacks granularity in some fields, such as strains of
SARS-CoV-2, while others, such as genomic sequences, are
not covered at all. Using SNOMED CT to represent clinical
structured data within its expected parameters is eventually
restrictive and insufficient to cover everything. Each attribute
has a very specific range, domain, definitions, and permitted
use cases, known as domain-specific modeling, and extending
it eventually becomes necessary [20].

Like natural languages, SNOMED CT can be described as
consisting of 3 fundamental components: a vocabulary of words,
a grammar defining the rules for their combination, and the
resulting sentences. Natural languages, however, allow the
creation of any sentence respecting their grammar, regardless
of their meaning, and regularly integrate words from other
languages. A sentence such as “The ‘entrepreneur’ dropped his
children off at ‘kindergarten’ before going to a ‘karaoke’” uses
words from French, German, and Japanese, which have been
fully integrated into the English language. It is possible to draw
inspiration from this structure to form a similar,

computer-processable language, and applying this philosophy
to SNOMED CT could improve its usability to fully represent
clinical data semantically. The field of medical informatics
already possesses rich vocabularies such as SNOMED CT,
which serve as the source of machine-readable “words,” each
with its own specific strengths and weaknesses. They must then
be combined according to well-defined grammar rules to form
expressions, for which the SNOMED CT CG provides a
comprehensive base.

Beyond SNOMED CT
Despite long-standing efforts to construct a comprehensive
medical terminology, a single complete solution remains elusive,
often resulting in the use of fragmented assemblies of various
systems [21]. What remains necessary is a unifying set of rules
to govern composition.

The solution should be formal, as semantic representation
requires clear rules for machine readability that define how
building blocks assemble into structured expressions. It must
be descriptive rather than prescriptive. While grammars guide
expression, they should not restrict what can be said a priori
but rather ensure reality can be described clearly and
consistently. Importantly, the solution must be dynamic,
evolving through continuous iteration. Clinical reality is
complex and ambiguous, with new findings emerging faster
than they can be formally incorporated. Enabling the
construction of meaningful expressions even without predefined
concepts allows rapid adaptation to this complexity. To the best
of our knowledge, such a formal descriptive grammar (FDG)
does not exist yet.

This study proposes a first step in this direction by leveraging
SNOMED CT to represent clinical data while ensuring machine
readability. We summarize requirements gathered through 10
years of manual semantic representation and describe an
implementation based on extending SNOMED CT’s CG, syntax,
and MRCM. This approach aims to represent clinical data
regardless of source, output terminology, or intended use case.
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While the results presented reflect the current state, they remain
open-ended and extensible.

Methods

Overview
This work was developed in parallel to the semantic
representation of structured data in the Geneva University
Hospitals (HUG) data lake over the past decade. It builds upon
the methodological framework introduced in Semantics in
Action: a Guide for Representing Clinical Data Elements [22]
and Scalar Values in SNOMED CT: a Proposed Extension [23],
which proposes a structured and iterative approach for
semantically representing clinical data. Counts of represented
metadata elements are derived from the Clinical Data Warehouse
without individual data extraction.

Framework
The guide’s competency-building framework and rule-creation
cycle were followed, incorporating both manual expert encoding
and consensus-based refinement of representation rules through
regular focus groups to define the FDG. The method used was
gradually complexified in focus groups as more rules became
necessary.

The teaching framework focuses on the use of SNOMED CT
and follows a 3-part approach. First, SNOMED International’s
(SI) introductory training courses and documentation are taken
to familiarize newcomers with the basics of standard-based
semantic representation [24]. This allows new team members
to start work on a simpler 1-dimensional representation, such
as a problem list value set [25]. Next, internal documentation
and continued practice give trainees a deeper understanding of
real data and local specificities, allowing them to represent more
complex data. Finally, more advanced courses, such as the
SNOMED CT authoring courses, are taken by long-term core
team members [26]. These, along with the practical experience
gained by taking part in the training, give the ability to supervise
newcomers and to participate in the rule creation cycle described
below. New team members are always supervised closely by
experienced team members and progressively increase the
complexity of their tasks as required. Following this framework
ensures that team members participating in the discussions
around the rules of representation have a common training and
vision.

Over time, complex situations encountered during the process
made it clear that SI’s rules were too restrictive to allow for
complete representation. Initially, only a few internal unwritten
rules were agreed upon, but it quickly became evident that, to
avoid losing track of erratically evolving rules and changes, a
framework was necessary to harmonize the process and maintain
coherence. The rule-creation cycle was developed during weekly
focus groups, which bring together the team members who
participate in the semantic representation effort. They are made
up of a core of 4 team members with heterogeneous professional
backgrounds, including health care professionals (medical,
nursing, midwifery), more technical training (IT,
bioinformatics), and administrative knowledge (billing). These
can then be joined by others depending on the team’s setup at

that time, such as students, new team members, or other
colleagues with an occasional interest in a specific topic. The
core members all have proficient experience with semantic
representation and specifically with SNOMED CT, and are
certified by SI through courses such as the authoring
certification. The core of the team represents a small, soft-funded
group, and the rest of the group has a high turnover rate. Added
to this are limited time and resources, which means that there
is a strong need to prioritize how and where said resources are
applied. Data collections with high clinical value and a high
number of instances, such as laboratory procedures and patient
formularies, were tackled first. For the same reasons, work is
parallelized as team members are each assigned separate tasks.
For these reasons, no formal interannotator agreement studies
are carried out.

Instead, specific topics are discussed during focus groups, and
only when outcomes are unanimously agreed upon are they
validated. Focus group topics consist of questions or complex
situations each member has identified, and the rule-creation
cycle is applied to each. First, existing guidelines and approaches
are thoroughly reviewed and applied if they can solve the issue.
If no existing solution is deemed satisfactory, an extension to
the current rules is necessary, and is put into practice once
consensus is reached through rounds of discussions. It is
evaluated both for coherence with regard to previous rules and
for clarity and semantic accuracy. Satisfactory outcomes are
added to the list of grammar rules, which are revisited until
deemed sufficiently tested. As this method applies only to
situations for which the current set of rules available through
SI or other groups is deemed insufficient or not applicable, they
were not formally compared to each other on the same cases.

Reaching SNOMED CT’s Limits
SNOMED CT was selected as the foundational semantic
standard for this representation effort due to its comprehensive
set of concepts, its adherence to a formal ABNF syntax, and its
robust compositional rules that facilitate precise concept
modeling. We prioritize the use of single SNOMED CT concepts
first whenever they are sufficient to faithfully represent the
data’s content. When single concepts fall short, we use
postcoordination, leveraging the constraints defined by the
MRCM to its full capacity, constructing complex clinical
expressions.

If neither approach can adequately capture the semantic content,
extending it becomes inevitable as a representation gap is
formally identified. This is where SNOMED CT’s inherent
extensibility is crucial for addressing domain-specific
requirements. To resolve such gaps, we systematically explore
possibilities for modifying the underlying grammar. The primary
strategy involves altering existing MRCM rules, specifically
through domain or range extensions, as referenced in [27].
Should this be insufficient, we analyze the need to include new
SNOMED CT attributes within the representation framework.
Finally, if essential semantic concepts are entirely absent from
SNOMED CT, an external terminology is integrated, which
consequently requires corresponding modifications to the ABNF
syntax governing the semantic expressions.
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The results detail the principal extensions implemented, which
enable semantic coverage for a large percentage of the structured
data within the HUG’s data lake. The modified SNOMED CT
ABNF syntax and MRCM collectively form the contribution
of this paper and are available in Multimedia Appendices 1 and
2.

Ethical Considerations
Access to the HUG database is granted on an individual basis
by the institution’s Chief Data Officer and Medical Director
and is reviewed and renewed every 6 months. This authorization
permits access for the purpose of viewing and extracting
aggregated metadata. No individual-level patient data are ever
extracted, processed, or analyzed. All results presented in the
manuscript consist exclusively of irreversibly aggregated counts
derived from metadata and do not allow identification or
reidentification of individuals. Consequently, this work does
not constitute research involving human beings or health-related
personal data within the meaning of the Swiss Human Research
Act (SR 810.30) and falls outside its scope [28]. In accordance
with the Swiss Human Research Act and the Swiss Federal Act
on Data Protection, neither ethics committee approval nor patient
consent was required; therefore, no waiver was sought from the
cantonal or hospital ethics committee [29].

Results

Overview
Several problematic situations were encountered, which required
progressively drifting away from SNOMED CT’s official rules.
These are common properties or patterns that occur across all
or most natural languages, known as linguistic universals, a
concept derived from Chomsky’s universal grammar [30]. They
are encountered often while representing data, and most can be
addressed only partly by applying SNOMED CT’s rules,
grammar, and concepts. These gaps in the capacity to represent
reality include negation, numeration, or scalar values, and
displacement, which includes uncertainty and temporality. Most
are included in some way in SNOMED CT’s design, although
rarely implemented in practice, and are therefore solvable by
expanding the CG. This is done with domain and range
extensions, and the addition of new attribute rules [31], which
allow better representation.

Other situations, however, are not intended by SNOMED CT
and necessitate breaking the mold to make the CG more
inclusive. This is done by integrating other terminologies to fill
gaps within SNOMED CT that cannot be handled even with
postcoordination, such as SARS-CoV-2 strains. The different
situations encountered and solutions devised are detailed below
with an example for each. The complete list of MRCM
modifications is available in Multimedia Appendix 1, and the
modifications done for each property are detailed in Textbox
1.

Textbox 1. Modifications done for each property.

Negation

• 45169001 |Without (attribute)|

• 5185003 |Except for (attribute)|

• 408729009 |Finding context (attribute)|

• 408730004 |Procedure context (attribute)|

Scalars

• 103373006 |With size (attribute)|

• 410671006 |Date (attribute)|

• 79409006 |Resulting in (attribute)|

• 246205007 |Quantity (attribute)|

• 246262008 |Score (attribute)|

Uncertainty

• 408729009 |Finding context (attribute)|

• 408730004 |Procedure context (attribute)|

Temporality

• 255234002 |After (attribute)|

• 288556008 |Before (attribute)|

• 371881003 |During (attribute)|

• 103335007 |Duration (attribute)|
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Scalar Values
Scalar values are physical quantities that can be described by a
single pure number accompanied by a unit of measurement [32].
Scalars are one of the first domains encountered that were not
present in sufficient detail in SNOMED CT. Scalars appear in
myriad places in clinical data, whether as laboratory results,
scores, sizes, or measurements, and hold great importance for
accurate representation of clinical reality [8,18]. In SNOMED
CT, integers were previously included as concepts, which have
since been removed and replaced by Unicode text expressions
preceded by a hash [33]. There remain concepts that contain

numerical values in labels, such as quantitative result cutoffs,
but not in any attribute relationship, as they are not fully defined
[34].

A better representation of scalar values is achieved with new
attributes, using existing accepted standards, when possible,
such as the ISO 8601 format for dates, which is largely used,
including by SNOMED CT [35] (Figure 2). The advantages of
representing scalars directly in formal grammar expressions are
vast. This greatly improves querying capacity, using queries
with numeric operators, such as “all heart rates with a value of
>150 bpm.”

Figure 2. Scalar value representation example.

Negation
Negation is the act of denying or contradicting something, or
the expression of its absence or opposite. The ability to represent
negation is a key part of any language. Without it, this sentence
could not be written. It does, however, pose many challenges
when attempting to include it in a knowledge representation,
particularly with regard to inference in hierarchical structures
[36]. SNOMED CT’s approach to negation through its context
model exists outside the DL, as the absence of something is still
linked to the focus concept by an “Associated” attribute [37],
which is logically incoherent. Other ways of representing
negation in SNOMED CT can also lead to errors of inference
and classification [36], with children concepts being less
restrictive than their parents. In fact, SI goes as far as to

recommend “handling negation outside of SNOMED CT ...
rather than try and represent it within the terminology” [38].

However, SNOMED CT abounds with concepts containing
negation in some form or another. The limitations described
above apply to the approved attribute relations that are used in
fully defined concepts. For the cases not already covered, plenty
of concepts exist that represent negation in one way or another,
such as unapproved attributes and qualifiers, which are used to
extend the MRCM when necessary. Extending attribute domains
and using new attributes such as “Except for” and “Without”
has proven highly useful. For hernia repairs, for example,
SNOMED CT only specifies when the procedure is done with
a mesh. However, no concepts describe the absence of mesh
during a procedure, which was needed (Figure 3). These
modifications allow us to cover many instances of negation
encountered and are currently deemed sufficient.

Figure 3. Negation representation example.

Uncertainty
Uncertainty describes a situation in which something is not
known or not certain. This has an important place in representing
medical data, as many situations in clinical care contain
uncertainty. It is inherent in every patient encounter. It starts
with the patient’s history, such as not knowing when a symptom
began, and continues through the diagnostic process, from
forming a differential diagnosis to choosing which tests to order.

Natively, SNOMED CT represents uncertainty in the same way
as negation, with the “Finding context” attribute with values
such as “Known possible.” As with negation, however, SI states

that “attempts to capture probabilistic or uncertain knowledge
are out of the scope of SNOMED CT” [39], despite containing
approved attribute relations for describing such situations. It is
also present in primitive concept labels such as “Uncertain
diagnosis.”

Similarly to negation, the extensions made to cover uncertainty
are expanding the domain of the “Finding context” and
“Procedure context” attributes to include “<<Clinical finding”
and “<<Procedure,” respectively. This allows for representing
Findings and Procedures with a refinement concerning
uncertainty (Figure 4).
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Figure 4. Uncertainty representation example.

Temporality
Temporality is the state of existing within or having some
relationship with time. It is a vital property to consider when
analyzing patient data. Indeed, knowing if a certain procedure,
laboratory test, or diagnosis happened before, during, or after
another is critical and has a defining influence on how
information is interpreted. This also includes notions such as
duration of processes or procedures, evolution over time, and
chronicity.

SNOMED CT already has an extensive coverage of temporality
and has proven capable of adequately representing many cases

encountered in practice, such as “Temporally related to” (with
its descendants After, During, and Before). These apply to
various domains such as Situations, Clinical findings, and
Observables entities, and therefore already cover many
situations. However, despite their extensive coverage, gaps
remain in the representation of temporality.

Extensions include extending the range of the Before and During
attributes to match that of After. Procedures are added to these
attributes’ domains. Some larger gaps include dates, which are
resolved using the “Date” attribute, and duration of procedures,
with the “Duration” attribute (Figure 5), which both use scalar
values as necessary.

Figure 5. Temporality representation example.

External Vocabularies Integration

Overview
While the situations mentioned up to now are certainly a
welcome improvement in terms of scope of representation, they
describe modifications compliant with SNOMED CT extension
capabilities. Other types of encountered gaps, which concern
specific group of concepts absent from SNOMED CT, are not
resolvable in this way. Representing these concepts, therefore,
necessitates the inclusion of external terminologies. While using
different standards together can hinder interoperability, as it
can limit the possible exchange and secondary usage of data, it
has become unavoidable. Integrating various formats and
standards to make them compatible has been identified as a
challenge in the field of medical informatics [40]. In fact,
SNOMED CT itself was born from the fusion of SNOMED RT
and Clinical Terms V3, so what is proposed here is only an
extension of its original philosophy [41]. However, it should
be remembered that multiple maps exist between SNOMED
CT and terminologies such as ICD-10 and Orphanet [42], as
well as the effort to harmonize LOINC and SNOMED CT
[43,44]. These should be consulted first to ensure that the desired
term does not already have a SNOMED CT equivalent.
Ontology alignment efforts and thesauri such as Unified Medical
Language System should also be consulted to verify
equivalences.

Once this verification is done, external vocabularies can be
evaluated for integration. How they are evaluated is subject to

rules. We have defined five selection criteria: (1) the
terminology must first cover an identified gap in SNOMED CT
coverage; (2) it must be concept-based, so cannot be a thesaurus;
(3) it must be hierarchical and contain at least some graph-like
properties; (4) it must have versioning capabilities; and (5) it
must be a well-recognized standard widely accepted by relevant
users. Once chosen, the steps described below should be
followed to fully integrate them, increasing the scope of
representation. This includes adding them virtually to a
SNOMED CT hierarchy by attributing a parent, verifying
MRCM rules, and modifying the ABNF syntax.

Content Analysis and Proximal Primitive Parent
Attribution
To include an external terminology, it is necessary to clearly
identify when and where it would be used. The content of the
identified terminology should be analyzed in parallel with
SNOMED CT to define where it could fit in the SNOMED CT
hierarchies. Ideally, an entire terminology should be linked to
one parent concept, but if different parts of the terminology fit
in different hierarchies, this should be documented, and clusters
of codes should be defined if needed. The defined clusters are
then attributed to a proximal primitive parent. This task is
described in the SNOMED CT authoring course for concept
creation and consists of defining the closest parent of the cluster
of codes in SNOMED CT that is not fully defined [45]. To do
so, the closest parent is assigned, and its genealogy is reviewed
to find the first primitive concept (Figure 6 [46]).
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Figure 6. Proximal primitive parent attribution.

Modifying the MRCM and ABNF
Once the clusters of codes are attributed to a parent, MRCM
rules covering those parents must be reviewed to ensure they
are still valid. If necessary, they can then be updated, or new
rules created, to include the cluster in the range or domain, if
they fit an approved definition. This helps in keeping coherence
when creating new PCEs, but must be done carefully, as
integrations that happen too high in the hierarchy can influence
multiple existing MRCM rules.

A syntax modification is then necessary to allow for integration
of external concepts into SNOMED CT PCEs. The ABNF
syntax is therefore modified to signal when another terminology
is used and to allow validation of PCEs. The tilde symbol (~)
is used to signal the start and end of the use of external concepts.
Another ~ is used to separate the identifier of the vocabulary
and the concept used. These new terminology concepts can, in
theory, be inserted into any part of an expression, whether as

the focus concept (~Terminology~id~:SCT=SCT), attribute
(SCT:~Terminology~id~=SCT),  value
(SCT:SCT=~Terminology~id~), a combination of these, or even
used alone. This modification has been validated using a
modified ABNF parser on newly created expressions. The
modified ABNF syntax is available in Multimedia Appendix
2.

Implementation
When the COVID-19 pandemic hit, genomic sequencing quickly
led to a characterization of the SARS-CoV-2 virus in specific
strains, with scientific and vernacular names given by
organizations such as Nextstrain [47], Pango [48], and the World
Health Organization [49]. These strains took on a crucial
importance with the advent of more contagious or less lethal
variants such as Delta or Omicron [50]. This close focus on
specific variants is well represented in classifications such as
the Pango nomenclature [51]. However, in SNOMED CT, the
representation of those strains is lacking, with a unique code to
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characterize the SARS-CoV-2 virus. This situation is used as a
use case to demonstrate the inclusion of an external vocabulary
through the proposed method. In this scenario, Pango is chosen
to refine the organism hierarchy for SARS-CoV-2 lineages.
Therefore, a new attribute group with a domain, range, and
definition must be validated. Since SNOMED CT already has

a category of codes that defines strains but does not include
SARS-CoV-2, the Pango nomenclature is added as children of
this code. A new MRCM rule is then defined to refine the
Organism hierarchy with the “Microbiological strain” attribute,
as shown in Figure 7.

Figure 7. External terminology representation example.

Using this method, a total of 5 terminologies other than
SNOMED CT are added to expand the scope of representation.
These are Pango, Nextstrain, Sequence Ontology [52], RadLex
[53], and the Common Terminology Criteria for Adverse Events
(CTCAE) [54].

Discussion

Principal Results

Overview
This work addresses the difficult balance between expressivity
and standardization with a first step in the direction of an FDG
for semantic representation of clinical data, using SNOMED
CT as the base. It provides a formal, extensible set of rules for
constructing meaning that can draw from diverse vocabularies
as needed. This modular approach means new terminologies
can be integrated as they become relevant without limiting what
can be said, but providing a clear structure for how to say it.

After 10 years of representing structured data in the HUG
datalake, the FDG now provides semantic representations for
119,941 distinct data elements using 39,168 unique expressions.
These expressions cover over 13 billion data instances from 1.7
million patients. Notably, 18,370 of these unique expressions
are PCEs, validating the approach as nearly half of all unique
expressions created are complex PCEs. This clearly
demonstrates that precoordinated concepts alone are profoundly
insufficient to capture clinical reality at scale. Moreover, 4500
PCEs use the extensions presented in this paper, for a total of
nearly 500 distinct extended PCEs, underscoring their
usefulness.

This approach differs from existing interoperability efforts.
While FHIR provides a flexible structural framework to define
custom data models (FHIR profiles), its focus is not on
prescribing semantic content, leaving users to define their own
semantic frameworks. In comparison to FHIR extensions, the
approach is similar, but we connect the external terminology to
SNOMED CT to maintain semantic coherence. To the best of

our knowledge, this is not allowed in FHIR extensions, which
do not specify the relation of the extension to the resource it
extends. Crucially, neither FHIR nor OMOP supports the
definition of PCEs, a capability central to our solution for
expressing complex clinical nuances. In comparison to ontology
alignment frameworks, our approach does not align ontologies
but allows their combined use to compose concepts absent in
both. Furthermore, a key difference lies in the methodology;
our solution focuses entirely on the semantic description of data
where it resides, avoiding the necessity of data movement or
physical transformation inherent in many FHIR or OMOP-based
implementations. Because our primary intent is semantic
description and not structural or physical data modeling, a direct,
formal comparison between these solutions is not appropriate.

The decision to build upon and extend SNOMED CT is
grounded in the need for a robust and logical foundation, which
its unique extensible grammar and syntax provide. This work
shows that extending a powerful existing standard can be a path
toward semantic interoperability. Four large domains of clinical
reality, identified as lacking in SNOMED CT and known as
challenging fields to represent, have been partially solved using
this approach. Despite allowing for the representation of a large
amount of data elements that were out of reach of current
SNOMED CT rules, there remain gaps in representation that
have not yet been resolved. Each category described previously
has seen its coverage improved, but as things stand, complete
coverage of these domains is still out of reach.

A statistical analysis of the extensions used shows that the 4500
PCEs created using extensions represent less than 4% of data
elements and 3% of instances (Table 1). However, a deeper
analysis shows that while seemingly sparse overall, extensions
are very useful for certain data types. Laboratory procedures
and medical devices, for example, are two collections in which
27% (250,617,656/935,678,204) and 23% (1,140,820/4,926,815)
of instances, respectively, were represented with extensions.
Other collections, such as formularies, have nearly 4000
extensions used.
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Table 1. Detailed statistics of representation by category of data using extensions.

Extension instances, n (%)Instances encodedExtensions used, n (%)IDs encoded, nSource

131,832 (.17)78,020,5502 (0.17)1172Administrative stay

1,275,337 (1.09)117,419,52211 (0.51)2139Anesthesiology

1,140,820 (23.16)4,926,815235 (33.62)699Medical devices

119,941,273 (7.31)1,641,633,2083925 (7.65)51,322Formularies

367,548 (.005)6,656,119,500157 (2.26)6934ICUa

250,617,656 (26.78)935,678,20472 (1)7231Laboratory

1003 (.00004)2,440,891,3701 (0.03)2784Observations

976 (.06)1,587,50772 (0.28)25,233Patient problems

0 (0)26,805,3810 (0)9837Prescription

2 (.00002)8,562,3712 (0.07)2586Radiology

8,934,163 (.6)1,452,038,10823 (0.28)8001Procedures

382,410,610 (2.86)13,362,644,9744500 (3.75)119,941Total

aICU: intensive care unit.

Closer examination shows clearly that the extensions have
proven extremely useful to fill certain specific gaps within
SNOMED CT. In these cases, the gaps identified were
SARS-CoV-2 strains for laboratory procedures, sizes for medical
devices, and occupations for formularies. Looking in even
further detail, the 4500 PCEs created represent 488 distinct
expressions. However, certain specific expressions have proven
very useful. Extending representation of negation was a big
part, with the Without and Except for attributes used a combined
88 times, and sizes for medical devices used 178 times.

Machine-Readable Interoperability
A primary concern regarding the modification of established
standards is the potential loss of machine readability. Our
implementation presents a dichotomy in this regard. The
modifications made strictly to the MRCM, such as domain and
range extensions for scalars or negation attributes, remain
compliant with SNOMED CT’s structure. These are natively
processable by standard terminology servers like Snowstorm,
provided the modified MRCM is loaded [55].

However, the integration of external vocabularies required
modifications to the ABNF syntax (specifically the use of the
tilde delimiter), which constitutes a divergence from the standard
CG. Consequently, standard parsers and expression constraint
language query engines cannot currently process these specific
expressions without adaptation. We have validated that these
expressions can be parsed using a modified ABNF parser, and
we are currently adapting open-source tools to accommodate
this syntax. Until these tools are widely available, this specific
aspect of the grammar hinders immediate interoperability with
the existing global standards ecosystem.

This technical gap is compounded by a governance challenge,
as the number of integrated terminologies increases, so does
the need for robust documentation to prevent ambiguity. A
formal glossary or registry is therefore required to track which
terminologies are in use, their specific versions, and the rules
governing their application. For clarity, versioning could even

be embedded directly within an expression, for example:
~CTCAE~v5.0~4028512~. A more sustainable formalism could
use Uniform Resource Identifiers to designate terminology
releases. This could be implemented without modifying the
ABNF.

Challenges Encountered
Scalars are a massive chapter, and representing certain
situations, such as ranges, has not been resolved yet. Allowing
for scalar values in the range of most hierarchies also requires
defining new attribute relations for each use case encountered.
Negation is resolved by exclusively using and extending existing
SNOMED CT concepts, as this is sufficient for our needs and
maintains internal consistency within the grammar. However,
this is not the only valid approach. More complex scenarios
could be addressed by incorporating a formal negation operator,
such as the widely accepted “¬” symbol, as described by Schulz
et al [37]. Similarly, reification offers another method for
handling negation within SNOMED CT, though it lacks a
directly queryable negation indicator [36,37]. This would require
additional ABNF syntax modification, and the impact it would
have on DL means that this has not been implemented.

Other challenging situations fall into different categories but
account for only a small fraction of all data elements, such as
rare, complex labels within otherwise well-resolved categories.
These include highly specific laboratory procedures that
represent less than 1% (1,475,290/250,521,754) of all laboratory
procedure instances. They could likely be addressed by
incorporating more specialized terminologies. However, because
these cases are anecdotal, the effort required to search for and
integrate additional terminology is not justified for now.

Data-element categories with no widely adopted standard and
no suitable SNOMED CT codes for creating new PCEs are
another challenge. An example is triage-sheet questions, which
include 350 distinct labels across 4 million instances, a
negligible portion of the overall dataset. Work is ongoing to
find solutions, primarily through new MRCM rules, such as
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defining an appropriate relationship between Observable Entities
and Clinical Findings (current options like “Precondition” or
“Has realization” are inadequate), or between Environments
and Procedures.

Finally, some grammatical constructions are poorly supported
by current grammar rules. A key case is the presence of “or” in
problem-list entries. For concepts containing “or,” we currently
apply a rule that the label is represented only if both concepts
share a sufficiently close semantic parent; otherwise, it remains
unmapped. Some labels can be resolved this way, such as
Intervention de gynécologie ou d’obstétrique = Operation on
female genital organs (procedure). But others are too
semantically broad or distant, with no precise match, such as
Pneumonie ou pneumopathie, where the shared parent Disorder
of lung (disorder) is considered too vague and would cause
excessive information loss. In total, our database contains 2895
labels with “or,” representing 17.5 million instances. Among
these, 834 (28%) labels have been successfully resolved,
covering 10 (57%) million instances.

Limitations
This work presents limitations. For reasons mentioned
previously, no interannotator agreement was carried out on the
work done. The goal was initially to develop the approach for
internal use only. Since it evolved gradually in parallel to our
improving capabilities, there was never a “before” and “after”
to evaluate. Also, since the team is made up of a set core of 3-4
members, it was considered more useful for us to evaluate our
work in focus group discussions. There was never a need
internally for a more explicit evaluation because problems are
reviewed so often. Finally, while the intention is to generalize
the way people use SNOMED CT to represent data, one of the
founding principles of SNOMED CT is that there are many
ways to express the same thing. As the most important outcome
is semantic accuracy, maintaining the meaning of the data
element, if two expressions mean the same thing but are written
differently, they are still both correct. The expected outcomes
were therefore never exactly matched. Such subtleties would
not appear in a formal interannotator agreement, reducing its
interpretability, an important point, which, in our opinion,
diminished the potential impact of such an evaluation.

The byproduct of an inclusive grammar, as described in this
work, is that it will inevitably make reuse more difficult. There
will be links created that should not work, and inconsistencies
in DL. The primary limitation of this implementation lies in the
operational integration of external vocabularies with standard
SNOMED CT tools. While separation of grammar and
vocabulary was identified as a crucial need for an FDG, its
implementation in the proposed approach is incomplete. The
MRCM we chose to keep and extend constitutes a set of rules
that are semantic, not merely grammatical. Currently, the
terminologies added to the grammar are attributed a SNOMED
CT code as a parent, to allow initial querying. But the new codes
themselves cannot be directly accessed yet. For this to function,
the integrated terminologies need to be definitively added to
SNOMED CT. There are ways to do this in theory, such as
creating a new concept with a valid SNOMED CT concept
identifier for each, but they have not yet been explored in detail

or implemented. Applying these solutions would greatly enhance
reuse capabilities, improving interoperability and consistency
of results. Modifying the ABNF syntax and parser is a first step
in this direction.

The results only cover the sources that have been selected for
representation so far. As the project continues, new sources will
be analyzed, extracted, and represented. Therefore, it is not
possible, to date, to give a clear image of the progress compared
to the complete data warehouse. However, the choice of the
sources to be added first has been designed to cover first the
core of the electronic health record, before smaller sources.
Additionally, new problems will inevitably appear, which will
need to be addressed, and new rules will have to be added. As
this work focuses primarily on structured data, it is not possible
to confront our semantic coverage to the full information content
of the electronic health record, but this is being addressed
through automatic annotation of free text using natural language
processing in a similar manner.

Finally, the approach was tested only in our environment and
is currently used nowhere else. The end goal, however, is, of
course, to apply it elsewhere to test its reproducibility, as the
complexity and variability of the approach mean it may not be
immediately applicable in different settings.

Governance and Implementation
Key recommendations can be derived from this work to address
the limitations discussed above. To safely adopt these
extensions, institutions should establish a minimum governance
structure consisting of a multidisciplinary committee of domain
experts and SNOMED CT–certified terminologists. This body
acts as a gatekeeper, validating new representation rules through
a consensus-based cycle only when standard SNOMED CT
concepts or official maps (eg, LOINC and Orphanet) are proven
insufficient. Key steps toward alignment with SI include
maintaining a formal local registry of all grammar extensions
and prioritizing the use of standard extension mechanisms
(MRCM) over syntax modifications to preserve compatibility
with the broader ecosystem. In terms of maturity, the MRCM
extensions for scalar values, temporality, uncertainty, and
negation are stable and ready for immediate reuse in standard
terminology servers (eg, Snowstorm). Conversely, the ABNF
syntax modifications required for integrating external
vocabularies remain experimental; they currently necessitate
custom parsing tools and can be adopted as a proof-of-concept
pending the evolution of standard tooling.

Future work
Steps have been taken to start implementing the strategy in
different institutions, as interest has been strong, and
collaborations are currently ongoing, but are at a preliminary
stage for the moment. External replication and independent
validation are being undertaken, which aim to evaluate the
adaptability and reusability of our approach, demonstrating its
generalizability. Additionally, specific projects in the hospital
have already benefited from using our approach to gather data
on subjects such as biomarkers in the field of genomics, which
was not possible before.
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Furthermore, while this work relied on expert manual
representation, future research will focus on automating the
translation of free-text clinical notes into PCEs using natural
language processing. Emerging methodologies leverage large
language models (LLMs) equipped with retrieval-augmented
generation to ground generated expressions in the extensive
SNOMED CT hierarchy, a technique showing potential for
high-fidelity clinical coding [56]. However, we acknowledge
that the generation of structured sequences via LLMs introduces
specific risks, such as exposure bias, which can affect the
reliability of the output. Recent work highlights the importance
of mitigating these biases in LLM distillation to ensure robust
structured generation [57]. Addressing these challenges would
dramatically scale implementation and unlock the potential for
advanced semantic reasoners to infer new knowledge from
grammatically rich, machine-readable clinical data.

Conclusions
This methodological study demonstrates how SNOMED CT’s
CG can be leveraged and extended to address recurrent semantic

gaps encountered in a large-scale clinical data warehouse. Rather
than constructing a new FDG from scratch, we have approached
this theoretical goal by systematically extending the capabilities
of an existing standard. Through specific modifications to the
MRCM and syntax, we successfully addressed complex
representational challenges such as negation, scalar values, and
the integration of external terminologies, thereby reducing the
tension between clinical expressivity and standardization.

Supported by a decade of implementation at HUG, this work
illustrates that a grammatical framework, separating the rules
of composition from the vocabulary itself, is essential for
capturing meaning at scale. While standardized vocabularies
provide the necessary lexical building blocks, it is the flexibility
of the grammar that determines the fidelity of the representation.
This study serves as a proof-of-concept that semantic
interoperability can be advanced by methodically extending the
expressive power of existing standards. However, the
widespread adoption of such extensions requires robust
governance frameworks to collaboratively manage and share
grammatical rules across institutions.
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Abstract

Background: Gastroesophageal reflux disease (GERD) symptoms substantially impair patients’ quality of life. The use of
patient-reported outcome (PRO) instruments for symptom measurement has been advocated by regulatory authorities. However,
current tools for GERD symptom evaluation are limited by recall bias. To improve the real-time characterization of GERD
symptoms, we developed an electronic diary (e-diary) for daily symptom monitoring.

Objective: This study aimed to develop and optimize a PRO-based e-diary for GERD symptom evaluation and to examine the
effect of symptom frequency on adherence.

Methods: The GERD e-diary evaluated 8 daytime (acid regurgitation, cough, heartburn, sour taste in the mouth, hiccups,
hoarseness, dysphagia, and chest pain) and 2 nighttime symptoms (acid regurgitation and cough) for 8 consecutive weeks.
Adherence, defined as the daily completion rate of e-diary, was analyzed and optimized across three stages: (1) no reminder, (2)
sending reminder SMS text messaging upon the detection of missing data (no reminders during the first 3-5 days after enrollment),
and (3) immediate installation of reminder system at enrollment. Weekly symptom frequency was calculated as the sum of
symptomatic days per week. Multiple regression analyses were performed to examine the effects of system optimization and
symptom frequency on adherence after controlling for confounders.

Results: A total of 138 patients with GERD (70 men, 68 women; mean [SD] age 52.9 [12.3] years) were recruited. At the first
stage, the adherence was 47.2%, 40%, and 57.6% for nighttime, daytime, and overall symptoms. System optimization significantly
improved the adherence of nighttime symptoms by 12.5% (95% CI 3.7-21.3) and 10.9% (95% CI 2.6-19.2), daytime symptoms
by 21.7% (95% CI 14.2-29.2) and 20.8% (95% CI 13.7-27.9), and overall symptoms by 16.5% (95% CI 9.8-23.2) and 18.5%
(95% CI 12.2-4.8) in the second and third stages, respectively. Symptom frequency was positively associated with adherence,
increasing by 0.7% (95% CI 0.6-0.8) for overall symptoms and 0.9% (95% CI 0.7-1) for both daytime and nighttime symptoms
per additional symptom frequency. Adherence gradually decreased along the study period. (first vs eighth week: nighttime 80.1%
vs 61.5%, β=−18.6, 95% CI −26.9 to −10.3; daytime 85.1% vs 66.8%, β=−18.3, 95% CI −25.6 to −11; overall 95.1% vs 78%,
β=−17.2, 95% CI −23.5 to −10.9).

Conclusions: The adherence of the GERD e-diary can be optimized by using SMS text messaging reminders. Higher symptom
frequency was associated with increased adherence, although engagement declined over time. This innovative PRO-based e-diary
with prolonged recording provides a real-time, prospective tool that overcomes the recall and ecological biases inherent in
traditional short-term retrospective GERD symptom assessments. This advancement empowers patients through improved
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self-awareness and provides physicians with precise, long-term data, facilitating tailored therapeutic interventions and supporting
personalized GERD management.

(J Med Internet Res 2026;28:e83680)   doi:10.2196/83680

KEYWORDS

adherence; e-diary; gastroesophageal reflux disease; GERD; symptom frequency; system optimization

Introduction

Gastroesophageal reflux disease (GERD) is a common disorder
affecting approximately 20% of the general population [1].
GERD symptoms, including typical (heartburn and acid
regurgitation) and atypical (cough, chest pain, sour taste in the
mouth, hoarseness, dysphagia, and hiccups) symptoms, would
bring significant burdens on patients’ quality of life, reduce
work productivity, and increase considerable medical resources
worldwide [2-6]. As a symptom-driven disease, GERD should
be evaluated for the presence, frequency, and severity of
bothersome symptoms [1]. However, patient-reported clinical
management outcomes often remain unsatisfactory, with more
than 50% of patients continuing to experience bothersome
symptoms despite proton pump inhibitor therapy [7]. This
underscores the need for more nuanced approaches to symptom
assessment and management.

Patient-reported outcomes (PROs) are the most direct and
measured instrument for evaluation, an approach advocated by
the Food and Drug Administration of the United States to assess
treatment efficacy [8]. In GERD research, PROs have been used
to evaluate the symptomatic improvements after
acid-suppressant drugs, such as proton pump inhibitors or
histamine-H2-receptor antagonists [9-11]. PROs have also been
used in long-term studies to evaluate symptom resolution after
surgery and endoscopic interventions and to assess
improvements in quality of life [12-14]. However, most previous
studies relied on questionnaires that required patients to recall
symptoms over prolonged periods, possibly leading to recall
bias. Furthermore, during outpatient evaluation and follow-up
in patients with GERD, important information about the time
course of symptom occurrence and relief is still limited because
the caring physicians typically assess bothersome symptoms
after weeks or even months of treatment. Notably, it has been
reported that a 30-day recall of self-reported urinary
incontinence is impaired and can be associated with
demographic and psychosocial characteristics [15]. Patients
with GERD are expected to face similar situations when using
questionnaires to recall their symptoms [16-18]. Therefore,
daily assessments of the GERD symptoms would provide a
better understanding of the natural course of GERD symptoms
and potentially alleviate the recall bias. Although patients with
chronic gastroenterological diseases express strong interest in
using mobile health apps for disease management, real-world
adherence remains low, with high dropout rates [19]. Some
studies report that up to 80% of participants engage only
minimally or discontinue regular use, with retention rates
dropping to as low as 3.9% after 15 days [20-22]. Existing
GERD questionnaires also face limitations: their perceived
impracticality for routine clinical use, along with challenges

inherent to traditional paper-based symptom tracking—such as
recall bias, inconsistent formatting, and poor adherence leading
to incomplete or inaccurate data—collectively impede accurate
and continuous symptom assessment for both patients and
clinicians [23]. Given the high patient interest in digital health
solutions, there is a critical need for novel mobile tools capable
of overcoming these traditional limitations [24]. Although there
are some smartphone apps for gastrointestinal disease, including
GERD, available in the market, no app is compliant with the
2022 American College of Gastroenterology Guideline and not
designed for physicians’management of GERD symptoms, and
most of the apps are not evidence based [24-26].

To overcome recall bias and better address the progression and
regression of GERD symptoms, in this study, we developed an
e-diary for recording GERD symptoms. As low adherence in
GERD diary recording would potentially limit the accountability
of the e-diary, affecting clinical assessments and the associated
outcomes, we tried to develop a strategy to enhance the 8-week
adherence using the e-diary. Furthermore, our clinical
observations and existing literature suggest a strong link between
symptom severity and recording motivation: patients
experiencing more frequent or intense symptoms typically
demonstrate greater adherence and accuracy in documentation
[27,28]. Therefore, we subsequently tested that higher symptom
frequency would be associated with increased adherence to
e-diary recording. The objective of the study was to examine
the effects of symptom frequency and the degree of system
optimization on weekly adherence, with the hypothesis that
after adjusting for potential confounders, higher symptom
frequency and greater system optimization would be associated
with better weekly adherence. This will serve as a basis for
developing strategies to improve patient adherence in completing
the e-diary, thereby enhancing the clinical validity of the e-diary
for GERD symptoms.

Methods

In this study, we followed the EQUATOR (Enhancing the
Quality and Transparency of Health Research) guidelines using
the STROBE (Strengthening the Reporting of Observational
Studies in Epidemiology) checklist [29].

Study Design and Participants
The study was a prospective observational cohort study. From
October 2021 to January 2023, consecutive adults (aged ≥20 y)
with GERD were recruited from the outpatient clinics of
gastroenterology in Taipei Veterans General Hospital, a tertiary
medical center in northern Taiwan. Eligible participants
presented with either typical (acid reflux or heartburn) or
atypical symptoms (hoarseness, throat discomfort, cough, or
chest pain) for at least 3 months. Heartburn or regurgitation
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should be noted for 4 days or more during the 7 days before the
first visit. Patients who expressed interest and consented to daily
symptom recording using the GERD e-diary were enrolled. A
trained research assistant installed the GERD e-diary on the
mobile phones of participants and provided instructions for use.
These patients were asked to complete the GERD e-diary on a
daily basis for 8 weeks. One or two follow-up visits in
gastroenterology clinics would be arranged. To minimize
potential selection and information bias, consecutive eligible
patients attending the outpatient gastroenterology clinics were
approached, and all data were prospectively recorded using
standardized digital forms. As symptom data were collected

directly from patients through an electronic diary (e-diary),
recall bias was substantially reduced compared with paper
questionnaires. The study size (n=138) was determined
pragmatically according to the expected recruitment capacity
within the 15-month study period and the pilot nature of this
observational study. No formal sample size calculation was
performed, consistent with the exploratory objectives. Patient
flow from screening to analysis is summarized in Figure 1,
which illustrates the number of patients invited (n=176), enrolled
(n=138), and completing the 8-week follow-up, together with
the reasons for exclusion.

Figure 1. Patients flowchart. GERD: gastroesophageal reflux disease.

The GERD E-Diary
The web-based GERD e-diary was designed to record both
nighttime and daytime GERD symptoms. Patients were asked
to fill out the e-diary twice a day. In the morning, they were
asked to fill in nighttime symptoms during the previous night,
while in the evening, they were asked to record daytime
symptoms that occurred during the concurrent day. The GERD
e-diary was designed to assess 8 daytime symptoms (acid reflux,
cough, heartburn, sour taste in the mouth, burping, hoarseness,

dysphagia, and chest pain) and 2 nighttime symptoms (acid
reflux and cough). The choice of these GERD symptom records
was based on the Modified Reflux Symptom
Questionnaire–Electronic Diary, which proved to be a reliable
and valid PRO instrument [30]. After completing the e-diary,
educational or inspiring messages would be randomly displayed
to encourage continued participation. Although it was a
web-based e-diary, we installed it as a smartphone shortcut icon
that functioned like a mobile app, as Figure 2 showed.
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Figure 2. Interface of the web-based gastroesophageal reflux disease (GERD) e-diary used in this cohort study conducted at Taipei Veterans General
Hospital, Taiwan (October 2021 to January 2023). The shortcut icon was added to patients’ smartphones, providing an app-like interface for direct daily
input of GERD symptoms. (A) Home screen appearance; (B) symptom entry interface.

Optimization of the GERD E-Diary
Optimization of the e-diary system was developed with 3 stages.
The first stage was initiated without reminders to the patients
with GERD to complete the twice-daily questionnaire on mobile
phones (October 7, 2021, to January 17, 2022; n=9). As most
of these patients (n=5) failed to fill in the questionnaire (defined
as completing <60% [range: 46.4%‐57.1%] of the overall
symptom diary) in the first stage, we designed an SMS text
messaging reminder in the second stage (January 18, 2022, to
June 30, 2022; n=51). In this stage, the system would
automatically check at noon and 10 PM each day to determine
whether the patients had filled out the diary. Once an unfilled
e-dairy was detected, an SMS text message was sent to the
patients’ mobile phones. If no entries were submitted for 3
consecutive days, an additional notification was sent to the
research team to contact the patients. During the second stage,
the reminder function was activated manually, resulting in no

reminder function during the 3 to 5 days after enrollment. In
the third stage of system optimization (July 1, 2022, to January
19, 2023; n=78), the reminder system was fully automated and
activated immediately upon enrollment, eliminating the need
for manual setup.

Adherence of the GERD E-Diary and Variables
Affecting the Completeness of the E-Diary
The GERD e-diary adherence was evaluated by measuring the
overall weekly symptom adherence rate, which was the number
of days or nights symptoms filled out per week divided by 7.
The overall symptom adherence rate was further categorized
into nighttime (weekly nighttime adherence rate: number of
nights filled out per week/7) and daytime (weekly daytime
adherence rate: number of days filled out per week/7). The
potential independent variables affecting the adherence rate,
including the frequency of GERD symptoms (weekly total
symptom days: 10 symptoms per day×7 days=70 symptom days,
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ranging from 0 to 70) and the system optimization stage (3
stages, with higher stage indicating greater optimization), as
well as the other confounders (such as age, gender, smoking,
alcohol consumption, and comorbidities [sleep disorders, mental
illnesses, sleep apnea, chronic obstructive pulmonary disease,
asthma, liver or kidney diseases, cardiovascular diseases,
diabetes mellitus, inflammatory bowel disease, central nervous
system disorders, functional gastrointestinal disorders, and
malignant diseases]) were measured.

Statistical Analysis
Descriptive statistics were performed for categorical variables
as case numbers and percentages and means and SDs (including
range) for continuous variables. The sampling method was
clarified as convenience sampling of eligible outpatients. Any
diary entry that was not completed on a given day was classified
as nonadherence for that specific time point. As adherence was
one of the key outcomes of interest, incomplete entries were
interpreted as reflecting nonadherent behavior rather than
ignorable missingness. Generalized estimating equations or
multiple linear regression models were constructed to examine
the effects of system optimization stage and weekly symptom
frequency on adherence rates (nighttime, daytime, and overall).
Independent variables included system optimization stage
(categorical, 3 levels), symptom frequency (continuous), and
potential confounders, such as age, gender, smoking, alcohol
consumption, and major comorbidities. For repeated weekly
adherence values across the 8-week observation period, a

repeated-measures analysis with week as the within-subject
variable was performed to assess temporal trends. All results
are reported as β coefficients with corresponding 95% CIs and
P values. Two-tailed significance was defined as P<.05.

Ethical Considerations
The study was reviewed and approved by the Medical Ethics
Committee of Taipei Veterans General Hospital
(2021-05-012CC) and conducted in accordance with the
Declaration of Helsinki. Written informed consent was obtained
from all eligible participants before data collection, covering
both the collection of primary data and its secondary analysis.
Participants were informed that they could withdraw from the
study at any time without any impact on their future medical
care. To ensure privacy protection, all data were deidentified
using participant codes, and no identifiable information was
disclosed. Participants received a reimbursement of TWD $500
(approximately US $16) for their participation in the study.

Results

Clinical Characteristics of Patients With GERD
A total of 138 patients with GERD (mean [SD] age 52.9 [12.3]
y; range 24.4‐78.4 y; 68 female patients) were enrolled.
Approximately one-third (46/138, 33.3%) of patients displayed
coexisting functional gastrointestinal disorders. The baseline
characteristics and comorbidities are summarized in Table 1.

Table . Baseline demographic and clinical characteristics of 138 patients with gastroesophageal reflux disease enrolled from the outpatient gastroenterology
clinics at Taipei Veterans General Hospital, Taiwan (October 2021 to January 2023).

ValuesClinical characteristics

52.9 (12.3); 24.4‐78.4Age (y), mean (SD); range

68 (49.3)Female, n (%)

14 (10.1)Smoking, n (%)

30 (21.7)Alcohol, n (%)

72 (52.2)Sleep disorders, n (%)

7 (5.1)Mental illnesses, n (%)

17 (12.3)Sleep apnea, n (%)

2 (1.4)Chronic obstructive pulmonary disease, n (%)

14 (10.1)Asthma, n (%)

15 (10.9)Liver or kidney diseases, n (%)

38 (27.5)Cardiovascular diseases, n (%)

11 (8.0)Diabetes mellitus, n (%)

5 (3.6)Inflammatory bowel disease, n (%)

2 (1.4)Central nervous system disorders, n (%)

46 (33.3)Functional gastrointestinal disorders, n (%)

16 (11.6)Malignant diseases, n (%)

System Optimization and Effects of Symptom
Frequency on Adherence
As presented in Table 2, during the first stage of system
optimization, the nighttime symptom adherence rate was 47.2%.

Implementation of the reminder system significantly increased
adherence by 12.5% in the second (P=.005) and 10.9% in the
third stages (P=.01). For daytime symptom reporting, the
adherence rate in the first stage was 40.0%, which improved by
21.7% in the second (P<.001) and 20.8% in the third stages
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(P<.001). The overall adherence reporting in the first stage was
57.6%, with further increases of 16.5% in the second (P<.001)
and 18.5% in the third stages (P<.001). For every additional
symptom frequency, there was a significant increase of 0.9%
in adherence for both daytime and nighttime symptom reporting

and an increase of 0.7% for overall symptom reporting (P<.001).
These findings indicate that higher symptom frequency was
positively correlated with participants’ motivation to complete
the GERD e-diary, suggesting that patients experiencing more
frequent symptoms were more engaged in self-monitoring.

Table . Effects of system optimization and symptom frequency on adherence to the gastroesophageal reflux disease e-diary.a

P valueβb,c (95% CI)Adherence (%)

Nighttime symptom

47.2    System optimization (first stage)

0.005+12.5 (3.7 to 21.3)    System optimization (second vs first stage)

0.01+10.9 (2.6 to 19.2)    System optimization (third vs first stage)

<.001+0.9 (0.7 to 1)    Symptom frequency

Daytime symptom

40    System optimization (first stage)

<.001+21.7 (14.2 to 29.2)    System optimization (second vs first stage)

<.001+20.8 (13.7 to 27.9)    System optimization (third vs first stage)

<.001+0.9 (0.7 to 1)    Symptom frequency

Overall symptom

57.6    System optimization (first stage)

<.001+16.5 (9.8 to 23.2)    System optimization (second vs first stage)

<.001+18.5 (12.2 to 4.8)    System optimization (third vs first stage)

<.001+0.7 (0.6 to 0.8)    Symptom frequency

aResults derived from multiple linear regression models adjusted for potential confounders, including age, gender, smoking, alcohol consumption, and
comorbidities.
bβ=change in adherence in the second and third stages of system optimization compared with the first stage.
cβ=change in adherence per additional symptom frequency.

Adherence Trends in GERD E-Diary Recording
Table 3 presents the weekly change in adherence rate among
all enrolled patients with GERD. The nighttime symptom
adherence rate was 80.1% during the first week and began to
decrease significantly from the third week (71.5%; P=.04),
reaching 61.5% by the eighth week (P<.001). For daytime
symptom reporting, adherence was 85.1% in the first week and

showed a significant decline beginning at the fourth week
(76.0%; P=.01) and further to 66.8% by the eighth week
(P<.001). Overall adherence followed a similar trend, starting
at 95.1% in the first week, decreasing to 86.7% in the fourth
week (P=.009), and dropping to 78.0% in the eighth week
(P<.001). These results demonstrate a gradual decline in
participant engagement with the e-diary over time, despite the
implemented reminder optimization strategies.
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Table . Weekly adherence trends of gastroesophageal reflux disease e-diary completion during the 8-week study period.

P valueβa (95% CI)Adherence (%)Symptoms and week

Nighttime symptoms

N/AN/Ab80.1    1

0.06−8.1 (−16.4 to 0.2)72    2

0.04−8.6 (−16.9 to −0.3)71.5    3

0.004−12.2 (−20.5 to −3.9)67.9    4

0.006−11.7 (−20 to −3.4)68.4    5

<.001−18.5 (−26.8 to −10.2)61.6    6

<.001−15.8 (−24.1 to −7.5)64.3    7

<.001−18.6 (−26.9 to −10.3)61.5    8

Daytime symptoms

N/AN/A85.1    1

0.50−2.5 (−9.8 to 4.8)82.6    2

0.22−4.6 (11.8 to 2.7)80.5    3

0.014−9.1 (16.4 to 1.8)76    4

<.001−13 (−20.3 to -5.8)72    5

<.001−15.6 (−22.9 to -8.4)69.5    6

<.001−16.7 (23.9 to −9.4)68.4    7

<.001−18.3 (−25.6 to −11)66.8    8

Overall symptoms

N/AN/A95.1    1

0.10−5.3 (−11.6 to 1)89.9    2

0.05−6.2 (−12.5 to 0.1)88.9    3

0.009−8.4 (−14.7 to −2.1)86.7    4

<.001−11.7 (−18 to −5.4)83.4    5

<.001−16.9 (−23.3 to −10.6)78.3    6

<.001−15.5 (−21.9 to −9.2)79.6    7

<.001−17.2 (−23.5 to −10.9)78    8

aβ=β values representing the percentage change in adherence compared with the first week, with 95% CIs and P values derived from repeated-measures
analysis.
bN/A: not available.

Comparison of GERD E-Diary With Previous GERD
Evaluation Tools
The characteristics and differences between our current GERD
e-diary study and previous GERD questionnaire studies are

summarized in Table 4. This e-diary, using separate day and
night assessments, can record 10 relevant GERD symptoms
daily and also provide educational information.
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Table . Comparison of patient-reported outcome (PRO) instruments for gastroesophageal reflux disease (GERD). The summary includes data entry
frequency, number of symptoms recorded, and whether daytime and nighttime symptoms were separately assessed.

GERD e-diaryRESQ-7d [33]GerdQc [16]Puhan et al [32]GRACIb [31]PRO instrumenta

DailyWeekly recallWeekly recallDailyDailyData entry frequency

1013635Number of symptoms
recorded

Separately assessedNot assessedgNo separationSeparately assessedfNo separationeDay and night record-
ing

Electronic diaryPaperPaperPaperPaperRecording format

YesN/AhN/AhN/AhN/AhProviding educational
information

aSummary includes data entry frequency, number of symptoms recorded, and whether daytime and nighttime symptoms were separately assessed.
bGRACI: Gastroesophageal Reflux Disease Activity Index.
cGerdQ: Gastroesophageal Reflux Disease Questionnaire.
dRESQ-7: Reflux Symptom Questionnaire, 7 day recall
eNo separation: daytime and nighttime symptoms recorded together.
fSeparately assessed: daytime and nighttime symptoms recorded separately.
gNot assessed: no specific daytime or nighttime symptom assessment.
hN/A: not available.

Discussion

Principal Findings
In this study, we demonstrated that a GERD e-diary was
successfully developed to record GERD symptoms twice daily
(day and night) with relatively high adherence. Patients’
adherence was significantly improved with the application of
SMS text messaging reminders in the e-diary system. In
addition, patients who experienced more frequent symptoms
tended to demonstrate higher levels of adherence. While the
overall adherence rate reached approximately 80% over the
8-week period, a gradual decline was observed over time. This
PRO-based e-diary, which enables prolonged and continuous
symptom recording, provides a real-time and prospective
assessment framework that substantially reduces the recall and
ecological biases associated with conventional short-term,
retrospective GERD symptom evaluations. By facilitating
structured, longitudinal monitoring, the system not only
enhances symptom awareness for patients but also offers
clinicians high-resolution, long-term data that support more
customized therapeutic decisions and advance personalized
GERD management.

Comparison With Prior Work
PRO measures are essential for evaluating both disease burden
and treatment efficacy in GERD [6]. Several instruments have
been developed to capture these outcomes. For example, the
GRACI (Gastroesophageal Reflux Disease Activity Index)
integrates patient diaries with structured nurse-led interviews,
thereby reducing physician workload and minimizing assessor
bias [31]. Puhan et al [32] introduced a symptom diary that
tracked heartburn frequency, severity, and antacid use over 4
to 6 weeks, achieving high adherence, with only 7.9% of patients
completing fewer than 80% of entries. The GerdQ
(Gastroesophageal Reflux Disease Questionnaire), a 6-item
tool, facilitates diagnosis and management in primary care

without the need for specialist referral [16]. Similarly, RESQ-7
(Reflux Symptom Questionnaire, 7-day recall) evaluates 13
GERD-related symptoms based on a 7-day recall period [33].
Despite their clinical value, most PRO tools have important
limitations. They typically capture symptoms over short intervals
(often 1 wk), which makes it difficult to assess temporal
fluctuations in patients with intermittent symptoms. Relying on
weekly recall instead of daily reporting also introduces bias, as
patients tend to overestimate symptom intensity and
underestimate frequency [34]. Daily PROs are generally more
accurate, especially for variable symptoms [35], but even these
prior studies fail to differentiate between daytime and nocturnal
symptoms. This is a critical gap, as nighttime symptoms are
common in GERD and strongly impact quality of life [36].
Additionally, many existing PROs record only a narrow range
of symptoms, limiting their clinical comprehensiveness. Another
concern lies in data collection methods. Traditional paper-based
questionnaires are vulnerable to retrospective completion, which
compromises accuracy. In contrast, electronic data entry systems
can restrict both prospective and retrospective inputs, thereby
reducing recall bias and improving data integrity [35]. To
overcome these challenges, we developed a web-based GERD
e-diary that records symptoms twice daily over an 8-week
period. This approach provides a more reliable picture of
symptom patterns, minimizes recall bias, and generates richer
data for clinicians. Importantly, the e-diary also enhances patient
awareness of their condition. Together, our GERD e-diary
features improve the accuracy and comprehensiveness of GERD
assessment, ultimately fostering greater confidence in
management for both clinicians and patients.

In the first phase of building up the e-diary, the overall
adherence rate was as low as approximately 40%. Therefore,
we incorporated a reminder system into the e-diary and activated
it upon the detection of missed entries. In the second stage, the
reminder system became available only 3 days after enrollment,
whereas in the third stage, it was activated immediately upon

J Med Internet Res 2026 | vol. 28 | e83680 | p.1729https://www.jmir.org/2026/1/e83680
(page number not for citation purposes)

Chen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


enrollment. Both optimization measurements would significantly
improve overall symptom adherence to approximately 80%.
Previous research supported the effectiveness of reminders in
enhancing health-related behaviors. For example, a review of
11 randomized controlled trials (1999‐2009) confirmed that
reminder interventions significantly improved daily medication
adherence compared to no-reminder controls [37]. Another
study demonstrated that daily SMS text messaging reminders
enhanced adherence to antiasthmatic treatment [38]. Similarly,
email and letter reminders significantly improved colorectal
cancer screening rates compared to usual care, with no difference
between the 2 reminder types (email and letter) [39].
Furthermore, reminding patients and clinicians, especially those
directed at patients, is an effective strategy to improve colorectal
cancer screening rates among individuals who are not up to date
with screening [40]. In line with these findings, our study
demonstrated that incorporating SMS text messaging reminders
substantially improved adherence to GERD e-diary recordings.
Despite the favorable results, there seemed to be little difference
between the second and third stages of system optimization,
which might be due to the short time delay (3‐5 d) of the
incorporation of the reminding systems.

We also found that higher symptom frequency was associated
with increased adherence. Similar observations had been
reported in other diseases. For instance, patients with urinary
incontinence who experienced greater voiding frequency
exhibited higher adherence to voiding diaries [27]. Furthermore,
in patients with seasonal allergic rhinitis, symptom recording
adherence to an e-diary was significantly higher during the peak
grass pollen season, which coincided with more intense allergic
symptoms [28]. All observations suggested that more frequent
and severe symptoms may be associated with enhanced
awareness and stronger motivation to report their disease status
to health care providers.

Despite relatively high adherence at the beginning phase, our
study showed a gradual decline in adherence over the 8-week
period. This trend was consistent with previous findings in other
diseases. For example, patients with allergic rhinitis
demonstrated a slow decline in e-diary completion from 90%
in the first week, 80% to 90% in the second to sixth weeks, and
70% to 80% after the seventh week [28]. A separate study
assessing voiding diaries among patients with urinary
incontinence similarly reported that a 7-day diary posed a higher
burden than shorter 2- or 3-day formats [41]. In addition, 3
respiratory clinical trials also demonstrated that adherence
decreased over time after randomization [42]. All results
suggested that adherence to long-term daily symptom recording
might be challenging for the patients to complete the daily diary
study.

To improve long-term adherence, several strategies might be
considered. Providing additional information and education
could be applied to promote better adherence in e-diary
recording [28]. Reducing diary duration may also enhance
patient compliance and minimize burden [41]. Additional
methods to increase patient engagement, such as customizing
diary content and reminders based on patient needs, using
user-friendly interfaces, and incorporating social and
gamification features [21], or integration with wearable devices,

might also help improve adherence. Using personalized adaptive
reinforcement learning as a core behavioral strategy, it may be
possible to optimize intervention timing and minimize alert
fatigue, ensuring more stable long-term user participation in
the future [43]. In this study, patients expressed a desire to see
immediate visual representations of daily symptom changes.
Understanding the psychological factors (eg, motivation) and
socioeconomic status behind patient adherence could be
invaluable for designing more effective interventions.

Study Strengths
Our study introduces a significant innovation in GERD
management through the development of a web-based e-diary
designed for daily symptom assessment. The primary strength
of this approach lies in its ability to provide real-time,
prospective data collection, thereby fundamentally overcoming
the limitations of traditional paper-based questionnaires and
retrospective recall, which are prone to significant recall and
ecological biases for patients with GERD [44]. Unlike
conventional studies that often rely on symptom scores primarily
as a measure of drug response, our e-diary integrates symptom
monitoring directly into daily clinical practice. This shift allows
for the capture of fine-grained, fluctuating symptom patterns
over an extended period, providing a more accurate and
comprehensive understanding of the patient’s condition. Second,
by minimizing recall bias, our e-diary ensures higher data entry
quality and more efficient data handling compared to traditional
methods. Third, it empowers patients to actively participate in
their self-management by collecting health data autonomously,
fostering self-reliance and improved awareness of their condition
[45]. Fourth, with the application of an SMS reminder system
and educational feedback provided, the adherence rate of
patients could be maintained up to 8 weeks, especially for those
symptomatic patients. Fifth, our study benefits from the e-diary’s
ability to separately capture daytime and nighttime GERD
symptoms. This distinction is clinically important, as nocturnal
reflux is characterized by impaired esophageal clearance and
is associated with more aggressive disease, including a higher
risk of severe complications such as esophagitis [46]. Moreover,
nighttime symptoms substantially impair patients’health-related
quality of life [36]. These granular, time-specific symptom data
provide essential insights for developing personalized
management strategies. Finally, the detailed, real-time symptom
data facilitate enhanced patient-physician collaboration.
Physicians can readily visualize symptom changes, understand
the variability in symptoms, and work more effectively with
patients to tailor treatment strategies [47]. This paves the way
for truly personalized treatment plans in the future that can adapt
to individual patient needs and daily life events, potentially
incorporating dietary or other therapeutic adjustments.
Ultimately, this approach moves beyond simple response
assessment, enabling a proactive feedback loop that can lead to
more informed and timely clinical decisions, fostering greater
confidence in management for both clinicians and patients.

Study Limitations
Limitations do exist in the study. First, patients with GERD
were enrolled from a single center and included only patients
capable of operating an e-diary, potentially limiting the
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generalizability and overestimating adherence. Validation in
multicenter or community-based cohorts should be conducted
in the further studies. Second, days on which patients did not
complete entries were recorded as symptom-free when
calculating symptom frequency, which may lead to
underestimation of the reported symptoms. Third, objective
physiological parameters (eg, 24 h pH-impedance monitoring,
reflux-symptom association probability, or treatment response)
were not detected in this study, which would enhance the
e-diary’s clinical utility. Fourth, although SMS reminders
improved the adherence, they might inadvertently increase
psychological stress, symptom vigilance, or anxiety, which also
may lead to worsening of GERD symptoms. This may account
for part of the nonadherence observed in this study. Assessment
of the Esophageal Hypervigilance and Anxiety Scale and other

psychological measurements is warranted in subsequent studies
to help balance engagement benefits against potential harm.
Finally, we did not evaluate the satisfaction scores of patients
with GERD and caring physicians. Further adjustments to this
GERD e-diary by correcting the aforementioned limitations
should be considered in future studies.

Conclusions
Our results demonstrate that system optimization can
significantly enhance adherence in the newly developed GERD
e-diary recording. Increased GERD symptom frequency was
associated with adherence, although overall engagement
declined gradually over 8 weeks. The development of this
PRO-based GERD e-diary system can be a convenient tool for
future application in clinical and research settings.
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Abstract

Background: To meet the needs of individuals diagnosed with autism, internet-based interventions have been developed with
a variety of objectives. A deeper understanding of the mechanisms of change may help tailor interventions to individual needs.
The communicative behaviors of individuals with autism participating in text-based internet-based interventions remain largely
unexplored, as do their potential relations to clinical outcomes. An improved understanding of participants’ behaviors may help
therapists better tailor support, promote engagement, and enhance treatment outcomes.

Objective: This study aimed to explore the communicative behaviors of individuals with autism participating in an internet-based
intervention and to examine whether different behavioral patterns were associated with treatment outcomes or treatment adherence.

Methods: Messages from 34 participants enrolled in an 18-week internet-based cognitive behavioral therapy program were
analyzed using abductive qualitative content analysis. Correlational analyses were used to examine the relationships between
qualitative categories and change scores on outcome measures and rates of module completion.

Results: Fourteen behavioral categories were identified and grouped into three overarching domains: (1) “This is me,” which
encompasses the participants’ narratives on identity, personality, autistic functioning, current and past circumstances, and
worldview; (2) “Working with the treatment,” which included statements related to engagement with the treatment process; and
(3) “I struggle,” which comprised of past and present negative experiences and challenges. Correlational analyses revealed
associations between several behavioral categories and improvements in quality of life and treatment adherence.

Conclusions: The findings highlight the importance of self-narrative formulation among individuals with autism and suggest
that certain communicative behaviors—particularly those involving identity reflection and recognition of treatment-related
gains—were positively associated with therapeutic outcomes. The findings enhance our understanding of how individuals with
autism engage in internet-based cognitive behavioral therapy and may serve as a valuable source of information for therapists
when guiding expectations regarding client outcomes and identifying participants who may benefit from additional support.

Trial Registration: ClinicalTrials.gov NCT03570372; https://clinicaltrials.gov/study/NCT03570372

(J Med Internet Res 2026;28:e76527)   doi:10.2196/76527
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Introduction

Background
Autism is a neurodevelopmental condition characterized by
difficulties in social communication and a stereotypical
behavioral pattern [1]. These difficulties imply functional
impairment in social situations and may affect psychological
well-being [2,3] and low quality of life (QOL) [4]. Furthermore,
individuals with autism face several challenges in accessing
health care [5], and internet-based interventions offer a
convenient and flexible format that may increase accessibility
for this population.

The evidence base for internet-based interventions is growing,
and an increasing number of diagnostic groups are being offered
internet-based cognitive behavioral therapy (ICBT) [6]. Given
the efficacy of ICBT, there is a need for an improved
understanding of the mechanisms of change, as this knowledge
would allow more targeted adaptations of treatment content to
the specific needs of each service user [7].

Interventions that include therapist support tend to be more
effective than those delivered without guidance [8]. In addition,
factors such as participant adherence, treatment credibility,
working alliance, and baseline symptom scores have all been
identified as important predictors of treatment outcome in ICBT
[9]. In particular, therapeutic alliance and treatment adherence
are related to favorable outcomes [10,11].

Therapeutic feedback in ICBT is typically provided at regular
intervals [7], in response to participant progress, and the
participant may have the possibility to write to the therapist at
their convenience, both in response to therapist feedback and
to initiate a new conversation. Though the core ingredients in
ICBT are expected to be embedded within the predetermined
text-based modules or sessions, the established importance of
therapeutic support [8] and alliance [10] implies that some
change mechanisms are influenced by the one-to-one written
communication.

The functional components of therapist feedback in ICBT,
conceptualized as “therapist behaviors,” are important for both
adherence and outcome [12-14]. The client-related
equivalent—patient behaviors in ICBT—remains less thoroughly
explored. However, previous research indicates that different
communicative patterns among participants in ICBT may also
be associated with both outcome and adherence [15-17].
Increased insight into what is communicated by clients in ICBT
is an important piece of the puzzle in forming an understanding
of who is likely to benefit from the program—and who may
not—as well as identifying individuals at risk of dropping out.
This information can also serve as a valuable indicator to
practitioners that a participant is struggling and may require
additional support [15].

Svartvatten et al [11] explored behaviors reflected through client
messages in ICBT for depression, and their relation to outcome
and adherence. They identified 10 behavioral categories and
found that “Alliance and Observes positive consequences”
correlated positively with changes in outcome, and the behaviors
“Alliance,” “Identifies patterns and problem behaviors,”

“Maladaptive repetitive thinking,” “Observes positive
consequences,” “Tries alternative behavior,” “Chooses
alternative behavior,” and “Avoidance of treatment” were
positively related to the number of modules completed.

In 2 comparative studies, Soucy et al [18] and Kraepelien et al
[19] adopted the behavioral categories from Svartvatten’s study
to examine whether these could be generalized to their own
data, including participants with depression, anxiety [18], and
alcohol use disorder [19]. Although both studies found the
predefined categories applicable, notable differences in both
frequency and relation to adherence and outcome were observed.
Based on inconsistent correlation results, both studies refrained
from concluding the predictive value of client behaviors but
suggested that the categories may still offer insight into the
therapeutic process in ICBT. Soucy et al [18] noted that their
directed (also referred to as deductive) content analysis
approach—following the categories generated by
Svartvatten—may have hindered the detection of other relevant
themes. Therefore, they call for future research to analyze client
messages inductively, without referring to pre-existing
frameworks.

An inductive analytical approach may be especially justified
when analyzing communicative patterns among individuals
with autism, a population known to exhibit a qualitatively
different communicative style compared to the norm, both
generally [20] and in text-based online communication [21].
These communication differences may be manifested, for
example, by an impaired narrative ability—a communicational
skill important for sharing experiences and connecting with
others [22]. Furthermore, research has shown that
computer-mediated communication often is preferred over
verbal communication among individuals with autism [21,23]
and that they use internet-based communication in qualitatively
different ways than individuals without autism [21,24,25]. These
findings open up the possibility that the communicative
behaviors in ICBT for autism may differ from those of other
patient groups, which justifies approaching this question with
an inductive approach, unrestricted by the deductive categories
used in previous studies.

To manage the increasing number of individuals diagnosed with
autism and to meet their needs, internet-based interventions
have been developed with a variety of objectives, including
increasing QOL [26], providing psychoeducation [27], and
treating psychiatric comorbidities [28-30]. Although the research
base on ICBT for autism is relatively scarce, the available
studies suggest that internet-based interventions may be both
particularly suitable for the needs of individuals with autism
[27,31], as well as effective [27,29,30].

Within the current project, an 18-week internet-based
intervention adapted for individuals with autism was evaluated
for feasibility and effect compared to an active control group
[26]. The results were complex and ambiguous; while no
group-level effects were found on quantitative outcomes,
participant satisfaction was high, and dropout rates were low,
indicating good feasibility. A qualitative study on participant
experiences of the intervention [31] showed that the participants
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generally appreciated the internet-based format, and especially
the opportunity to communicate with the therapist in writing.

However, the participants had varying experiences regarding
therapist support and the messaging function. Some participants
used the messaging function to enable a deeper conversation
with the therapist, whereas others only occasionally responded
to the therapeutic feedback, resulting in great variability in the
amount of therapeutic contact [31]. Accordingly, the level of
support was, to a great degree, dependent on the behavior of
the participants. Whether this diverse use of the therapeutic
support may be related to the treatment effect or adherence is,
however, unclear and warrants further investigation. As the
active ingredients in ICBT for individuals with autism are yet
unexplored, we should remain open to the possibility that the
varying communicative behaviors of participants may play a
role, even in interventions where no group-level effect was
found.

Little is known about the behavior reflected through participant
messages in internet-based interventions for individuals with
autism, or how variations in these behaviors may relate to
treatment outcomes and adherence. Analyzing participant
messages in ICBT may offer valuable insights into how
individuals with autism engage in the treatment. Furthermore,
early identification of specific participant behaviors may inform
professionals about what to expect when treating individuals
with autism, and thereby guide therapeutic decision-making.
Improved understanding of client behaviors could thus be
helpful both in identifying individuals at risk of dropping out
and in guiding the development of future programs.

Objectives
This study aimed to gain knowledge about participants’
communicative behaviors in an internet-based intervention for
individuals with autism by investigating the content of
participant messages. An additional aim was to explore whether
the use of different behaviors (including word count and
message frequency) was related to clinical outcome or
adherence.

Methods

Design
This study used a mixed method design, using data collected
as part of a larger randomized controlled trial (RCT) aimed at
evaluating an internet-based cognitive behavioral intervention
to improve QOL in autistic adults (ClinicalTrials.gov
NCT03570372). A qualitative analysis of participant text
messages and the calculation of change scores were first
conducted independently, after which the qualitative and
quantitative data were integrated through correlation analyses.
The integration allowed the exploration of how the qualitative
categories were related to quantitative changes.

Participants and Recruitment
All messages from participants in the intervention group (n=42)
of an RCT on ICBT for individuals with autism [26] were
included in the current qualitative analysis. The RCT was
announced through posters in waiting rooms of health care

facilities in Örebro county, Sweden, and as advertisements in
the local press and on a social media platform (Facebook, Meta
Platforms, Inc). Participants for the RCT were recruited by
completing a digital self-application form administered through
1177, a Swedish national platform for online health care. The
application form included questions on age, gender, living
arrangement, occupation, and age at diagnosis. The inclusion
process involved a structured interview based on the Mini
International Neuropsychiatric Interview, along with a screening
questionnaire covering autistic symptoms. Diagnoses were
confirmed by collecting assessment records or by verbal
confirmation from clinicians. A detailed description of the
recruitment process and inclusion criteria of the RCT is provided
in Westerberg et al [26].

Intervention
The intervention was based on an evidence-based cognitive
behavioral therapy group treatment for adults with autism
[32,33], which had been further developed, condensed, and
adapted to an internet-based format by the first author, BW.

The intervention lasted 18 weeks. The intervention aimed to
enhance QOL and sense of coherence (SOC) and to decrease
psychiatric symptoms through the completion of 18 text-based
modules focusing on themes relevant to these objectives (refer
to Table S1 in Multimedia Appendix 1 for an overview of the
themes). Each module included psychoeducation, exercises,
and strategies based on cognitive behavioral therapy to enhance
coping with everyday life challenges, but adapted to the needs
of individuals with autism. In line with recommendations for
such adaptations [34], a significant portion of the program was
dedicated to psychoeducational content about autism, individual
variations, and common comorbidities. The intervention also
introduced tools and concepts to support self-understanding and
provided terminology to describe participants’ functioning.
Every 2 weeks, the participants were invited to take part in a
live chat session together with other participants, focused on
discussing the theme of the most recent module.

In most modules, home exercises were designed to be completed
either using text-based worksheets or as “field work” to be
reported on the online platform. All modules also included
reflective questions to be answered directly in conjunction with
the text. The documentation and reports from the exercises,
along with responses to the reflective questions, formed the
basis for the therapeutic feedback.

Therapeutic feedback was delivered asynchronously via a
messaging function available on the same platform as the
treatment. The messaging function resembled an email page,
allowing participants to respond to therapeutic feedback and
initiate new conversations. Therapists were expected to reply
within 1 working day. However, participants were not required
to send any messages via this function.

Material
All messages written by participants using the messaging
function were included. Aside from the removal of information
that may reveal participant identities (such as names, telephone
numbers, or web addresses), the messages were not modified
in any way.
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Change scores (from baseline to posttreatment) on outcomes
from the RCT were included for a quantitative correlation
analysis. The Brunnsviken Brief Quality of Life Scale (BBQ)
[35], consisting of 12 items (responses ranging from 0=do not
agree to 4=totally agree), was used to assess QOL. Each item
related to satisfaction in a specific life area was weighted against
a rating of the importance of that area. The multiplied products
of each item-pair (satisfaction × importance across 6 life areas)
were summed to obtain a total QOL score (range: 0-96), with
higher scores representing a higher QOL.

The 13-item Sense of Coherence (SOC-13) scale was used to
assess the concept of SOC [36]. SOC reflects the extent to which
an individual perceives life events as coherent and
comprehensible and life demands as manageable and
meaningful. Items are rated on a 7-point scale, with a higher
total score (range: 13-91) indicating a stronger SOC.

To assess symptoms of depression and anxiety during the past
week, the Hospital Anxiety and Depression Scale (HADS) for
depression (HADS-D; 7 items) and anxiety (HADS-A; 7 items)
subscales were used [37]. Items are rated on a 4-point scale,
with higher scores (range: 0-21) indicating greater symptom
severity.

Word count and the frequency of participant and therapist
messages were analyzed in relation to the outcome. Generic
messages sent to all participants (such as reminders of the peer
participant chat sessions) were removed from the data at an
early stage. Similarly, messages whose sole purpose was to
inform the participant that they had received a new module or
to remind them to complete self-assessments were excluded
from the analyses.

Qualitative Analysis
The material was analyzed using both a directed and
conventional approach to content analysis [38], adopting a
combination of inductive and deductive perspectives, resulting
in an abductive analytical process [39]. All coding and sorting
were conducted using NVivo qualitative data analysis software
(Lumivero, LLC) [40] by 2 licensed psychologists (BW and
KJ). BW was also 1 of 4 therapists during the trial and was
therefore familiar with both the foundational elements and
components of the program, as well as the specific setting and
design of the trial. As personal identifiers were removed from
the texts before analysis, the participants’ identities were not
revealed through the texts. However, the coding process was
not fully blinded, as—due to her previous role as a
therapist—BW could recognize certain utterances as stemming
from individual participants.

Initially, all messages were read to gain an overall sense of the
material and its character. Thereafter, BW segmented and
condensed the texts into meaning units, after which BW and
KJ jointly and inductively coded the meaning units from 5
participants and discussed the codes to develop a preliminary
coding framework. All utterances that could be considered
reflective of a behavior were given a descriptive code to capture
the manifest content of the participant’s messages.

In this analysis, a behavior was defined as statements in the
participant messages that appeared to serve a function or convey

an intention, either in relation to internal processes or to the
treatment work or the therapist. These included both utterances
with semantic and meta-linguistic content. Statements
that—although functional—were considered not to be of
importance for the research questions, such as using polite
phrases (“have a good day”) or clarifying the structure of the
messages (“firstly I will answer your questions”), were excluded.

When a preliminary coding framework was established, the 2
researchers independently coded the texts of 1 participant and
compared their interpretations and the wording of codes to refine
the codes and to reach consensus regarding the final framework
to be used thereafter. Once agreement regarding the wording
of codes was achieved, BW coded the communication from the
remaining 28 participants in the same manner.

When the texts of approximately 10 individuals had been coded,
BW began inductively sorting the codes into clusters illustrating
similar behaviors. During this process, a pattern emerged in
which several of the clusters resembled categories identified in
earlier research [11,18,19]. A decision was made to allow the
use of previously identified categories [11] when a category
was identified that clearly aligned with one of these. This
resulted in an abductive approach, meaning that we moved
iteratively between the data and the categories identified in
earlier research, which were refined and adjusted to better fit
our data during this process. Given the large amount of data
and codes, coding and sorting were conducted alternately until
all relevant meaning units had been coded and sorted. No
third-party validation was conducted during the analysis process.

Quantitative Analysis
The frequencies of each participant’s contribution of codes to
the categories derived from the qualitative analysis were used
in correlation analyses to explore relationships with the
quantitative change scores. Change scores on BBQ, SOC-13,
HADS-D, and HADS-A were calculated by subtracting
preintervention scores from postintervention scores. Normality
of the variables was assessed using the Shapiro-Wilk test.

To assess behavior categories in relation to module completion
independently of the amount of text written, the individual
frequency of codes in each category was divided by the total
number of words written by each participant. Accordingly, the
frequency of each behavior category was calculated as a
proportion of the total number of words, which minimized the
influence of overall text length (which would be strongly
dependent on the number of modules completed), as the aim
was to examine the relative prevalence of behaviors rather than
general writing activity.

BBQ, HADS-D, and HADS-A were all normally distributed.
However, as the distribution of SOC-13, all behavior category
variables, word and message frequency, and module completion
rates deviated from normality, Spearman rank-order correlation
(ρ) was used to assess the associations between behavior
categories and change scores, module completion, and word
and message frequency. No adjustment for multiple testing was
made, as the study was exploratory and did not involve
predefined statistical hypotheses. All quantitative analyses were
performed using SPSS Statistics (version 29) [41].
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Ethical Considerations
The original trial received ethical approval from the Regional
Ethics Committee in Uppsala, Sweden (ref no 2017/392), and
the Swedish Ethical Review Authority later approved an
amendment (ref no 2022-05792-02) with clarifications regarding
this mixed methods study. At inclusion, all participants provided
consent for their personal and medical data to be used for
research purposes. All data were deidentified before analysis.
Personal identifiers were removed from the analyzed text
material, participants were assigned unique IDs, and the code
key was accessible only to the research team. Participants did

not receive any financial compensation for participation in this
study. However, a gift card of 300 SEK (≈ US $32) was
provided to participants on completion of the postintervention
and follow-up assessments of the original RCT.

Results

Overview
As 8 participants did not provide any written material, the
qualitative analysis included messages from 34 participants.
Table 1 provides the baseline characteristics of the participants
and the number of completed modules.

Table 1. Baseline characteristics and adherence of the participants included in the qualitative analysis (N=34).

ValueCharacteristic

33.8 (10)Age (years), mean (SD)

Gender, n (%)

14 (41.2)Men

18 (52.9)Women

2 (5.9)Other (nonbinary or transgender)

Habitation, n (%)

12 (35.2)With partner and/or children

9 (26.5)With parents

11 (32.4)Alone

1 (2.9)Group or serviced housing

1 (2.9)Other

Age when diagnosed (years), n (%)

11 (32.4)<19

14 (41.2)20-35

9 (26.5)>36

Occupation, n (%)

4 (11.8)Employed

2 (5.9)Daily activities

4 (11.8)Student

9 (26.5)Job seeker

7 (20.6)Sick leave

8 (23.5)Other

15.6 (4.2) and 18 (14.8-18)Completed modules, mean (SD) and median (IQR)

Categories From the Qualitative Content Analysis
In total, 2569 codes were identified, of which 2476 were
considered relevant to the aim. These were sorted into 14
categories, which were further grouped into 3 overarching
domains: “This is me” (1092 codes and 4 categories), “Working

with the treatment” (861 codes and 6 categories), and “I
struggle” (523 codes and 4 categories). Table 2 provides an
overview and the relative frequency of codes (%) across domains
and categories, as well as definitions of each category. Refer to
Table S2 in Multimedia Appendix 1 for example codes and
quotes from each category.
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Table 2. Overview of domains, categories, and the relative frequency of codes (%), and definitions of each category.

DefinitionDomain and category, %

This is me, 44.1%

Texts reflecting a personal narrative about what kind of person one is, what qualities,
difficulties, and needs they have, their autistic functioning, and how they (think that
they) are perceived by others.

This is who I am, 15.5%

Information on current events, everyday life, positive experiences, and early formative
events.

My present and past circumstances, 8.2%

Strategies that work or have potential to work, that they have developed through life,
and show motivation and insight that they have the agency to act to progress.

Change is possible, 14.2%

Beliefs, opinions, and thoughts about society, autism, human psychology, and the
perspective of others.

My point of view, 6.2%

Working with the treatment, 34.8%

Expressions of appreciation, a positive attitude, and bonds of alliance toward the
treatment or the therapist.

Appreciation and treatment alliance, 8.4%

Information about not having completed parts of the treatment, and reasons for this,
including both psychological issues, such as forgetting and lacking energy, but also
external events that got in the way of the treatment work.

Putting the treatment aside, 3.2%

Reflections regarding how to – or plans to implement a treatment task or exercise,
or deciding on a treatment goal.

Plans to attempt a new task, 7.0%

Reports on completion of a treatment task or exercise, or reflections around the im-
plementation of a task or exercise.

Have attempted a new task, 4.6%

Statements illustrating that the participant has observed a positive consequence on
their personal development from the treatment or specific exercises.

Observing positive consequences of treatment, 3.2%

Texts in which the participant expresses difficulties, frustration, or other negative
aspects of the treatment content or format, such as failure to understand a task or its
purpose, considering certain parts of the treatment irrelevant, or technical problems.

Problems with the treatment, 8.3%

I struggle, 21.1%

Descriptions of current and past difficult events or circumstances, that they have
been treated badly throughout life, experienced failure, and have been enduring from
mental ill-health.

Life is and has been demanding, 11.6%

Texts reflecting identification and insight into maladaptive and safety behaviors, and
identification of the relation between these behaviors and negative consequences.

Identifies patterns and problem behaviors, 3.1%

Factual descriptions of current mental ill-health, loneliness, and struggles and their
causes and consequences, without engaging in maladaptive thoughts or rumination.

I am troubled by mental ill-health, 4.3%

Expressions of hopelessness, meaninglessness, or distress, as well as other cognitive
distortions, indicate a stagnation of cognitive flexibility.

Maladaptive thoughts, 2.2%

The domain “This is me” consists of the categories “This is who
I am,” “My present and past circumstances,” “Change is
possible,” and “My point of view.” The domain covers
participants’ descriptions of themselves in terms of personality,
abilities, and difficulties, as well as current and past life
situations that have influenced who they are. It further comprises
their beliefs and opinions, their view of life and others, how
they have used strategies to manage problems, and how they
have developed, or are motivated to develop and function better.
This domain illustrates that participants have insight into their
agency, responsibility, and ability to influence their situation,
but also reflects self-awareness regarding how their autistic
difficulties pose challenges in this.

The domain “Working with the treatment” contains the
categories “Appreciation and treatment alliance,” “Putting the
treatment aside,” “Plans to attempt a new task,” “Have attempted
a new task,” “Observing positive consequences of treatment,”

and “Problems with the treatment.” These categories include
statements that are in some way related to participants’
engagement in the treatment. It involves both positive and
negative experiences and effects of the treatment, as well as
reports on completed tasks and plans for future tasks. Reasons
why certain parts of the treatment were not carried out are also
included in this domain.

The domain “I struggle” contains the categories “Life is and
has been demanding,” “Identifies patterns and problem
behaviors,” “I am troubled by mental ill-health,” and
“Maladaptive thinking.” This domain contains descriptions of
past and current negative events, experiences of failure,
descriptions of a difficult life situation, experiences of
mistreatment, and how these have negatively affected mental
health. It also covers how their mental ill-health manifests in
symptoms and negative behavioral patterns.
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Nine of the categories were found to correspond to categories
identified in previous studies. Refer to Table S3 in Multimedia
Appendix 1 for an overview of the categories from this study
and—where applicable—the corresponding category from the
studies by Svartvatten et al [11] and Kraepelien et al [19]. Five
categories not previously described by the literature were
identified in this study. These are: “This is who I am,” “My
present and past circumstances,” “Change is possible,” “My
point of view, and “Life is and has been demanding.” Two
categories identified in previous research, “Confrontational
alliance rupture” [11,18,19] and “Observes alcohol-related
setback” [19], were not identified in our data.

Correlation Between Frequency of Behaviors and
Outcome
Table 3 provides baseline, posttreatment, and change scores on
outcomes, and Table 4 provides correlations between the
frequency of participant behaviors and change scores of
outcomes and the number of completed modules. As 5
participants—although included in the qualitative analysis—did
not complete the postassessment, the correlational analyses
include data from 29 participants.

The domains “This is me” and “Working with the treatment”
and the categories “This is who I am,” “Change is possible,”
“My point of view,” “Appreciation and treatment alliance,”

“Plans to attempt a new task,” “Have attempted a new task,”
and “Observing positive consequences of treatment” correlated
significantly with a positive change in BBQ. The domain “This
is me” and the categories “This is who I am,” “Change is
possible,” and “Identifies patterns and problem behaviors”
correlated significantly with a higher number of completed
modules. No other significant correlations between the
frequency of behaviors and outcomes were observed.

These findings show that when participants more frequently
expressed aspects of self-understanding (as in the domain “This
is me”) and engaged in behaviors related to the treatment (as in
the domain “Working with the treatment”), they tended to
experience greater improvements in QOL (BBQ) and complete
more treatment modules. This pattern indicates that behaviors
reflecting active engagement and self-reflection may play an
important role in facilitating positive treatment outcomes.

A total of 515 participant messages were sent. The median
number of words per participant was 825 (IQR 530-2110; range
64-5562), and the median number of messages per participant
was 11 (IQR 5-18; range 1-75). There was a significant moderate
positive correlation between change in BBQ score and the
number of participant words (ρ=0.52; P=<.001) and the number
of participant messages (ρ=0.42; P=.02). There was no
significant correlation between the number of words written by
the therapist and any of the outcome variables.

Table 3. Means and distribution of pre- and posttreatment scores, change scores, and paired samples t test results on outcomes of the participants
included in the quantitative analysis (N=29).

P valuet test (df)Change scorea, mean (SD)Post, mean (SD); rangePre, mean (SD); rangeOutcome

.09–1.77 (28)4.76 (14.46)45.90 (24.19); 0-9641.14 (21.82); 0-96BBQb

.63–0.49 (28)0.90 (9.82)49.07 (14.49); 21-8548.17 (15.01); 22-90SOC-13c

.370.92 (28)–0.62 (3.63)6.83 (5.34); 0-197.45 (4.03); 0-15HADS-Dd

.131.55 (28)–0.86 (3.0)11.45 (5.10); 1-2112.31 (4.97); 2-20HADS-Ad

aChange scores represent posttreatment minus baseline values.
bBBQ: Brunnsviken Brief Quality of Life Scale.
cSOC-13: 13-item Sense of Coherence scale.
dHADS-D and HADS-A: Hospital Anxiety and Depression Scale for depression and anxiety subscales.
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Table 4. Correlations (Spearman ρ) between relative frequency of participant behavior and outcome change-scores and module completion (N=29).

Module completeddHADS-AcHADS-DcSOC-13bBBQaDomain and behavioral category

P valueρP valueρP valueρP valueΡP valueρ

.010.45.80–0.05.27–0.21.830.04<.0010.51This is me

.010.43.91–0.02.31–0.19.690.08.010.50This is who I am

.240.21.67–0.08.27–0.211.00.00.090.32My present and past circum-
stances

.030.37.930.02.30–0.20.650.09.040.39Change is possible

.360.16.84–0.04.48–0.14.270.21<.0010.53My point of view

.55–0.11.920.02.20–0.25.820.05.010.50Working with the treatment

.65–0.08.740.07.57–0.11.77–0.06.020.44Appreciation and treatment al-
liance

.62–0.09.64–0.09.07–0.34.49–0.13.190.25Putting treatment aside

.99–0.00.530.12.31–0.19.92–0.02.040.39Plans to attempt a new task

.630.09.89–0.03.23–0.23.77–0.06.030.41Have attempted a new task

.080.30.86–0.03.24–0.22.530.12.010.50Observing positive conse-
quences

.310.18.670.08.46–0.14.900.02.160.27Problems with the treatment

.75–0.06.310.20.790.05.880.03.100.31I struggle

.40–0.15.530.12.83–0.04.62–0.10.090.32Life is and has been demanding

.030.361.00.00.68–0.08.550.12.110.31Identifies patterns and problem
behaviors

.060.32.170.26.710.07.99–0.00.560.11I am troubled by mental ill-
health

.82–0.04.300.20.180.26.100.31.470.14Maladaptive thoughts

aBBQ: Brunnsviken Brief Quality of Life Scale.
bSOC-13: 13-item Sense of Coherence scale.
cHADS-D and HADS-A: Hospital Anxiety and Depression Scale for depression and anxiety subscales.
dControlled for the total number of words.

Discussion

Principal Findings
The purpose of this study was to explore written communicative
behaviors among individuals with autism participating in an
internet-based intervention aimed at improving QOL and to
examine whether any of these behaviors were associated with
treatment outcomes.

The results show that statements related to participants’
descriptions of themselves in terms of personality, abilities,
beliefs, experiences, and personal development were highly
prevalent, with nearly half of the codes (44.1%) categorized
under the domain “This is me.” The most common category
was “This is who I am” (15.5%), which included reflections on
personality and autistic functioning. The second most frequent
category was “Change is possible” (14.2%), consisting of
statements expressing awareness that personal development and
growth are possible, such as narratives of past growth or coping
strategies perceived as helpful. “Life is and has been
demanding,” also accounting for a substantial portion (11.6%)

of the codes, captured descriptions of adversity, experiences of
mistreatment, failure, and mental ill-health.

Correlation analyses revealed that the domains “This is me”
and “Working with the treatment,” as well as the categories
“My point of view,” “This is who I am,” and “Observing
positive consequences of treatment,” were significantly
moderately associated with improvements in BBQ scores. These
findings suggest that the opportunity to reflect openly on
identity, personal perspectives, and the perceived impact of
treatment may be particularly important for improving QOL in
individuals with autism. Notably, the finding regarding
“Observing positive consequences of treatment” aligns with
previous findings by Soucy et al [18] and Svartvatten et al [11],
who also reported a positive correlation between this behavior
and treatment outcomes.

The significant moderate positive relation between BBQ scores
and the category “Appreciation and treatment alliance” further
supports a well-established body of research highlighting the
importance of therapeutic alliance for the therapeutic outcomes
[9-11,42,43]. In addition, the category “Have attempted a new
task” was moderately positively correlated with changes in
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BBQ, whereas “Change is possible” and “Plans to attempt a
new task” showed weak associations. These findings indicate
that motivational expressions related to trying new strategies
and behaviors—both within and beyond the treatment
context—may reflect treatment engagement and efficacy.

Moreover, the number of words and messages written by
participants was also positively associated with improvement
in BBQ scores. While earlier studies examining text quantity
have primarily focused on its relation to adherence—showing
that more words are associated with increased program
completion [17,44]—our results indicate that text quantity may
also be related to changes in outcomes in ICBT for individuals
with autism.

Interestingly, while several communicative behaviors were
associated with improvements in QOL (as measured by BBQ),
no associations were observed with changes in anxiety or
depression (HADS) or sense of coherence (SOC-13). One
possible explanation is that QOL, as a subjective and existential
construct, may be more readily influenced by participants’
self-reflective and narrative expressions. In contrast, clinical
symptoms of anxiety and depression, and the more stable SOC,
may be less susceptible to short-term fluctuations driven by
communicative behaviors. Despite earlier findings suggesting
that SOC may improve from interventions [45]—which
motivated its use as an outcome in the original RCT—this effect
was not found in our study [26]. Another potential explanation
is that the relatively greater pre-post variability in BBQ,
compared with the smaller mean changes observed in HADS
and SOC-13 scores, may have increased the likelihood of
detecting statistically significant correlations for QOL but not
for the other measures.

Regarding adherence, the domain “This is me” and the category
“This is who I am” were moderately associated with the number
of completed modules, while the categories “Change is possible”
and “Identifies patterns and problem behaviors” showed weak
associations. This partly supports previous findings by both
Soucy et al [18] and Svartvatten et al [11], who also reported a
positive correlation between “Identifies patterns and problem
behaviors” and the number of modules completed.

Although no causal inferences can be made, the observed
associations in this study may shed light on potential behavioral
indicators that are beneficial for individuals with autism to
engage in during internet-based psychological interventions.

The relatively large number of identified categories (n=14)
illustrates a broad range of content shared by participants with
their therapists and likely reflects the wide diversity among
individuals with autism. Unlike ICBT, which targets specific
disorders, this intervention focused on the individual’s whole
life, and given the comprehensive scope of the treatment (refer
to Table S1 in Multimedia Appendix 1), the extensive result is
not surprising. Furthermore, an obvious reason for the relatively
high prevalence of specific behaviors (ie, those reflected in the
domain “This is me” and the categories “This is who I am” and
“Change is possible”) is related to the treatment content itself,
in which reflections on the self in relation to past, present, and
future experiences were repeatedly encouraged.

Consequently, the content of this treatment may partly explain
why the behavior categories in the current analysis were only
partially similar to those identified in earlier studies [11,18,19].
The 4 categories constituting the domain “This is me,” and the
category “Life is and has been demanding,” including meaning
units not covered by earlier frameworks (Table S2 in Multimedia
Appendix 1). In agreement with Soucy et al [18], our study
supports the notion that a fully deductive process—that is,
following the existing coding framework—would have hindered
the detection of relevant themes.

Beyond treatment content, these divergent findings (compared
with previous studies) must be considered in light of the unique
characteristics of the study population—individuals with autism.
A considerable proportion of the participant messages centered
around identity, functioning, and experiences in relation to
autism or psychiatric comorbidity, which were manifested in
several ways. Some statements offered nonvaluing descriptions
of how their autism contributed to shaping their identity, and
others accounted for experiences and traits as contributing to
personality formation independent of autistic traits. Regardless
of etiology, it appeared fundamental for the participants to
construct a narrative around who they are and how their
functioning affects their lives. This internalized
self-narrative—defining who they are, how they came to be,
and where their life may be heading—can be described as their
narrative identity [46,47].

Through the construction of a narrative identity, people define
and communicate who they are to themselves and others [47,48].
This process fosters self-insight and understanding, allowing
negative experiences to be reframed as opportunities for growth,
which in turn has been linked to greater well-being [49,50].
Given the precondition of atypical functioning, the process of
constructing a coherent self-narrative thus appears particularly
relevant for individuals with autism. While research suggests
that narrative skills [22,51] and identity formation [52] may be
impaired in autism, Samra [53] highlights the importance of
engaging with one’s narrative identity. In their thesis on identity
formation in individuals with autism, they argue that this
engagement enhances self-awareness, supports meaning-making,
and helps to envision one’s future.

Our findings demonstrated a strong engagement in this narrative
process, and in line with the suggestion of Samra [53], a positive
association was observed between “This is me” statements and
improvement in QOL. However, categories within the “I
struggle” domain also reflected engagement in a narrative
process, but without any positive correlation with QOL. This
indicates that different narrative processes may serve different
functions, consistent with research arguing that different modes
of self-focus have distinct functional properties [54,55]. For
example, Watkins et al [54-56] differentiate between
maladaptive analytical self-focus—described as abstract,
evaluative, and often ruminative—and adaptive experiential
self-focus, which is concrete, process-oriented, and linked to
positive self-evaluation.

Although we did not deductively categorize statements based
on this distinction—maladaptive vs adaptive self-focus—our
findings align with the theory and may still be interpreted within
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this framework, offering potential guidance for clinicians in
identifying and supporting beneficial communicative behaviors.

Limitations
This study design has several limitations. First, only text written
via the messaging function of the intervention was included in
the analysis; text written directly in response to exercises was
excluded, as it was typically constrained by predefined questions
and exercises, making it less relevant for the aim of identifying
spontaneous communicative behaviors.

It should be noted that the participants included in this study
are not fully representative of the entire autistic population, as
a natural selection of individuals already familiar with
technology applies for inclusion in a trial such as this. Moreover,
participants who did not write anything were excluded from the
current analyses, which may imply a certain selection bias, as
these individuals might have refrained from messaging due to
communication difficulties. Those failing to complete the
postassessment were also excluded from the correlation analysis,
which means that we are unable to conclude the relationship
between behavior and outcome for these individuals. However,
post hoc analyses with imputed zeros modeling
noncorrespondence, as well as imputed zeros for change scores
on quantitative outcomes, were conducted, showing that these
procedures did not affect the correlational outcomes (data not
shown).

Another limitation concerns the role of the primary analyst
(BW), who also served as a therapist and was involved in
developing the intervention. This dual role introduces a risk of
bias, potentially influencing data interpretation, coding, and
categorization. To minimize this bias, the initial phase of the
analysis was conducted jointly with KJ, who had no previous
involvement in treatment development or delivery. Furthermore,
the coding approach was deliberately inductive and aimed to
be as close to the text as possible. Nevertheless, future studies
would benefit from involving fully independent third-party
analysts to further strengthen the trustworthiness of the findings.

Another methodological limitation in this study is that the
intercoder reliability was not statistically calculated. Typically,
around 10%-25% of data units are coded by more than 1
researcher to facilitate a trustworthy estimate of intercoder
reliability [57]. By collaborative coding of 5 (14.71%) of the
data units in this study, the analysts could compare and discuss
codes to develop a preliminary coding framework. By
subsequently coding 1 of the participants’ texts independently,
the coding framework was further refined and agreed upon. We
considered this to be sufficient to establish the final coding

framework, but acknowledge that the reliability would be
strengthened with additional collaborative coding. Furthermore,
in future studies, interrater reliability should be assessed using
a statistical test, for example, Cohen κ.

As our analysis did not account for the timing of the statements,
it is uncertain whether any detection of potentially beneficial
behaviors can be made at an early stage in the therapy. Early
detection (or absence) of these behaviors could enable more
individualized therapeutic support, such as encouraging these
behaviors. Given the novelty of this research area and the fact
that similar data have not previously been studied, we chose in
this study to focus on broader behavioral patterns rather than
their temporal distribution. Future research could consider
focusing on early-stage behaviors as potential indicators of
treatment response.

When interpreting the results from the correlation analyses, it
should be noted that no correction for multiple comparisons
was applied. Given the relatively large number of behavioral
categories and correlations tested, there is an increased risk of
inflated false positives, and the results should be interpreted
with caution.

Finally, in the correlational analyses between behaviors and
outcome, we did not control for therapist word count or therapist
behaviors. Given previous research emphasizing the importance
of therapist support and the varying number of therapist
messages, therapist behavior may have influenced the
relationships. However, since the therapist’s word count was
not directly correlated with outcomes in this study, it was not
included as a covariate. Future studies should nevertheless
consider therapist variables when exploring outcome predictors
in ICBT for individuals with autism.

Conclusions
The findings of this study increase our understanding of how
individuals with autism engage in ICBT and may serve as a
valuable source of information for therapists in guiding both
their expectations of client outcomes and identifying client
behaviors to support. The results emphasize the importance of
self-narrative formulation in individuals with autism and suggest
that certain communicative behaviors—especially those
involving identity reflection and recognition of treatment
benefits—are positively related to improvements in QOL. Future
research should explore ways to identify such behaviors early
in treatment as potential indicators of individuals at risk of
poorer outcomes, enabling clinicians to provide additional
support or tailor interventions to better suit individual needs.

 

Acknowledgments
We thank all participants who contributed their text-based data for this study. We also thank associate professor Yang Cao, Örebro
University, for guidance regarding the statistical analyses. The generative artificial intelligence (GAI) tool ChatGPT (OpenAI)
was used for language editing by suggesting alternative phrasings of long and/or complex sentences or terms to improve clarity
and readability. According to the GAIDeT taxonomy, the following tasks were delegated to GAI tools under full human supervision:
proofreading and editing.

J Med Internet Res 2026 | vol. 28 | e76527 | p.1744https://www.jmir.org/2026/1/e76527
(page number not for citation purposes)

Westerberg et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Funding
This work was financially supported by the Region Örebro Län, Sweden (grant nos OLL-935396, OLL-879651, OLL-887401,
OLL-833131, OLL-785501, OLL-736321, OLL-878311, OLL-785311, OLL-985129, and OLL-1004448) and Stiftelsen Bror
Gadelius Minnesfond (grant no 23003). The funding sources had no role in the study design, data collection, analysis, interpretation,
writing of the report, or the decision to submit the article for publication.

Data Availability
The data supporting this study originates from a longitudinal intervention study conducted at the University Health Care Research
Center, Örebro Region, Sweden. Data are available upon reasonable request from the corresponding author.

Authors' Contributions
BW led the conceptualization of the study, with FH providing supporting input. BW was responsible for data curation. Formal
analysis was conducted by BW as the lead analyst, with KJ providing support. Funding acquisition was led by BW, with SB and
FH providing supporting contributions. BW carried out the investigation. Methodology was led by BW, with FH supporting.
Project administration was managed by BW. Supervision was led by FH, with SB providing support. BW drafted the original
manuscript. Review and editing of the manuscript were led by BW, with FH, SB, KJ, and MUH providing supporting contributions.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Treatment modules in the internet-based intervention MILAS: overview of domains, categories, definitions, example codes, and
quotes from this study and, where applicable, the corresponding categories from previous studies.
[DOCX File , 37 KB - jmir_v28i1e76527_app1.docx ]

References
1. Diagnostic and Statistical Manual of Mental Disorders (DSM-5). Arlington, VA: Americal Psychiatric Association; 2013.
2. Pascoe MI, Forbes K, de la Roche L, Derby B, Psaradellis E, Anagnostou E, et al. Exploring the association between social

skills struggles and social communication difficulties and depression in youth with autism spectrum disorder. Autism Res
2023;16(11):2160-2171. [doi: 10.1002/aur.3015] [Medline: 37615265]

3. Rai D, Culpin I, Heuvelman H, Magnusson CMK, Carpenter P, Jones HJ, et al. Association of autistic traits with depression
from childhood to age 18 years. JAMA Psychiatry 2018;75(8):835-843 [FREE Full text] [doi:
10.1001/jamapsychiatry.2018.1323] [Medline: 29898212]

4. Mason D, McConachie H, Garland D, Petrou A, Rodgers J, Parr JR. Predictors of quality of life for autistic adults. Autism
Res 2018;11(8):1138-1147 [FREE Full text] [doi: 10.1002/aur.1965] [Medline: 29734506]

5. Adams D, Young K. A systematic review of the perceived barriers and facilitators to accessing psychological treatment
for mental health problems in individuals on the autism spectrum. Rev J Autism Dev Disord 2020;8(4):436-453. [doi:
10.1007/s40489-020-00226-7]

6. Andersson G. Internet interventions: past, present and future. Internet Interv 2018;12:181-188 [FREE Full text] [doi:
10.1016/j.invent.2018.03.008] [Medline: 30135782]

7. Richards D, Enrique A, Palacios J, Duffy D. Internet-delivered cognitive behaviour therapy. In: Cognitive Behavioral
Therapy and Clinical Applications. London, United Kingdom: IntechOpen; 2018.

8. Furukawa TA, Suganuma A, Ostinelli EG, Andersson G, Beevers CG, Shumake J, et al. Dismantling, optimising, and
personalising internet cognitive behavioural therapy for depression: a systematic review and component network meta-analysis
using individual participant data. Lancet Psychiatry 2021;8(6):500-511 [FREE Full text] [doi:
10.1016/S2215-0366(21)00077-8] [Medline: 33957075]

9. Haller K, Becker P, Niemeyer H, Boettcher J. Who benefits from guided internet-based interventions? A systematic review
of predictors and moderators of treatment outcome. Internet Interv 2023;33:100635 [FREE Full text] [doi:
10.1016/j.invent.2023.100635] [Medline: 37449052]

10. Kaiser J, Hanschmidt F, Kersting A. The association between therapeutic alliance and outcome in internet-based psychological
interventions: a meta-analysis. Comput Hum Behav 2021;114:106512. [doi: 10.1016/j.chb.2020.106512]

11. Svartvatten N, Segerlund M, Dennhag I, Andersson G, Carlbring P. A content analysis of client e-mails in guided
internet-based cognitive behavior therapy for depression. Internet Interv 2015;2(2):121-127. [doi:
10.1016/j.invent.2015.02.004]

12. Schneider LH, Hadjistavropoulos HD, Faller YN. Internet-delivered cognitive behaviour therapy for depressive symptoms:
an exploratory examination of therapist behaviours and their relationship to outcome and therapeutic alliance. Behav Cogn
Psychother 2016;44(6):625-639. [doi: 10.1017/S1352465816000254] [Medline: 27302220]

J Med Internet Res 2026 | vol. 28 | e76527 | p.1745https://www.jmir.org/2026/1/e76527
(page number not for citation purposes)

Westerberg et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e76527_app1.docx&filename=2bd9657ab904ed4d066c012ea3715793.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e76527_app1.docx&filename=2bd9657ab904ed4d066c012ea3715793.docx
http://dx.doi.org/10.1002/aur.3015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37615265&dopt=Abstract
https://europepmc.org/abstract/MED/29898212
http://dx.doi.org/10.1001/jamapsychiatry.2018.1323
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29898212&dopt=Abstract
https://europepmc.org/abstract/MED/29734506
http://dx.doi.org/10.1002/aur.1965
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29734506&dopt=Abstract
http://dx.doi.org/10.1007/s40489-020-00226-7
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(18)30015-0
http://dx.doi.org/10.1016/j.invent.2018.03.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30135782&dopt=Abstract
https://boris-portal.unibe.ch/handle/20.500.12422/42080
http://dx.doi.org/10.1016/S2215-0366(21)00077-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33957075&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(23)00035-0
http://dx.doi.org/10.1016/j.invent.2023.100635
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37449052&dopt=Abstract
http://dx.doi.org/10.1016/j.chb.2020.106512
http://dx.doi.org/10.1016/j.invent.2015.02.004
http://dx.doi.org/10.1017/S1352465816000254
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27302220&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


13. Holländare F, Gustafsson SA, Berglind M, Grape F, Carlbring P, Andersson G, et al. Therapist behaviours in internet-based
cognitive behaviour therapy (ICBT) for depressive symptoms. Internet Interv 2016;3:1-7 [FREE Full text] [doi:
10.1016/j.invent.2015.11.002] [Medline: 30135783]

14. Paxling B, Lundgren S, Norman A, Almlöv J, Carlbring P, Cuijpers P, et al. Therapist behaviours in internet-delivered
cognitive behaviour therapy: analyses of e-mail correspondence in the treatment of generalized anxiety disorder. Behav
Cogn Psychother 2013;41(3):280-289. [doi: 10.1017/S1352465812000240] [Medline: 22717145]

15. Dirkse D, Hadjistavropoulos HD, Hesser H, Barak A. Linguistic analysis of communication in therapist-assisted
internet-delivered cognitive behavior therapy for generalized anxiety disorder. Cogn Behav Ther 2015;44(1):21-32. [doi:
10.1080/16506073.2014.952773] [Medline: 25244051]

16. Van der Zanden R, Curie K, Van Londen M, Kramer J, Steen G, Cuijpers P. Web-based depression treatment: associations
of clients' word use with adherence and outcome. J Affect Disord 2014;160:10-13 [FREE Full text] [doi:
10.1016/j.jad.2014.01.005] [Medline: 24709016]

17. Linnet J, Jensen ES, Runge E, Hansen MB, Hertz SPT, Mathiasen K, et al. Text based internet intervention of binge eating
disorder (BED): words per message is associated with treatment adherence. Internet Interv 2022;28:100538 [FREE Full
text] [doi: 10.1016/j.invent.2022.100538] [Medline: 35480237]

18. Soucy JN, Hadjistavropoulos HD, Couture CA, Owens VA, Dear BF, Titov N. Content of client emails in internet-delivered
cognitive behaviour therapy: a comparison between two trials and relationship to client outcome. Internet Interv 2018;11:53-59
[FREE Full text] [doi: 10.1016/j.invent.2018.01.006] [Medline: 30135760]

19. Kraepelien M, Hadjistavropoulos HD, Berman AH, Sundström C. Exploring client messages in a therapist-guided internet
intervention for alcohol use disorders - a content analysis. Internet Interv 2021;26:100483 [FREE Full text] [doi:
10.1016/j.invent.2021.100483] [Medline: 34824984]

20. Rollins PR. Narrative skills in young adults with high-functioning autism spectrum disorders. Commun Disord Q
2014;36(1):21-28. [doi: 10.1177/1525740114520962]

21. Gillespie-Lynch K, Kapp SK, Shane-Simpson C, Smith DS, Hutman T. Intersections between the autism spectrum and the
internet: perceived benefits and preferred functions of computer-mediated communication. Intellect Dev Disabil
2014;52(6):456-469. [doi: 10.1352/1934-9556-52.6.456] [Medline: 25409132]

22. Nayar K, Landau E, Martin GE, Stevens CJ, Xing J, Sophia P, et al. Narrative ability in autism and first-degree relatives.
J Autism Dev Disord 2025;55(11):3822-3837. [doi: 10.1007/s10803-024-06424-0] [Medline: 39060703]

23. Howard PL, Sedgewick F. 'Anything but the phone!': communication mode preferences in the autism community. Autism
2021;25(8):2265-2278 [FREE Full text] [doi: 10.1177/13623613211014995] [Medline: 34169750]

24. van der Aa C, Pollmann MMH, Plaat A, van der Gaag RJ. Computer-mediated communication in adults with high-functioning
autism spectrum disorders and controls. Res Autism Spectr Disord 2016;23:15-27. [doi: 10.1016/j.rasd.2015.11.007]

25. Caldwell-Harris CL, Posner SD. When autistic writing is superior to neurotypical writing: the case of blogs. Educ Rev
2024;76(7):1875-1897. [doi: 10.1080/00131911.2024.2302119]

26. Westerberg B, Holländare F, Bejerot S. An internet-based behavioral intervention for adults with autism spectrum disorder
- a randomized controlled trial and feasibility study. Internet Interv 2023;34:100672 [FREE Full text] [doi:
10.1016/j.invent.2023.100672] [Medline: 37772160]

27. Backman A, Roll-Pettersson L, Mellblom A, Norman-Claesson E, Sundqvist E, Zander E, et al. Internet-delivered
psychoeducation (SCOPE) for transition-aged autistic youth: pragmatic randomized controlled trial. J Med Internet Res
2024;26:e49305 [FREE Full text] [doi: 10.2196/49305] [Medline: 39608000]

28. Conaughton RJ, Donovan CL, March S. Efficacy of an internet-based CBT program for children with comorbid high
functioning autism spectrum disorder and anxiety: a randomised controlled trial. J Affect Disord 2017;218:260-268. [doi:
10.1016/J.JAD.2017.04.032]

29. Georén L, Jansson-Fröjmark M, Nordenstam L, Andersson G, Olsson NC. Internet-delivered cognitive behavioral therapy
for insomnia in youth with autism spectrum disorder: a pilot study. Internet Interv 2022;29:100548 [FREE Full text] [doi:
10.1016/j.invent.2022.100548] [Medline: 35651733]

30. Wickberg F, Lenhard F, Aspvall K, Serlachius E, Andrén P, Johansson F, et al. Feasibility of internet-delivered
cognitive-behavior therapy for obsessive-compulsive disorder in youth with autism spectrum disorder: a clinical benchmark
study. Internet Interv 2022;28:100520 [FREE Full text] [doi: 10.1016/j.invent.2022.100520] [Medline: 35281701]

31. Westerberg B, Bäärnhielm S, Giles C, Hylén U, Holländare F, Bejerot S. An internet based intervention for adults with
autism spectrum disorder-a qualitative study of participants experiences. Front Psychiatry 2021;12:789663 [FREE Full
text] [doi: 10.3389/fpsyt.2021.789663] [Medline: 35002808]

32. Bejerot S. ALMA - KBT för vuxna med autismspektrumsyndrom, manual och arbetsbok [ALMA-CBT for adults with
autism spectrum disorder, Manual and Workbook]. United States: Hogrefe Publishing; 2019.

33. Hesselmark E, Plenty S, Bejerot S. Group cognitive behavioural therapy and group recreational activity for adults with
autism spectrum disorders: a preliminary randomized controlled trial. Autism 2014;18(6):672-683 [FREE Full text] [doi:
10.1177/1362361313493681] [Medline: 24089423]

J Med Internet Res 2026 | vol. 28 | e76527 | p.1746https://www.jmir.org/2026/1/e76527
(page number not for citation purposes)

Westerberg et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(15)00039-1
http://dx.doi.org/10.1016/j.invent.2015.11.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30135783&dopt=Abstract
http://dx.doi.org/10.1017/S1352465812000240
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22717145&dopt=Abstract
http://dx.doi.org/10.1080/16506073.2014.952773
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25244051&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0165-0327(14)00020-2
http://dx.doi.org/10.1016/j.jad.2014.01.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24709016&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(22)00045-8
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(22)00045-8
http://dx.doi.org/10.1016/j.invent.2022.100538
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35480237&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(17)30105-7
http://dx.doi.org/10.1016/j.invent.2018.01.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30135760&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(21)00123-8
http://dx.doi.org/10.1016/j.invent.2021.100483
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34824984&dopt=Abstract
http://dx.doi.org/10.1177/1525740114520962
http://dx.doi.org/10.1352/1934-9556-52.6.456
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25409132&dopt=Abstract
http://dx.doi.org/10.1007/s10803-024-06424-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39060703&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/13623613211014995?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/13623613211014995
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34169750&dopt=Abstract
http://dx.doi.org/10.1016/j.rasd.2015.11.007
http://dx.doi.org/10.1080/00131911.2024.2302119
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(23)00072-6
http://dx.doi.org/10.1016/j.invent.2023.100672
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37772160&dopt=Abstract
https://www.jmir.org/2024//e49305/
http://dx.doi.org/10.2196/49305
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39608000&dopt=Abstract
http://dx.doi.org/10.1016/J.JAD.2017.04.032
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(22)00055-0
http://dx.doi.org/10.1016/j.invent.2022.100548
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35651733&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2214-7829(22)00027-6
http://dx.doi.org/10.1016/j.invent.2022.100520
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35281701&dopt=Abstract
https://europepmc.org/abstract/MED/35002808
https://europepmc.org/abstract/MED/35002808
http://dx.doi.org/10.3389/fpsyt.2021.789663
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35002808&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/1362361313493681?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/1362361313493681
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24089423&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


34. Kerns CM, Roux AM, Connell JE, Shattuck PT. Adapting cognitive behavioral techniques to address anxiety and depression
in cognitively able emerging adults on the autism spectrum. Cogn Behav Pract 2016;23(3):329-340. [doi:
10.1016/j.cbpra.2016.06.002]

35. Lindner P, Frykheden O, Forsström D, Andersson E, Ljótsson B, Hedman E, et al. The Brunnsviken Brief Quality of life
scale (BBQ): development and psychometric evaluation. Cogn Behav Ther 2016;45(3):182-195 [FREE Full text] [doi:
10.1080/16506073.2016.1143526] [Medline: 26886248]

36. Antonovsky A. The structure and properties of the Sense of Coherence scale. Soc Sci Med 1993;36(6):725-733. [doi:
10.1016/0277-9536(93)90033-z] [Medline: 8480217]

37. Zigmond AS, Snaith RP. The hospital anxiety and depression scale. Acta Psychiatr Scand 1983;67(6):361-370. [doi:
10.1111/j.1600-0447.1983.tb09716.x] [Medline: 6880820]

38. Hsieh HF, Shannon SE. Three approaches to qualitative content analysis. Qual Health Res 2005;15(9):1277-1288. [doi:
10.1177/1049732305276687] [Medline: 16204405]

39. Råholm MB. Abductive reasoning and the formation of scientific knowledge within nursing research: abductive reasoning
within nursing research. Nurs Philos 2010;11(4):260-270. [doi: 10.1111/j.1466-769x.2010.00457.x]

40. Nvivo. Lumivero. 2023. URL: https://lumivero.com/ [accessed 2026-01-06]
41. IBM SPSS Statistics. IBM. 2023. URL: https://www.ibm.com/products/spss-statistics [accessed 2026-01-09]
42. Lindqvist K, Mechler J, Falkenström F, Carlbring P, Andersson G, Philips B. Therapeutic alliance is calming and curing-the

interplay between alliance and emotion regulation as predictors of outcome in internet-based treatments for adolescent
depression. J Consult Clin Psychol 2023;91(7):426-437. [doi: 10.1037/ccp0000815] [Medline: 37166833]

43. Bergman Nordgren L, Carlbring P, Linna E, Andersson G. Role of the working alliance on treatment outcome in tailored
internet-based cognitive behavioural therapy for anxiety disorders: randomized controlled pilot trial. JMIR Res Protoc
2013;2(1):e4 [FREE Full text] [doi: 10.2196/resprot.2292] [Medline: 23612437]

44. Wallert J, Gustafson E, Held C, Madison G, Norlund F, von Essen L, et al. Predicting adherence to internet-delivered
psychotherapy for symptoms of depression and anxiety after myocardial infarction: machine learning insights from the
U-CARE heart randomized controlled trial. J Med Internet Res 2018;20(10):e10754 [FREE Full text] [doi: 10.2196/10754]
[Medline: 30305255]

45. Valtonen M, Raiskila T, Veijola J, Läksy K, Kauhanen M, Kiuttu J, et al. Enhancing sense of coherence via early intervention
among depressed occupational health care clients. Nord J Psychiatry 2015;69(7):515-522. [doi:
10.3109/08039488.2015.1011230] [Medline: 25739527]

46. McAdams DP. Narrative identity. In: Schwartz S, Luyckx K, Vignoles V, editors. Handbook of Identity Theory and
Research. New York, NY: Springer; 2011:99-115.

47. McAdams DP, McLean KC. Narrative identity. Curr Dir Psychol Sci 2013;22(3):233-238. [doi: 10.1177/0963721413475622]
48. McAdams DP. Narrative identity: what is it? What does it do? How do you measure it? Imagin Cogn Personal

2018;37(3):359-372. [doi: 10.1177/0276236618756704]
49. Lilgendahl JP, McAdams DP. Constructing stories of self-growth: how individual differences in patterns of autobiographical

reasoning relate to well-being in midlife. J Pers 2011;79(2):391-428 [FREE Full text] [doi:
10.1111/j.1467-6494.2010.00688.x] [Medline: 21395593]

50. Waters TEA, Fivush R. Relations between narrative coherence, identity, and psychological well-being in emerging adulthood.
J Pers 2015;83(4):441-451 [FREE Full text] [doi: 10.1111/jopy.12120] [Medline: 25110125]

51. McCabe A, Hillier A, Shapiro C. Brief report: structure of personal narratives of adults with autism spectrum disorder. J
Autism Dev Disord 2013;43(3):733-738. [doi: 10.1007/s10803-012-1585-x] [Medline: 22767138]

52. Allé MC, Schneider P, Rigoulot L, Gandolphe MC, Danion JM, Coutelle R, et al. Narrative identity alterations in autism
spectrum disorder: a life story approach. Research Square Preprint posted online on April 30, 2024. [doi:
10.21203/rs.3.rs-4292403/v1]

53. Samra HS. A narrative exploration of sense-making, self, and identity in young people diagnosed with an autism spectrum
condition [doctoral dissertation]. School of Education, University of Birmingham. 2016. URL: https://etheses.bham.ac.uk/
id/eprint/6719/1/Samra16EdPsychD.pdf [accessed 2026-01-20]

54. Vassilopoulos SP, Watkins ER. Adaptive and maladaptive self-focus: a pilot extension study with individuals high and low
in fear of negative evaluation. Behav Ther 2009;40(2):181-189. [doi: 10.1016/j.beth.2008.05.003] [Medline: 19433149]

55. Watkins E, Teasdale JD. Adaptive and maladaptive self-focus in depression. J Affect Disord 2004;82(1):1-8. [doi:
10.1016/j.jad.2003.10.006] [Medline: 15465571]

56. Watkins E. Adaptive and maladaptive ruminative self-focus during emotional processing. Behav Res Ther
2004;42(9):1037-1052. [doi: 10.1016/j.brat.2004.01.009] [Medline: 15325900]

57. O’Connor C, Joffe H. Intercoder reliability in qualitative research: debates and practical guidelines. Int J Qual Methods
2020;19:160940691989922. [doi: 10.1177/1609406919899220]

Abbreviations
BBQ: Brunnsviken Brief Quality of Life Scale

J Med Internet Res 2026 | vol. 28 | e76527 | p.1747https://www.jmir.org/2026/1/e76527
(page number not for citation purposes)

Westerberg et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.cbpra.2016.06.002
https://www.tandfonline.com/doi/10.1080/16506073.2016.1143526?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1080/16506073.2016.1143526
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26886248&dopt=Abstract
http://dx.doi.org/10.1016/0277-9536(93)90033-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8480217&dopt=Abstract
http://dx.doi.org/10.1111/j.1600-0447.1983.tb09716.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=6880820&dopt=Abstract
http://dx.doi.org/10.1177/1049732305276687
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16204405&dopt=Abstract
http://dx.doi.org/10.1111/j.1466-769x.2010.00457.x
https://lumivero.com/
https://www.ibm.com/products/spss-statistics
http://dx.doi.org/10.1037/ccp0000815
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37166833&dopt=Abstract
https://www.researchprotocols.org/2013/1/e4/
http://dx.doi.org/10.2196/resprot.2292
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23612437&dopt=Abstract
https://www.jmir.org/2018/10/e10754/
http://dx.doi.org/10.2196/10754
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30305255&dopt=Abstract
http://dx.doi.org/10.3109/08039488.2015.1011230
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25739527&dopt=Abstract
http://dx.doi.org/10.1177/0963721413475622
http://dx.doi.org/10.1177/0276236618756704
https://europepmc.org/abstract/MED/21395593
http://dx.doi.org/10.1111/j.1467-6494.2010.00688.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21395593&dopt=Abstract
https://europepmc.org/abstract/MED/25110125
http://dx.doi.org/10.1111/jopy.12120
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25110125&dopt=Abstract
http://dx.doi.org/10.1007/s10803-012-1585-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22767138&dopt=Abstract
http://dx.doi.org/10.21203/rs.3.rs-4292403/v1
https://etheses.bham.ac.uk/id/eprint/6719/1/Samra16EdPsychD.pdf
https://etheses.bham.ac.uk/id/eprint/6719/1/Samra16EdPsychD.pdf
http://dx.doi.org/10.1016/j.beth.2008.05.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19433149&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2003.10.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15465571&dopt=Abstract
http://dx.doi.org/10.1016/j.brat.2004.01.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15325900&dopt=Abstract
http://dx.doi.org/10.1177/1609406919899220
http://www.w3.org/Style/XSL
http://www.renderx.com/


HADS: Hospital Anxiety and Depression Scale
HADS-A: Hospital Anxiety and Depression Scale for the anxiety subscale
HADS-D: Hospital Anxiety and depression Scale for the depression subscale
ICBT: internet-based cognitive behavioral therapy
QOL: quality of life
RCT: randomized controlled trial
SOC: sense of coherence
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Abstract

Background: Metabolic dysfunction–associated steatohepatitis (MASH) cirrhosis is a leading indication for liver transplantation
(LT). Patients with MASH cirrhosis are complex and often have extensive comorbidities. The current model for end-stage liver
disease (MELD)–based liver allocation system has suboptimal concordance in predicting waitlist mortality for patients with
MASH cirrhosis. Furthermore, it does not capture the competing outcomes of death and LT on the liver transplant waitlist.

Objective: A competing risk analysis using deep learning was conducted to forecast waitlist trajectories of patients with MASH
cirrhosis using data available at the time of waitlisting.

Methods: A deep learning competing risk model was constructed using data from 17,551 waitlisted patients with MASH
cirrhosis in the Scientific Registry of Transplant Recipients (SRTR) based on the DeepHit model framework with five-fold
cross-validation. Model performance was evaluated and compared to single-risk Cox proportional hazards and random survival
forests (RSF) models in predicting death or transplant using the concordance index and Brier score. Additionally, a novel
performance metric, the competing event coherence (CEC) score, was developed to evaluate model performance in the setting
of competing risks. Features associated with death and transplant in the DeepHit model were identified using permutation
importance. Models were externally validated on data from the University Health Network.

Results: A total of 17,551 patients were included. The mean MELD at listing was 19.4 (SD 8.1). At 120 months of follow-up
on the waitlist, 54.6% (9599/17551) of patients underwent LT, 25.6% (4510/17551) of patients died or were removed due to
deterioration, and 19.8% (3442/17551) of patients were removed for improvement or were censored. In a competing risk scenario,
DeepHit achieved the best CEC scores at 1 (0.813), 3 (0.811), 6 (0.794), and 12 months (0.772) on the waitlist. The cause-specific
RSF model had the highest concordance indices for death or transplant at all time points (death: 0.874 at 1 month, 0.840 at 6
months, and 0.814 at 12 months) except for death at 3 months, where DeepHit (0.883) outperformed RSF. RSF also had lower
Brier scores overall, except for transplant at 12 months, where DeepHit outperformed RSF (0.206 vs 0.228). These results were
similar on external validation. On feature importance assessment, MELD at listing and its components, as well as functional
status, age, and blood type, were associated with death and transplant on the waitlist.

Conclusions: A deep learning competing risk analysis can forecast the risks of both death and transplant in patients with MASH
on the waitlist, helping to inform clinical decisions by identifying the most impactful covariates for each outcome.

(J Med Internet Res 2026;28:e68247)   doi:10.2196/68247
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Introduction

Metabolic dysfunction-associated steatohepatitis (MASH)
cirrhosis is a leading cause of liver transplantation (LT) globally
and the fastest growing indication for LT in the United States,
with the prevalence of waitlisted candidates increasing from
2.5% to 20.4% between 2004 and 2019. The prevalence of
MASH cirrhosis is projected to continue to rise significantly in
the coming years [1,2]. Candidates waitlisted for LT are
prioritized based on their model for end-stage liver disease
(MELD) score, which has been periodically reviewed and
updated, most recently to the MELD 3.0 score [3]. The
MELD-based scoring system predicts waitlist mortality and
does not account for type of liver disease, as previous studies
have demonstrated minimal effects on the predictive
performance [4]. Despite changes to MELD-based scoring
systems in recent years and the increasing prevalence of MASH,
MELD-based scoring systems have lower concordance in
candidates with MASH cirrhosis compared to those listed with
other liver diseases, highlighting the need to develop waitlist
prediction models that capture the complexity of MASH
cirrhosis [3-6]. There are several possible explanations for the
lower concordance of MELD models in this population. Patients
with MASH, particularly those in the low- to mid-MELD score
range, tend to have faster disease progression than is captured
by their MELD score progression, higher pre-LT mortality risk,
and lower likelihood of recovery than other patients on the
waitlist. Additionally, patients with MASH cirrhosis tend to
develop clinically significant portal hypertension at lower
MELD-sodium (MELD-Na) scores, contributing to higher
waitlist mortality [5-8]. Despite having more severe
comorbidities, such as portal hypertension, advanced age, higher
BMI, diabetes, hypertension, and hyperlipidemia, patients with
MASH cirrhosis are less likely to receive a transplant on the
waitlist and more likely to face higher waitlist mortality and
removal due to becoming too ill to undergo transplant compared
to patients listed with other liver diseases [8-12]. Improving
waitlist prediction in patients with MASH through developing
MASH-specific models can aid clinicians in optimizing their
waitlist outcomes and pretransplant status, thus potentially
improving overall waitlist outcomes.

Another limitation of MELD-based models is that they provide
information on the risk of death on the waitlist without
accounting for the risk of transplantation, censoring patients
who do not experience the event of interest and leading to biased
estimation of risk [7]. These single-risk Cox proportional
hazards (CoxPH)–based models cannot predict risk while
accounting for the possibility that a patient can experience
multiple events at a given time point on the waitlist, while a
censored patient can experience a competing event that would
make the primary event of interest clinically impossible (ie, a
patient who undergoes LT cannot also die on the waitlist). The
risks of each event cannot be compared between multiple
cause–specific models. In contrast, competing risk models
account for multiple mutually exclusive events [13]. Compared
to traditional regression methods, machine learning (ML) can
handle large, heterogeneous datasets and avoid several
fundamental assumptions of linearity and proportionality that

CoxPH models make [14-16]. For example, DeepHit is a deep
learning competing risk neural network model that captures
intricate, nonlinear interactions between several factors and
outcomes (such as mortality and transplant) in one model
[9,11,17,18]. By using a DeepHit-based model to predict waitlist
outcomes, clinicians will better understand the trajectory of
patients with MASH cirrhosis with numerous comorbidities
who are at high risk of both mortality and transplantation.
Patients with MASH at lower risk of death and transplant may
be better candidates for living donor liver transplantation
(LDLT) and can be redirected accordingly [19]. Due to the
fundamental differences between competing risk and single-risk
settings, current model evaluation metrics, such as the
concordance index (C-index) and Brier score, may be inadequate
for use in competing risk settings [12,20]. We design and
propose the competing event coherence (CEC) score, a novel
performance metric to assess models in a competing events
scenario at the patient level. It is an interevent metric that
evaluates the match between the event predicted by the model
and the actual event that occurred at a given time point for each
patient and takes into account multiple competing events.

In this study, we aimed to develop a MASH cirrhosis–specific
deep learning model based on DeepHit using data at the time
of waitlisting that accounts for the competing risks of death and
transplant on the LT waitlist to forecast waitlist trajectory and
inform clinical decision-making. We compared the performance
of the DeepHit model to MASH-specific single-risk CoxPH
and random survival forest (RSF) models. We externally
validated the DeepHit model on single-center data. Finally, we
developed a DeepHit dashboard to enter and visualize patient
trajectory on the waitlist [21].

Methods

Study Design and Participants
We conducted our retrospective study using two study
populations. Of 227,647 patients waitlisted in the Scientific
Registry of Transplant Recipients (SRTR) from March 1, 2002,
to March 2, 2021, we used data from 17,551 patients with
MASH cirrhosis for model development (Figure S1). For
external validation, we used data from 167 patients with MASH
cirrhosis who were waitlisted at University Health Network
(UHN), Toronto, Ontario, between 2012 and 2018. Inclusion
and exclusion criteria were identical for both cohorts, ensuring
consistency in the selection process. We included all adults aged
18 years or older with a primary diagnosis of MASH or

cryptogenic cirrhosis (CC) and a BMI of 30 kg/m2 or more
based on previous studies that demonstrate the histological
overlap between MASH cirrhosis and CC [22-24]. We excluded
patients with a secondary diagnosis other than MASH cirrhosis

or CC with a BMI of 30 kg/m2 or more [22,25]. We excluded
LT recipients who were never waitlisted, retransplants,
multiorgan transplants, acute liver failure (including status 1
and status 1a candidates), concomitant liver etiologies (viral
hepatitis B and C and alcoholic liver disease), hepatocellular
carcinoma–related primary or secondary diagnosis or listed with
exception points, and those with pre-existing liver malignancies;
supplementary information 1). Patients were followed for up
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to 120 months, or until death or deterioration, removal, or
transplant, whichever occurred first. Events in both cohorts were
classified as (1) death (died on the waitlist or removed due to
deterioration), (2) received LT, or (3) censored, and event times
were determined accordingly. Candidates removed due to
deterioration were included in the death group, while those
removed from the waitlist for other reasons were classified as
censored (Figure S2). Waitlist outcome categorization is
consistent with previous literature [26].

Models
We developed all models using SRTR data based on shared
features between the SRTR and UHN datasets. The DeepHit
model includes a shared network with fully connected layers
to capture intrinsic patterns of the input features, which are then
connected to two cause-specific subnetworks that learn the
relationship between the input features, event type, and time of
the event [11,27]. DeepHit outputs discrete monthly risk
predictions of the competing events. The sum of the monthly
prediction over the entire time horizon T for all the competing
events is 1/K , where K is the total number of competing events.
In our case, the maximum event time is 120 months. The
cumulative risk for 1 event over this time period is 0.5, as there

are two competing events. The DeepHit model includes a shared
network with fully connected layers and 2 cause-specific
subnetworks that correspond to death and transplant. The joint
distribution of the event and first hitting time is learned and
outputted through a final layer to output ri (k, t|xi) defined as

rik,txi=fxi

which is the predicted probability of the k event happening at
a specific prediction time t, satisfying

∑k=1, t=1K, Tri(k,t|xi)=1

where f represents the DeepHit structure [11].

We compared DeepHit to single-risk CoxPH and RSF models
predicting death or transplant. CoxPH is a linear model that
predicts the hazard function with an assumption of
proportionality where the individual hazard is proportional to
the population baseline hazard that changes over time [14].
(Figure 1) For each cause-specific CoxPH or RSF model
predicting death or transplant, the competing event (death or
transplant) was censored. Model hyperparameters are available
in Table S1 in Multimedia Appendix 1. For comparison,
MELD-Na and MELD 3.0 scores were calculated to predict
mortality (supplementary information 1)
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Figure 1. DeepHit model. (A) The model training process, event prediction, and evaluation process are displayed. (B) The DeepHit model architecture
is described. (C) The competing event coherence score evaluates model performance based on the prediction of an event compared to the actual event
that occurred at the patient level. (D) DeepHit can be used to predict death and transplant and inform clinical decisions. C-index: concordance index;
CEC: competing event coherence; CoxPH: Cox proportional hazards; INR: international normalized ratio; MASH: metabolic dysfunction–associated
steatohepatitis; MELD: Model for End-Stage Liver Disease; RSF: random survival forest; SRTR: Scientific Registry of Transplant Recipients; and
UHN: University Health Network.

Model Evaluation
Models were evaluated using the C-index and Brier scores.
Furthermore, we propose a new metric to evaluate the
percentage of prediction that is coherent to the actual event type
and time at which it occurred in competing risk scenarios, known
as the CEC score (or the µ-score). This overcomes the limitations
of the C-index and the Brier score, which examine model
performance under a single-risk scenario but cannot be used to
compare all the predicted risks for the competing events at the
same time. Ideally, at the time of the actual event that occurred,
the predicted risk for that event should be higher than the
predicted risk of other competing events. For the patients who
had an event (death or transplant) within the time frame of

interest, the percentage of coherence within the population was
calculated. The CEC score measures the alignment between the
model risk predictions and the actual patient event that occurred.
For the M patients who had the event within the time frame t,
the percentage of coherence within the population was
calculated. The CEC score measures the alignment between the
risk predictions and the actual patient event. Let’s µm indicate
the coherence status of the mth patient being evaluated. Further,
let l* and k*m denote the actual event time and event type of
the mth patient, respectively; then the proposed µ-score is
defined as

μ-score=1MΣm=1Mμm

where coherence for the m patient μm is defined as
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μm={1,if arg maxk∈Krm(k,ℓ∗|xm)=km∗0,otherwise,

and rm (k, l*|xm) denotes the predicted risks of the 2 events at
the event time. Because CoxPH and RSF are single-risk models,
we say that the prediction is in coherence (or alignment) if the
probability of experiencing an event Prevent is higher for the
event corresponding to the actual event (at time l* as compared
to the competing one.

C-index, Brier scores, and CEC scores were computed for all
models at four time points after waitlisting: 1, 3, 6, and 12
months. One month corresponds to the 25th percentile of event
time in the population [17]. Mortality predictions were also
generated using MELD-Na and MELD-3.0 scores for
performance comparison. Transplant predictions were not
developed for the MELD models since they are only intended
to predict death on the waitlist. Since DeepHit is a competing
risk model, when the performance was evaluated using single
event metrics (C-index and Brier score), the competing event
was treated as censored [11].

Statistical Analysis
To ensure the robustness of our model, we used rigorous
cross-validation, including k-fold cross-validation and
hyperparameter tuning to optimize model performance and
ensure generalizability (supplementary information 2). SRTR
data were split using stratified random split to preserve the event
rate of the population in the training and test sets, which
represented 90% and 10% of the entire population, respectively.
Within the 90% training set, outer five-fold cross-validation
was used to obtain an average performance across all validation
folds.

Hyperparameter tuning was used to optimize the C-index. To
evaluate the performance of our trained models, we first used
single-risk metrics, including the time-dependent C-index and
the time-dependent Brier score. The model with the highest
performance on the outer validation set was used to test
performance on the 10% test set as well as the UHN external
validation set. Test performance was evaluated at 1, 3, 6, and
12 months using bootstrapping to obtain consistent results where
each bootstrapped sample contains patients that were randomly
sampled from the cohort with replacement. The Wilson Cox
test was subsequently used to test statistical significance in the
performance of DeepHit and the other models (CoxPH and
RSF) based on the bootstrapped C-indices, Brier scores, and
CEC score proposed as the following (Table S1).

Model Interpretability
Permutation importance was used to determine which covariates
in the DeepHit model have the largest influence on the
prediction of death and transplant by evaluating the contribution
of each covariate to the C-index of the model via random
permutation of each variable, which is then compared to the

original data [28]. The permutation was done 20 times for each
variable to obtain the average and SD of increase in C-index.

All analyses were done using Python version 3.8.8 (Python
Software Foundation). CoxPH models were developed using
the scikit-learn 1.1.1 library and the scikit-survival 0.16.0
library. The MASH-specific DeepHit model was developed
using the TensorFlow 0.0.8 library. The data template can be
downloaded as a .csv file. The codebase has been published on
GitHub [29].

Ethical Considerations
Due to the use of publicly available deidentified United Network
for Organ Sharing (UNOS) data, this study was exempt from
Research Ethics Board (REB) review. For external validation,
REB approval was obtained (REB number 21‐5783).

Results

Characteristics of SRTR and UHN Cohorts
There were 17,551 patients with MASH in the SRTR cohort,
of which 50.2% (8802/17551) were female. Mean MELD at
listing was 19.4 (SD 8.1). By 120-month waitlist follow-up,
54.6% (9599/17551) of patients underwent LT, 25.6%
(4510/17551) of patients died or were removed from the waitlist
due to deterioration, and 19.8% (3442/17551) of patients were
removed for improvement or were censored. Around 93.8%
(9004/9599) of recipients underwent deceased donor liver
transplantation (DDLT). There were 167 patients with MASH
cirrhosis in the UHN dataset, and 46.1% (77/167) were female.
The mean MELD at listing was 22.1 (SD 6.6). Overall, 62.9%
(105/167) of patients underwent LT, of which 72.4% (76/105)
of patients underwent DDLT, 23.4% (39/167) died, and 13.7%
(23/167) were removed or censored (see supplementary
information 1 and Table S2 in Multimedia Appendix 1).
Additional features in the SRTR and UHN datasets are available
in Table S3 in Multimedia Appendix 1.

Model Performance
In the competing risk scenario, DeepHit consistently achieved
statistically significant higher CEC scores at each time point
evaluated on the SRTR and UHN datasets (Figures 2 and 3).
Numerical results are displayed in supplementary information
6. When comparing model performance using SRTR data
(Figure 2), CoxPH, RFS, and DeepHit had higher C-indices
than MELD-Na and MELD 3.0 for death events at 1, 3, 6, and
12 months, outperforming MELD-Na and MELD 3.0 at all time
points. RSF achieved statistically significantly higher C-indices
(P<.01) except in the RSF-DeepHit comparison at 3 months for
death event and 1 month for transplant. RSF had statistically
significantly lower Brier scores at each time point evaluated for
death and transplant, except for at 12 months for the transplant
event (DeepHit: 0.206 vs RSF: 0.228).
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Figure 2. Model performance comparison with the Scientific Registry of Transplant Recipients data. Performance of models evaluated using C-index,
Brier score, and CEC score on SRTR data. CEC: competing event coherence; C-index: concordance index; CoxPH: Cox proportional hazards; MELD:
Model for end-stage liver disease; SRTR: Scientific Registry of Transplant Recipients.

Figure 3. Model performance comparison and external validation of the model using University Health Network data. Performance of models evaluated
using C-index, Brier score, and CEC score on UHN data. CEC: competing event coherence; C-index: concordance index; CoxPH: Cox proportional
hazards; MELD: Model for end-stage liver disease; SRTR: Scientific Registry of Transplant Recipients.

In external validation, DeepHit demonstrated a statistically
significantly higher C-index at 1 month for death (0.975);
however, RSF had the best performance at all other time points
for the death and transplant events. DeepHit also exhibited lower
Brier scores at 3, 6, and 12 months compared to RSF for death.
For the transplant event, RSF had lower Brier scores at 1 and

3 months than DeepHit, while CoxPH and RSF performed better
at 6 and 12 months (Figure 3). Full numerical results can be
found in Table S4 in Multimedia Appendix 1.
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Forecasting Waitlist Trajectory With DeepHit
Four patients from the SRTR were randomly selected, and their
waitlist trajectories of death and transplant were predicted using
RSF and DeepHit over a 120-month period based on data
available at the time of waitlisting. Figure 4 displays two patients
who died on the waitlist at month 33 and month 1, while Figure
5 displays two patients who were transplanted at month 1 and
12. The time at which the event (death or transplant) occurred

and the corresponding prediction at that time is magnified.
Patient characteristics for the sample patients used here are
detailed in Table S5 in Multimedia Appendix 1. Cumulative
risk predictions with RSF were generated using two separate
models with death or transplant as the outcome of interest and
displayed on one graph. Using DeepHit, we generated granular
risk predictions from one competing risk model, allowing for
visualization of the risk associated with each event over time
compared.

Figure 4. Forecasting death on the waitlist using Random Survival Forest and DeepHit with patient examples using data at the time of waitlisting. The
vertical line on each plot indicates the event (green=transplant; red=death) and the time at which it occurred. On the DeepHit plots, zoomed-in segments
correspond to the time at which the actual event occurred. For a patient that experienced an event during month 1, they were categorized as experiencing
the event at time 0. For a patient that experienced an event during months 1 and 2, they were categorized as experiencing the event at month 1 and so
on.
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Figure 5. Forecasting transplant on the waitlist using random survival forest and DeepHit. Similar to Figure 4, transplant on the waitlist is predicted
using RSF and DeepHit with each plot corresponding to a different patient.

Permutation Importance Using DeepHit
In predicting the death event, MELD at listing emerged as the
greatest contributor to the C-index, followed by bilirubin, INR,
serum creatinine, and serum sodium. Additional non-MELD
features identified were albumin, blood type A, functional status,

and age at listing. For transplant events, MELD at listing took
precedence, followed by INR and bilirubin. The non-MELD
features that influenced transplantation comprised blood types
O, A, and AB, as well as functional status, albumin, and gender
(Figure 6).
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Figure 6. Permutation importance of DeepHit model. Features with the greatest contribution to the prediction of death or transplant were determined
using permutation importance. INR: international normalized ratio; MELD: Model for end-stage liver disease

Discussion

Principal Findings
This study aimed to forecast the LT waitlist trajectories of
patients with MASH cirrhosis using a deep learning approach
that leverages the changing relationships between covariates
and risks over time while handling competing risks [11]. We
compared a competing risk MASH cirrhosis–specific DeepHit
model to single-risk CoxPH and RSF models in forecasting
outcomes of death and transplant on the waitlist. We
demonstrated that while RSF performed better at most
evaluation time points using traditional model performance
metrics, DeepHit outperforms RSF when evaluated in a
competing risk scenario. Furthermore, we demonstrated that
DeepHit can generate and visualize time-varying, discrete
predictions of death and transplant. This allows for the
identification of patients with a low probability of undergoing
transplantation and those at an elevated risk of death while
awaiting DDLT, enabling timely consideration of LDLT when
available.

MELD-based models poorly predict death in patients with
MASH compared to candidates listed for other etiologies and
may underestimate the risk of death on the waitlist [5,6].
Additionally, MELD-based models do not provide information
on the risk of transplantation. Patients with MASH have a lower
90-day and 1-year probability of transplant and a greater risk
of waitlist mortality. Therefore, early identification of patients
at low risk of transplant may expedite direction to LDLT and
prevent MASH-related mortality on the waitlist [30]. Previous
studies have indicated that LDLT results in comparable or
improved postoperative outcomes for patients with and without

MASH when compared to DDLT. Timely identification of
patients enables them to undergo transplantation while in a less
decompensated state, leading to more efficient resource usage
[31-33]. While MASH-specific models, such as the
DeepHit-based model, may not fully replace MELD-based
models for waitlist prioritization and liver allocation of all
candidates, they can be used to improve the management of
waitlisted patients with MASH, particularly those with indolent
disease who may spend months on the waitlist and deteriorate
before receiving an LT offer. As the prevalence of MASH
cirrhosis grows, careful management of waitlisted patients is
critical for reducing overall waitlist morbidity and mortality
[30]. The DeepHit MASH-specific model also highlights the
potential to incorporate personalized prediction of waitlist
outcomes at the patient level. This prediction can be updated
as clinical status changes over time when modifiable factors
associated with a higher risk of waitlist mortality are addressed,
providing a more granular prediction of both death and
transplant over time on the waitlist as opposed to risk of 90-day
mortality alone.

We presented the CEC score as an alternative metric to evaluate
competing risk models, emphasizing its role as an interevent
measure that assesses a model’s performance in predicting 2
competing events [34]. Unlike the C-index, which evaluates
performance at the population level, the CEC score assesses
performance at the patient level [12,20]. A major problem with
the C-index in the setting of competing risks is that the
discrimination of a model is reduced when covariates may be
associated with both the primary and competing event [20]. Our
analysis demonstrates that DeepHit more accurately predicts
the actual event (death or transplant) that occurred at specific
time points when evaluated using the CEC score compared to
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RSF, although RSF performs better based on the C-index and
Brier scores. Although the C-index and Brier scores are limited
in the scenario of competing risks, DeepHit still exhibited robust
performance when evaluated using these metrics, although it
was statistically weaker than RSF.

While RSF performed well in a single-risk scenario when
evaluated with the C-index and Brier scores, using a
noncompeting risk model to predict risk in a clinical setting
where patients are at risk of multiple competing events may
lead to greater misclassification of risk for single events. We
demonstrated this through the improved performance of DeepHit
compared to RSF when evaluated with the CEC score.
Competing risk analysis may improve predictions of outcomes
at the patient level [35-40]. Furthermore, censoring of competing
risks can lead to event overestimation in populations at highest
risk of experiencing either of the competing events [41].
Competing risk models to evaluate the risks of death and
transplant on the waitlist are limited in the field of LT but have
been more extensively described and applied to kidney
transplantation. Smits et al [42] found that Kaplan-Meier
overestimates the chance of transplantation compared to
competing risk analysis by over 30% [43]. This not only
highlights the importance of competing risk models but also
using metrics, such as the CEC score, in the analysis of models
to accurately assess performance. We highlight the advantages
of DeepHit, whose neural network architecture is particularly
well-suited to capturing complex, nonlinear, and interdependent
relationships among variables in medium-sized datasets. In
contrast to traditional survival models, DeepHit does not rely
on restrictive assumptions, such as proportional hazards,
enabling greater flexibility in modeling intricate data patterns.
Crucially, DeepHit is inherently designed to handle competing
risks, estimating the joint probability distribution over multiple,
mutually exclusive event types. This multitask learning
framework allows the model to share information across
outcomes while retaining event-specific distinctions, resulting
in more accurate and clinically meaningful survival estimates.
By applying a competing risk-specific metric—the CEC
score—we demonstrated that DeepHit consistently outperforms
traditional ML approaches in predicting time-to-event outcomes
with competing risks. These capabilities make DeepHit
especially valuable in clinical settings characterized by multiple
potential outcomes, such as the organ transplant waitlist.

Previous studies have assessed features associated with death
and transplant in LT candidates waitlisted for all indications
[5,44-46]. Despite patients with MASH cirrhosis constituting
a large and increasing portion of the LT waitlist, limited studies
have assessed features associated with death and transplant
exclusively in this population [47]. Studies have shown that
factors, such as dialysis, sex, race, serum albumin and creatinine,
low performance status, and high MELD are associated with
increased or decreased risk of transplant among all candidates
[5,44-46]. We evaluated the contribution of various covariates
in predicting death and transplant events using DeepHit
permutation importance, aiming to improve the C-index. In our
DeepHit model, MELD at listing emerged as the highest-ranked
feature for both death and transplant, followed by components
of the MELD score, such as INR, bilirubin, and serum sodium,

which have been previously demonstrated [10]. Our permutation
analysis reinforced the critical role of MELD-based models in
predicting outcomes, showing that biochemical features already
included in MELD-based models are implicated in waitlist risk
of death and transplant in patients with MASH cirrhosis,
potentially reflecting part of the comorbidity burden in this
population. Given that SRTR is a historical dataset where
allocation is largely determined by MELD score, these findings
are not unexpected. Functional status was a highly ranked
feature for both events and has been associated with an increased
likelihood of transplantation as well as increased waitlist
mortality [48]. Poor functional status contributed to the death
prediction, possibly because complications of cirrhosis (such
as encephalopathy) are associated with poor functional status
and increase the risk of death in all LT waitlist candidates [44].
While INR and bilirubin also ranked high, we did not identify
creatinine or dialysis in the last week as significant features
associated with the prediction of waitlist death or transplant.
Age contributed to the death prediction, which has not been
found previously in studies on all LT waitlist candidates.
Patients with MASH are older, and older patients tend to have
poorer waitlist outcomes; therefore, this finding is expected in
a MASH cirrhosis cohort [45]. For the transplant event, we
found that blood type AB ranked high. These candidates can
accept donor livers from nearly all blood types. In other studies,
dialysis, sex, race, serum albumin and creatinine, low
performance status, and high MELD have been found to be
associated with increased or decreased risk of transplant in all
candidates [5].

Limitations
The SRTR is a retrospective dataset and limitations, such as
high missingness and heterogeneity of data collection must be
noted. Furthermore, there are limited longitudinal features in
the SRTR dataset, which makes the development of a dynamic
model challenging [49]. The permutation importance method
is limited as it does not provide information on the directionality
of risk such as provided by a hazard ratio, which makes it
difficult to apply DeepHit to clinical scenarios where risk factors
can be identified and modified to improve outcomes.
Furthermore, none of the models developed consider individual
organ availability, donor compatibility, and regional variation.
Although the DeepHit model performed well when externally
validated on the UHN dataset, the UHN sample size was
relatively small at 167 patients. Further work should seek to
validate this model on larger datasets. Finally, the use of
historical waitlist candidate data to devise a ranking system may
perpetuate existing inequities and biases in liver allocation;
therefore, DeepHit should not be used for definitive
decision-making on waitlisting or delisting but can be used in
conjunction with other tools.

Conclusion
The DeepHit model can be used to forecast waitlist trajectories
of both death and transplant in a competing risk scenario for
patients with MASH, using data available at the time of listing.
With DeepHit, discretized and dynamic changes of the risk of
death and transplant can be visualized and compared across
multiple time points and between events. This information can
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enhance the current strategies for managing candidates with LT
with MASH cirrhosis and act as a tool to advocate for LDLT
in patients who are at high risk of waitlist dropout but
underserved by MELD-based mortality predictions. A DeepHit
MASH-specific model can be used as a clinical adjunct to
inform and modify clinical interventions to optimize patient

survival on the waitlist. Future studies should focus on
improving the evaluation and interpretability of DeepHit models
to expand their use in clinical settings, as well as developing
larger scale ML models that consider all patients on the LT
waitlist.
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Abstract

Background: Electrocardiogram (ECG) data constitutes one of the most widely available biosignal data in clinical and research
settings, providing critical insights into cardiovascular diseases as well as broader health conditions. Advancements in deep
learning demonstrate high performance in diverse ECG classification tasks, ranging from arrhythmia detection to risk prediction
for various diseases. However, the widespread adoption of deep learning for ECG analysis faces significant barriers, including
the heterogeneity of file formats, restricted access to pretrained model weights, and complex technical workflows for out-of-domain
users.

Objective: This study aims to address major bottlenecks in ECG-based deep learning by introducing ExChanGeAI, an open-source,
web-based platform designed to offer an integrated, user-friendly platform for ECG data analysis. Our objective is to streamline
the entire workflow—from initial data ingestion (regardless of device or format) and intuitive visualization to privacy-preserving
model training and task-specific fine-tuning—making advanced ECG deep learning accessible for both clinical researchers and
practitioners without machine learning (ML) expertise.

Methods: ExChanGeAI incorporates robust preprocessing modules for various ECG file types, a set of interactive visualization
tools for exploratory data analysis, and multiple state-of-the-art deep learning architectures for ECGs. Users can choose to train
models from scratch or fine-tune pretrained models using their own datasets, while all computations are performed locally to
ensure data privacy. The platform is adaptable for deployment on personal computers as well as scalable to high-performance
computing infrastructures. We demonstrate the platform’s performance on several clinically relevant classification tasks across
3 external and heterogeneous validation datasets, including a newly curated test set from routine care, evaluating both model
generalizability and resource efficiency.

Results: Our experiments show that de novo training with user-provided, task-specific data can outperform a leading foundation
model, while requiring substantially fewer parameters and computational resources. The platform enables users to empirically
determine the most suitable model for their specific tasks, based on systematic validations, while lowering technical barriers for
out-of-domain experts and promoting open research.

Conclusions: ExChanGeAI provides a comprehensive, privacy-aware platform that democratizes access to ECG analysis and
model training. By simplifying complex workflows, ExChanGeAI empowers out-of-domain researchers to use state-of-the-art
ML on diverse datasets, democratizing the access to ML in the field of ECG data. The platform is available as open-source code
under the Massachusetts Institute of Technology (MIT) license.

(J Med Internet Res 2026;28:e81116)   doi:10.2196/81116

KEYWORDS

health informatics; electrocardiogram; machine Learning; deep learning; end-to-end platform

Introduction

Background
Deep learning methods applied to Electrocardiogram (ECG)
analyses have demonstrated their potential as practice-changing
diagnostic tools, providing critical insights into heart-related

diseases [1-3]. While the push for newer technologies and
improved performance metrics is essential, ensuring these
advancements are accessible for general use is equally important.
Tools like ChatGPT (OpenAI) have demonstrated the potential
for a broad and easy application of artificial intelligence (AI),
allowing users to leverage sophisticated technologies without
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in-depth expertise. Clinician-researchers who seek to apply
machine learning (ML) to assess its potential benefits should
have access to solutions that facilitate exploration and
application without requiring extensive technical knowledge
from data handling to data analysis. To address these challenges,
there is a need for a comprehensive, end-to-end platform that
integrates currently fragmented technical steps like ECG-specific
data handling, preprocessing, data visualization, and model
training, including transfer learning that requires cumbersome
manual scripting. This would enable a seamless workflow from
data loading to model deployment and would not only empower
researchers to apply and train or fine-tune deep learning models
for ECG analysis without programming but also facilitate
reproducibility. Moreover, existing pretrained models for ECG
data may not disclose model weights, which presents significant
challenges (refer to “Related Work” below). While open weights
empower users to use and adapt the model, they also promote
reproducibility and transparency [4,5].

Additionally, the broad use of medical data is crucial for the
advancement of personalized and specialized medicine but
inhibits some immediate risks, such as data breaches [6]. As
datasets continue to grow and come from diverse sources,
ensuring data security becomes increasingly complex. To
address this challenge, specialized decentralized learning
techniques, such as federated learning or swarm learning, allow
valuable insights to be gained without directly sharing sensitive
data [7]. Furthermore, establishing uniform data standards can
simplify data handling, reduce technical barriers related to
varying data formats, and eliminate the need for programming,
thereby making advanced analytics accessible to a broader range
of users.

In this work, we introduce a novel open-source end-to-end
platform for 12-lead ECGs called ExChanGeAI that streamlines
essential steps of ECG analysis: (1) data loading and
preprocessing of multiple input formats, (2) manual and
computer-aided analysis of ECG waveform data, (3) one-click
fine-tuning of classification models, allowing users to train and
customize ML models with no prior expertise, (4) the trained
models use the cross-platform industry-standard Open Neural
Network Exchange (ONNX), enabling deployment in every
instance of ExChanGeAI and facilitating the exchange of custom
models across different instances, and (5) prediction of diseases
with and without using pretrained models. Model sharing is
supported via an integrated and adaptable WebDav file server
called Model ExChanGe. The platform is built upon the
principle of open-source code and open-weights, offering full
transparency and control, empowering users to contribute to
the advancement of ECG analysis models.

Related Work
Multiple studies and reviews have addressed ECG classification
and have shown that fine-tuning and transfer learning improve
classification results [8-10]. A study has reported improved
model accuracy by fine-tuning networks trained on diverse
datasets, demonstrating enhanced performance transitioning to
smaller datasets [11]. However, the used data and pretrained
models were not shared. Another study used transfer learning
with convolutional neural networks (CNNs) for atrial fibrillation

classification, pretraining on large public datasets and
fine-tuning on smaller sets, achieving performance gains [9].
While code was available, pretrained models were not shared,
and usability remains a significant barrier. Multiple reviews
have summarized ECG analysis pipelines and deep learning
methods, such as detailed essential pipeline steps [12] and
reviews of techniques like CNNs and recurrent neural networks
for arrhythmia classification [13]. The SelfONN model [14]
showed competitive performance in general ECG classification
on PTB-XL (Physikalisch-Technischen Bundesanstalt-extra
large [National Metrology Institute of Germany]) but lacked
resource sharing. Various types of autoencoders, including
low-rank attention [15], long short-term memory [16],
adversarial [17], and denoising [18] approaches, have been
explored for feature extraction, anomaly detection, and noise
handling. The low-rank attention autoencoder reported high
accuracy on 2 datasets by focusing on spatial features.
ECG-NET, based on long short-term memory, proclaimed high
accuracy for arrhythmia classification on a single database in
beat-based validation. An adversarial autoencoder with a
temporal CNN published superior scores of anomaly detection
for 2 datasets. The attention-based denoising autoencoder
improved noisy ECG signal reconstruction. However, limitations
across these studies include dataset dependence, restricted
generalizability, lack of publicly available pretrained models
and code, and validation variability.

In a recent study leveraging the gold-standard PTB-XL [19,20]
dataset, the performance characteristics of multiple deep learning
models were evaluated across a spectrum of training-data sizes
[21]. Notable findings indicated that the InceptionTime and
XceptionTime architectures [22,23] exhibited particularly
compelling performances. Specifically, InceptionTime
demonstrated superior efficacy when trained with smaller
datasets, whereas XceptionTime surpassed all other models in
performance as training dataset size increased. This suggests a
potential trade-off between model complexity and data
requirements for optimal diagnostic accuracy in this domain.
Due to the demonstrated strength in low- and high-data
scenarios, these leading architectures for ECG analysis are
highly relevant for evaluation and inclusion in the platform,
particularly in contexts where training data availability may
vary, such as in medical contexts.

There have also been several claimed foundation models in the
field of ECG classification [24]. To the best of our knowledge,
these, however, are trained on a singular database [25] and are
yet undisclosed or have closed-source code and weights [26,27]
in general. In one case, the published weights are different from
the original model of the paper due to privacy concerns [28]. A
request to publish another trained model has been declined due
to intellectual property and legal concerns [29]. They are trained
with techniques, such as contrastive and masked learning. This
allows for unsupervised training, but restricts the learning to
the latent space. For downstream tasks, such as classification,
fine-tuning is required. The publications report high scores for
classification; however, additional tasks are not available in the
published model. While these models mark significant progress
in the field, they often grapple with issues, such as overfitting
to specific datasets, limited scalability, or insufficient handling
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of the variability and quality complications intrinsic to diverse
ECG datasets.

Despite advances in ECG analysis and deep learning, the current
workflows remain complex, requiring manual data
transformation, preprocessing, and the use of separate tools for
the visualization and analysis of ECGs, as well as for training
and fine-tuning deep learning models. This fragmentation
multiplies technical burdens, hinders reproducibility, and acts
as a major barrier for widespread clinical adoption. Some
frameworks exist to reduce the boilerplate of ML, such as the
graphical tool Orange (University of Ljubljana) [30]. It does
not require code, yet the workflow has to be set up manually
per drag-and-drop, and it does not include any of the ECG
analysis tools, such as QRS detection. In the case of AutoML
tools, such as GAMA (General Automated Machine learning
Assistant; originally developed by Pieter Gijsbers and Joaquin
Vanschoren at the Eindhoven University of Technology) [31],
it still remains code-centric. Data ingestion, for both methods,
is not available out-of-the-box, such as for Digital Imaging and
Communication in Medicine (DICOM), even ignoring the
sampling rate, lead order, and other inconsistencies across
datasets. Both tools remain unsuitable for end-to-end ECG
analysis and training of ML models without substantial ML or
data scientist expertise. Our work directly addresses this gap
with ExChanGeAI, an integrated, accessible, and containerized
end-to-end platform. This platform facilitates the visualization,
transformation, prediction, and fine-tuning of deep learning
models specifically for ECG data. It can leverage pretrained

models, and it supports a broad range of formats and
preprocessing steps, ensuring usability across different clinical
and research settings. ExChanGeAI serves as a valuable resource
for researchers, enabling efficient training and fine-tuning of
deep learning models while preserving data privacy. This
enhances both the accessibility and utility of advanced ECG
analysis.

Methods

Overview
This section introduces the ExChanGeAI platform, a fully
containerized, interoperable, and standardized end-to-end
platform for ECG analysis, diagnosis prediction, and model
fine-tuning. It is designed for nonexpert users, enabling
advanced AI-enabled workflows in a unified interface without
requiring specialized technical expertise. The open-source code
is freely available under the MIT license [32].

ExChanGeAI Platform
ExChanGeAI is a containerized web application providing an
integrated suite of AI-enabled ECG analysis tools for researchers
and clinicians. The platform merges human expert analysis
capabilities and AI predictions in a unified, interactive
end-to-end platform (refer to Figure 1). The functionalities
include (1) signal analysis, (2) model-based prediction, (3)
model exchange and repository, and (4) semiautomated training
and fine-tuning.

Figure 1. Overview of the capabilities of the end-to-end platform ExChanGeAI and its three main distinct parts: (1) Analysis, (2) The Artificial
Intelligence Ecosystem, and (3) Interoperability. AI: artificial intelligence; ML: machine learning; ONNX: Open Neural Network Exchange.

The platform is open-source, using the standardized ONNX
model format and additionally supports and encourages the
open-weights practice of ML models [4]. The platform consists
of multiple views with different foci. The analysis view
integrates the visualization of waveforms of raw signals, QRS
complexes, and events (fiducial points), computed transparently
by Neurokit2 [33]. Additionally, precise R-peak alignment and
median beat transformations are supported through the
integration of the recently published ECG-preprocessing
package, Rlign [34]. These data transformations can be exported
in different formats for further research. The platform focuses
on resting 12-lead ECGs, displayed in a 2x6 grid in mV scale,
and integrates general spatial transformations, including
zooming with synchronized adaptation across all leads. This
signal view has been designed in collaboration with cardiologists
for their everyday use. For visualizing QRS complexes and
events, lead II is conventionally applied. The prediction view
uses selected models to predict diagnoses and other
targets—such as QTc—based on raw signal data, offering a
table with predicted diagnosis probabilities (or arbitrary keys),

highlighted with a clear color-coding scheme. Dataset
distributions, confusion matrices, and class-wise receiver
operating characteristic curves can be computed on the platform
itself, including suggested thresholds for class-specific Fmax
scores. This enables researchers to optimize the threshold for
each specific dataset and the health care providers’ requested
strategy. These differ gradually and can focus on either
specificity or sensitivity, depending on the classification targets.
Models are provided within the platform using an integrated
and interchangeable file server, which enables the crucial aspect
of model sharing (see section “Interoperability and Model
Sharing”). Currently, we provide multiple models for four
targets: (1) diagnostic superclasses, (2) anterior and inferior
myocardial infarction (MI), (3) diverse bundle branch blocks,
and (4) revascularization need (refer to section “Results”).
Researchers can also train specialist models based on their own
labeled data. The training and fine-tuning require no prior
knowledge of ML. Currently, only 12-lead ECG data with
corresponding labels are required. The backend is engineered
for high performance and scalability using asynchronous views,
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multithreading, and full compute unified device architecture
GPU (graphics processing unit) support, including multi-GPU
data-parallel training for large-scale fine-tuning.

Data Loading and Preprocessing
ExChanGeAI is designed to handle the variability of real-world
ECG data. It supports various ECG input formats, across all
possible sampling rates, CSV files (.csv), NumPy arrays (.npy,
.npz), DICOM-stored WaveformSequences (.dcm), MATLAB
(MathWorks) formatted data (.mat), general DAT files (.dat),
and XML files (.xml). Major research and clinical ECG
standards (PhysioNet - DAT, UK Biobank - XML) are
supported. For ExChanGeAI, all data are normalized by

resampling frequency signals to a configurable unified frequency
target (defaulting to 100 Hz) using the Fast Fourier Transform,
as previous work has shown that the sampling rate does not
notably decrease the performance of ML models, but reduces
computational overhead manifold [35-38]. This parameter is
fully configurable, allowing users to adjust the sampling rate
in a local deployment to match specific requirements. Signals
not conforming to the standardized format (12-lead, 10-second
waveform) are adjusted via expansion or cropping, and all scales
are automatically standardized to millivolt (mV) with a 1000
analog-to-digital converter units gain, if necessary (refer to
Figure 2).

Figure 2. Flowchart of the preprocessing applied to any electrocardiogram data while being loaded into the application, independent of the file format.
ADC: analog-to-digital converter.

Interoperability and Model Sharing
The platform enables training of new models in a secure and
privacy-preserving manner. Still, as seen with many publications
in the medical domain, pretrained models are not made public
[26,29] or depend on external libraries and require specific
versions [28]. To promote the open and interoperable ML
standard, this work adopts the ONNX as the primary used
format. Therefore, our platform is compatible with all ONNX
models, honoring the current operation set (Opset 20 and below),
and PyTorch models, if the given model structure is provided
alongside. The models are not specified with any special
requirements, except for a dynamic batch size export. With the
use of ONNX, this work aims to ensure that the trained model
is widely accessible and interoperable. Therefore, a model
sharing interface, called Model ExChanGe, is integrated into
the platform, where curated pretrained models are automatically
synced and made available for prediction as well as fine-tuning.
Additional models can be published into the repository, or your
own WebDav instance can be set up.

By default, ExChanGeAI provides 3 baseline model
architectures—each as pretrained and untrained models. This
includes the XceptionTime [23], InceptionTime [22], and the
PhysioNet/CinC Challenge 2021 12-lead second-best model,
DSAIL SNU (Data Science & Artificial Intelligence Laboratory
Seoul National University [19,39,40])—the best model did not
provide weights. Additional models can be incorporated by
uploading them into the platform or using the default model
exchange file server. We incorporate all evaluated models to
extend the research community with open-source and pretrained
model weights.

The adoption of the ONNX industry-standard model format
ensures that ExChanGeAI is not limited to a proprietary
ecosystem. Models trained or fine-tuned with ExChanGeAI can
be seamlessly imported, shared, or deployed across different

institutions and environments, whether in research settings or
clinical contexts. This plug-and-play capability allows users to
leverage pretrained models, contribute their own, or integrate
compatible architectures developed externally, with zero code
changes and minimal configuration. As a result, the platform
not only accelerates collaboration but also supports sustainable,
evolving workflows as new models and data become available.

Fine-Tuning Platform
ExChanGeAI provides an interactive user interface for
fine-tuning with user-supplied data, abstracting all low-level
ML steps, and facilitating the exchange of prediction models
among researchers. To ensure broad compatibility with various
models and platforms, we natively support PyTorch and
developed a custom parser for ONNX models to adapt the
computation graph where applicable. ExChanGeAI is built upon
PyTorch [41], which facilitates on-device training and leverages
the ONNX framework during inference. ONNX’s custom
training runtime does not support all PyTorch operators with
corresponding gradient implementations, such as functions like
ReduceMin and diverse Pooling Operators (Opset≤18). While
defining custom operators may solve this, it requires detailed
implementation knowledge for each unknown operator, creating
a significant barrier for practical applications. To overcome
these limitations, we use onnx2torch to convert our uniquely
parsed ONNX models into PyTorch models. This conversion
enhances compatibility, allowing training across different
ONNX Opset versions and using the extensive feature set of
PyTorch. Crucially, our parser automatically adapts the
classification head to the new number of classification targets.
These conversion steps are computed independently for each
fine-tuning process and are entirely transparent to the user,
without requiring any programming knowledge (refer to Figure
3). We provide two distinct training methods, including
fine-tuning the classification heads, where the majority of the
model weights are frozen, or training the entire model. Both
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methods use pretrained weights if a pretrained model is selected.
The freezing of weights is handled automatically in the

background, only allowing modification of the unfrozen weights
or those belonging to the classification head.

Figure 3. Overview of the semiautomatic fine-tuning process in the backend of ExChanGeAI. ECG: electrocardiogram; ONNX: Open Neural Network
Exchange.

The training and fine-tuning process uses by default the AdamW
optimizer [42], due to its better generalizability and convergence
than the default Adam optimizer [43], and the ExponentialLR
learning rate scheduler (γ=0.9). Adaptive optimization
algorithms tend to be more robust, have faster convergence, and
therefore improve resource usage [44]. Other optimizers, such
as variants of Adam and stochastic gradient descent, are
available as alternatives. Initially, a learning rate finder is
executed to automatically determine the optimal initial learning
rate based on the provided model and data. It has been shown
that this method improves the convergence speed and reliability
[45]. Furthermore, the loaded data is automatically split into
stratified training/evaluation sets with an 80/20% distribution.
We limit the training process to a default maximum of 50 epochs
and incorporate checkpointing for models with the lowest
weighted validation loss, alongside early stopping. Advanced
settings, such as other optimizers, batch size, number of epochs,
maximum initial learning rate, and gamma can be adapted via
the user interface, if required. The best model, in addition to
training and evaluation statistics, is exported and downloaded
after completion. To ensure comprehensive reporting and
documentation, the exported statements include (1) the number
of samples, (2) distribution and corresponding labels, (3) the
used base model, (4) the training and evaluation loss per epoch,
and (5) the corresponding F1-scores on the evaluation set.

Evaluation
To thoroughly assess the reliability and performance of
ExChanGeAI's training process, we conduct a series of
scenario-based tests. The training and prediction capabilities
are one of the key features of this work and are therefore mainly
evaluated via training and fine-tuning of classification models
on various tasks and tests on internal and external datasets using
the ExChanGeAI platform, where possible. This benchmarking
is crucial for validating the platform’s core value proposition

(1) to empower users, even without ML expertise, and (2) to
rapidly develop and deploy accurate prediction models for ECG
analysis. Demonstrating robust performance across diverse
datasets reinforces the platform’s usability and reliability,
ultimately building trust and accelerating adoption among
clinicians and researchers.

Datasets
To train and fine-tune deep learning models, we use multiple
targets and use the large open-access gold standard PTB-XL
dataset [20]. In order to demonstrate model training under
data-scarce conditions, the provided stratified fold 9 is used for
training and fold 10 for intradataset testing. Age and sex, while
technically predictable from ECG signals, are generally of
limited clinical relevance in the context of model development,
as these attributes are readily and reliably obtained through
direct patient observation rather than requiring inferential
prediction from ECG data.

The comparison includes a wide-ranging spectrum of ischemic
heart diseases, structural heart diseases, and conduction
abnormalities: (1) broad diagnostic categories, including MI,
ST/T changes, conduction disturbances, and hypertrophy, (2)
specific comparisons, such as anterior MI vs inferior MI, and
diverse types of bundle branch blocks, including complete left
(CLBBB), complete right (CRBBB), and incomplete left
(ILBBB). The label distribution of PTB-XL is outlined in the
Multimedia Appendix 1. A comparison baseline XceptionTime
model is trained on the folds 1‐8 of PTB-XL for all targets to
outline the training performance under data-rich conditions. We
also compare our baseline model against the benchmark scores
of InceptionTime from the PTB-XL benchmark paper [46]. To
facilitate a direct comparison of the platform’s one-click training
capabilities with the benchmark paper, we additionally trained
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an InceptionTime model on folds 1‐8 of PTB-XL, focusing
on the superclasses.

To analyze the applicability of models across sites, we evaluate
all models on interdatasets based on Yang et al [47,48],
MIMIC-IV-ECG (Medical Information Mart for Intensive Care
IV Electrocardiogram) [49], and Emergency Department
Münster (EDMS) [38], which is an entirely new dataset from
our hospital site. This helps to gauge the model’s generalizability
across different ECG recordings. The latter two datasets
demonstrate a relatively balanced distribution with respect to
age and sex, whereas the former dataset is predominantly male
and represents the smallest sample size among the 3 test sets
(Multimedia Appendix 2). We selected these datasets to ensure
both clinical relevance and diversity in our evaluation. EDMS
is a newly collected internal dataset derived from routine clinical
care, providing contemporary, real-world ECG data. MIMIC-IV
ECG represents one of the largest publicly available routine
care datasets, enabling robust large-scale analyses. PTB-XL
serves as the gold standard for annotated ECG data, offering
high-quality expert labels, while the Yang et al dataset provides

a similarly gold-standard resource from an entirely different
geographical region, allowing us to assess model generalizability
across populations. To prevent patient leakage, only one record
per patient was kept in PTB-XL before the stratified split.

Some classes present slight variations, such as MIMIC and
EDMS, which do not have descriptive ECG statements but
general ICD-10 (International Classification of Diseases, 10th
Revision) codes, which are not necessarily based solely on the
given ECG. We extract the signals with the corresponding fitting
maps and merged superclasses. The corresponding ICD-10
codes, or included statements, are given for each map (refer to
Table 1). This includes changes such as that bundle branch
blocks (BBBs) are only encoded and divided into left- and
right-BBB. We evaluate the prediction performance accordingly,
counting complete- and incomplete-RBBB as the superclass
RBBB. Physionet classes, from the pretrained models, are
mapped to the BBB and superclasses where applicable, as no
MI classes are included. For MIMIC and EDMS, in instances
of multiple ECGs of the same patient, only the first record was
used to negate any multiple patient testing.

Table . Matched superclass and bundle branch block statements of PhysioNet 2021 and Emergency Department Münster to PTB-XL
(Physikalisch-Technischen Bundesanstalt-extra large [National Metrology Institute of Germany]) classes.

Bundle branch blocksSuperclassesClasses

IRBBBfCRBBBeCLBBBdSTTCcCDbPTB-XLa

IRBBBCRBBB|RBBBCLBBB|LBBBTAbm, TInvn, LQToBBBg,

CLBBB|LBBBh,

CRBBB|RBBBi,

IRBBB, IAVBj,

LAnFBk, NSIVCBl

PhysioNet 2021

RBBBLBBB—qEDMSp

aPhysikalisch-Technischen Bundesanstalt-extra large.
bCD: conduction disturbance.
cSTTC: ST/T Changes.
dCLBBB: complete left bundle branch block.
eCRBBB: complete right bundle branch block.
fIRBBB: incomplete right bundle branch block.
gBBB: bundle branch block.
hLBBB: left bundle branch block.
iRBBB: right bundle branch block.
j IAVB: first-degree atrioventricular block.
kLAnFB: left anterior fascicular block.
lNSIVCB: nonspecific intraventricular conduction disorder.
mTab: T wave abnormal.
nTInv: T wave inversion.
oLQT: prolonged QT interval.
pEDMS: Emergency Department Münster.
qNot available.

Table 2 shows a comprehensive overview of all extracted
targets, the number of samples, and mapped ICD-10 codes
across the different external test datasets. Most datasets are
uncurated and reflect real-world implications, in contrast to
semicurated datasets, such as PTB-XL. There may be bad quality
data, as well as discrepancies between ICD-10 codes and

mapped classes. The codes may be based on other electronic
health data than the ECG, and differences may occur due to
indifference between suspected and confirmed diagnoses. Label
noise, which is only present in MIMIC and EDMS, may lead
to underestimation of classification performance [50]. This,
however, allows us to compare the models across real-world
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data, showing possible impact on clinical care. An additional
case study with a manually annotated gold standard is evaluated
on the internal EDMS dataset. To demonstrate the advanced
classification task of revascularization (“does the patient require
revascularization?”), which is not available in PTB-XL, the
models are trained and fine-tuned using the new EDMS dataset.

The labels of revascularization are case-based if the patient has
been treated with a revascularization. It consists of 240 positive
and negative cases each, whereas negative cases are only a
stratified subset of the complete annotated dataset. An additional
stratified subset (20%) of these data points is kept as testing
data.
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Table . External test datasets and their class distribution across all categories, their mapping from diagnostic statements or ICD-10 (International
Classification of Diseases, 10th Revision) codes to PTB-XL (Physikalisch-Technischen Bundesanstalt-extra large [National Metrology Institute of
Germany] classes, and the data format, including sampling rate, analog-to-digital converter gain, and additional annotations.

ClassesPublication, notes, and target

Yang and Feng [48]

500 Hz based on dataset labels

Superclasses • HYPa (HEHb): 647
• CDc (IAVBd, IIAVB1e, IIIAVBf, BBBg, LAFBh, NICD):i 1974

Bundle branch blocks • CLBBB:j 43
• CRBBB:k 328
• IRBBB:l 1051

MIMIC-IV-ECGm

500 Hz with 200 adu/mV gain based on ICD-10n codes

Superclasses • HYP (I11, I51.7): 500
• MIo (I21, I22): 500
• CD (I44): 500

Myocardial infarcts • AMIp (I21.0): 500
• IMIq (I21.1): 500

Bundle branch blocks (variation) • LBBBr (I44.7): 500
• RBBBs (I45.1): 500

EDMSt

100 Hz based on ICD-10n codes

Superclasses • HYP (I11, I51.7): 149
• MI (I21, I22): 302
• CD (I44): 255

Myocardial infarcts • AMI (I21.0): 51
• IMI (I21.1): 43

Bundle branch blocks (variation) • LBBB (I44.7): 73
• RBBB (I45.1): 48

500 Hz annotated through cardiologists

Revascularization (20% test subset) • Yes: 48
• No: 48

aHYP: hypertrophy.
bHEH: heart enlargement and hypertrophy.
cCD: conduction disturbance.
dIAVB: first-degree atrioventricular block.
eIIAVB: second-degree atrioventricular block.
fIIIAVB: third-degree atrioventricular block.
gBBB: bundle branch block.
hLAFB: left anterior fascicular block.
iNICD: nonspecific intraventricular conduction disturbance.
jCLBBB: complete left bundle branch block.
kCRBBB: complete right bundle branch block.
lIRBBB: incomplete right bundle branch block.
mMIMIC-IV-ECG: Medical Information Mart for Intensive Care IV Electrocardiogram.
n ICD-10: International Classification of Diseases, 10th Revision.
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oMI: myocardial infarction.
pAMI: anterior myocardial infarction.
qIMI: inferior myocardial infarction.
rLBBB: left bundle branch block.
sRBBB: right bundle branch block.
tEDMS: Emergency Department Münster.

Model Selection
We use the best-performing models based on the aforementioned
previous research [21]. The study has shown that the
InceptionTime performs well with less data in comparison to
XceptionTime, but its performance lags behind when larger
datasets are used. Therefore, we train a baseline model on
XceptionTime, as its capability exceeds InceptionTime due to
the large amount of data available for the baseline model. In
comparison to the InceptionTime and XceptionTime models,
we evaluate the DSAIL SNU PhysioNet 2021 model [39,40,51],
the PhysioNet 2021 competition leader with available weights,
and the only available foundation model, ECG-FM
(Electrocardiogram Foundation Model) [28]. We aim to assess
the effectiveness and improvements gained using ExChanGeAI’s
training and fine-tuning capabilities and the possible use of
pretrained models, especially in resource-constrained
environments with very few data points.

Preprocessing and Training
We evaluated the various architectures using two training
strategies: (1) fine-tuning only the classification head and (2)
training all layers. Trainings were conducted using the default
settings of ExChanGeAI (commit number 4d862c04) to maintain
consistency and integrity.

Xception and InceptionTime models are trained de novo (from
random initialization) using non-normalized ECG data, which
has been internally validated to achieve higher performance.
ECG-FM and DSAIL SNU are pretrained models on PhysioNet
2021 labels, which were then fine-tuned for each classification
target on PTB-XL fold 9 to demonstrate fine-tuning capabilities.
In a special case, to showcase the capability of cross-task
transfer learning, a pretrained XceptionTime model (superclasses
with PTB-XL folds 1‐8) was separately fine-tuned on the
revascularization task.

The ECG-FM foundation model’s training data details are
unknown, though it is based on PhysioNet 2021 (which includes
PTB-XL), limiting the validity of intradataset evaluation. The
“physionet_finetuned” model differs from published results due
to inaccessible weights and requires 500 Hz, 5-second z score
normalized inputs. The training of ECG-FM was implemented
with custom training code due to dependency complexities. It
requires a custom library, which is only compatible with the
end-of-life version of Python 3.9 (Python Software Foundation).
Additionally, an ONNX export is not possible with these custom
functions, impeding the usage of interoperable standards and
therefore the deployment into the platform. The PyTorch
implementation, as an alternative, could not be used due to the
outdated and unsupported versions of major libraries, resulting
in dependency conflicts. The results of ECG-FM are therefore
achieved outside the platform, yet are given for comparative

purposes. DSAIL SNU was adapted for ONNX export and
initialized with the unavailable coinput features (age and sex)
using the default values and their required missing feature flags
as specified in its corresponding publication, alongside the used
minimum-maximum normalization in pretraining.

All ECG recordings were processed at the sampling rate required
by each model. For ECG-FM, recordings that are natively
500 Hz (PTB-XL, Yang et al , MIMIC-IV-ECG) were used
unchanged, while recordings available only at 100  Hz (EDMS)
were up-sampled to 500  Hz via a Fast Fourier Transform to
match the model’s input requirement. DSAIL SNU,
XceptionTime, and InceptionTime require a 10-second ECG
sampled at 100 Hz. Consequently, any 500 Hz recordings
(PTB-XL, Yang et al, MIMIC-IV-ECG) were down-sampled
to 100 Hz using the platform’s interoperable data-loading
pipeline, and recordings only available at 100  Hz (EDMS) were
left unchanged.

Performance Metrics
To evaluate model performance, we use the F1-score for overall
assessment and calculate the average and median for central
tendency across datasets. Predictions are derived by selecting
the class with the highest probability. We use the F1-score rather
than area under the curve because clinical relevance often
requires accurate classification at a single operating threshold—
outlining the critical balance between precision and
recall—whereas area under the curve summarizes performance
across all possible thresholds and may not reflect the real-world
consequences of specific predictions. Additionally, we focus
on the weighted F1-score to account for the class imbalance
commonly seen in medical datasets, ensuring that minority
classes are appropriately represented in the evaluation. Macro
F1, accuracy, precision, recall, Brier score, and expected
calibration error top-label, and classwise (macro and weighted),
with bootstrapped 95% CIs, as well as per class metrics,
confusion matrices, and 2-sided paired t tests for external
datasets, are given in the Multimedia Appendix 3. For F1-score
evaluation, classes not present in the PhysioNet labels were
removed. To reflect realistic out-of-distribution prediction, the
comparison did not remove false positives. Robustness, indicated
by lower IQR and coefficient of variation (CV) values, suggests
consistency across datasets. Computational scaling is analyzed
using the number of parameters, floating-point operations per
second (FLOPs), training, and inference timings. For all
architectures on the ExChanGeAI platform, estimated timings
are reported as the mean with SD, evaluated using a run of 1500
ECGs from the MIMIC database, based on the superclass subset
and the respective models.

These comprehensive evaluations enable us to determine how
well models within ExChanGeAI perform under varied
conditions, providing insights into their practical application in
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diverse real-world scenarios. Through this extensive testing
framework, we confirm ExChanGeAI’s robustness, adaptability,
and reliability for ECG analysis across multiple datasets,
diagnostic statements, and applicability for different use cases.

Ethical Considerations
Collection and analysis of the EDMS dataset were approved by
the responsible medical ethics committee (Ärztekammer
Westfalen-Lippe, approval EDMS: no. 2022‐494 f-S) under
a waiver of informed consent in accordance with state law for
health data privacy (§6 Abs. 2 Gesundheitsdatenschutzgesetz
Nordrhein Westfalen (Health Data Protection Act of North
Rhine-Westphalia)). The creation and analysis of the
MIMIC-IV-ECG dataset were reviewed by the Institutional
Review Boards of Beth Israel Deaconess Medical Center and
the Massachusetts Institute of Technology, which waived the
requirement for individual patient consent because the project
did not impact clinical care and all protected health information
was deidentified. The Yang et al dataset was approved by the
Medical Ethics Committee of Chinese People's Liberation Army
General Hospital (approval no S2019-318-03) under informed
consent from the participants. The PTB-XL dataset is publicly
available under a waiver of the Institutional Ethics Committee
(approval no PTB-2020‐1), complying with Health Insurance
Portability and Accountability Act (HIPAA) standards. All

waivers allow secondary analysis with given approvals under
the respective data regulation and privacy protection standards.

Results

The central goal of ExChanGeAI is to make model selection
and empirical comparison tractable, reproducible, and accessible
within a single, seamless platform. Therefore, the interface is
visually structured into different foci, such as data analysis (refer
to Figure 4). The analysis view provides interactive visualization
of individual ECG files. Users can select to view ECG data
based on multiple views - raw time series, QRS complexes,
fiducial point annotation, Rlign median beats, and Rlign
time-aligned ECG. When visualizing QRS complexes, the
interface displays overlaid waveforms, potentially highlighting
morphological features. For raw time series visualization, the
platform presents the standard 12-lead ECG signals as separate
plots, allowing for detailed inspection of each lead’s waveform.
The fine-tuning view displays options for model selection,
training method, and custom model naming. A bar chart
visualization summarizes the distribution of labels within the
loaded dataset, presenting counts for categories, such as
“CLBBB,” “IRBBB,” and “CRBBB” as shown in Figure 5.
Numerical dataset characteristics, including the total number
of imported ECGs and labels, are presented as well.

Figure 4. Overview of the ExChanGeAI web interface, showing the “Analyse” page with a sample electrocardiogram in QRS-waveforms. ECG:
electrocardiogram.
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Figure 5. Overview of the ExChanGeAI web interface, showing the “Finetune” page, showing the default necessary parameters, and the data distribution
across labels of an example bundle-branch-block dataset. ECG: electrocardiogram.

Table 3 shows the weighted F1-scores of the Xception-,
InceptionTime, DSAIL SNU, and ECG-FM architectures across
the different classification targets on the test datasets. The tables
are organized such that columns represent different models,
while rows represent various classification tasks and datasets.

Specifically, each row corresponds to a particular classification
task evaluated across different test sets (PTB-XL, Yang et al,
MIMIC-IV, and EDMS). The most comprehensively de
novo–trained model XceptionTime serves as a reference
(Training PTB-XL folds 1-8) for assessing performance scaling
with increased data availability.
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Table . Performance evaluation of various models on electrocardiogram classification tasks across the test datasets.

ECG-FMdDSAIL SNUacInceptionTimeabXceptionTimeabModel

Fine-tunePretrained Phys-
ioNet 2021

Pretrained Phys-
ioNet 2021

Fine-tuneTraining folds
(9)

Training folds
(1-8)

9——f9991-8Training PTB-

XLe folds

Head——HeadAllAllAllTrained layers

Superclasses

0.690i,h0.174h0.038h0.536h0.6510.686g0.792    PTB-XL

0.1730.4910.4020.585g0.0640.647i0.335    Yang et al

0.3550.1920.0550.3230.358g0.374i0.371    MIMIC-IVj

0.2160.3330.0390.3310.379g0.387i0.432    EDMSk

Myocardial infarcts

0.685h——0.685h0.902i0.853g0.938    PTB-XL

0.403——0.5660.726g0.734i0.753    MIMIC-IV

0.532g——0.3430.584i0.4840.566    EDMS

Bundle branch blocks

0.790h0.016h0.000h0.832h0.891g0.912i0.911    PTB-XL

0.617g0.0890.0070.4960.792i0.1010.730    Yang et al

0.0870.0280.0000.3330.819g0.820i0.825    MIMIC-IV

0.2480.1180.0000.6220.732g0.827i0.739    EDMS

Revascularization

0.603——0.6350.645g0.688i0.750l    EDMS

Weighted F1 (interdataset only; excluding PTB-XL)

0.359 (0.193)——0.470 (0.137)0.567i (0.251)0.562g (0.243)0.611 (0.188)Mean (SD)↑

0.355

(0.216-0.532)

——0.496

(0.333-0.585)
0.645g

(0.379-0.732)

0.647i

(0.387-0.734)

0.73

(0.432-0.750)

Median (IQR)↑

0.538——0.290i0.4430.433g0.308CVm↓

aTrained via ExChanGeAI.
bDe novo training.
cDSAIL SNU: Data Science & Artificial Intelligence Laboratory Seoul National University
dECG-FM: Electrocardiogram Foundation Model; used custom code for the training platform.
ePTB-XL: Physikalisch-Technischen Bundesanstalt-extra large.
fNot applicable.
gSecond best model in this category.
hThese models were pre-trained on datasets including PTB-XL; results on this specific target should be interpreted as in-distribution evaluations.
iBest model in this category.
jMIMIC-IV: Medical Information Mart for Intensive Care IV.
kEDMS: Emergency Department Münster.
lTransfer learning based on reference XceptionTime (superclasses with folds 1‐8).
mCV: coefficient of variation.

For illustration, the first row presents superclass classification
scores on the PTB-XL test dataset, whereas the reference
XceptionTime (trained on PTB-XL folds 1‐8) achieves a

weighted F1-score of 0.792, and XceptionTime, trained on fold
9 only, reaches 0.686. As an example for MI, the InceptionTime
model achieves the second-best F1-score across both
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inter-datasets (0.726 on MIMIC-IV and 0.584 on EDMS), while
XceptionTime achieves a slightly higher score on the former
(0.734), and ECG-FM on the latter (0.532). The last rows show
the aggregated statistics, showing Xception and InceptionTime
have the best average and median F1-scores, outlining the top
overall performing models, while DSAIL SNU shows the best
IQR and CV values, exhibiting the most robust scores across
external datasets. As anticipated, increasing the amount of
training data leads to improved performance. Importantly,
ExChanGeAI is able to handle this scalability, achieving better
outcomes as more data are incorporated (see reference model
“XceptionTime” in Table 3). For example, on the PTB-XL
dataset, test performance on the superclasses and myocardial
infarct targets improves substantially—by 15.4% and 9.96%
respectively—when XceptionTime is trained on folds 1‐8
compared to training only on fold 9.

XceptionTime and InceptionTime, representing architectures
trained de novo on PTB-XL, meaning with random initialization
and without any prior training at all, often achieved the highest
results across classification tasks. In contrast, the pretrained
models, DSAIL SNU and ECG-FM, exhibited a more nuanced
performance profile in our limited data setting. Initially, both
models demonstrated suboptimal classification accuracy,
especially on datasets outside of their pretraining domain
(PhysioNet 2021). Fine-tuning them on a single PTB-XL fold
for each classification target led to significant improvements
for both DSAIL SNU and ECG-FM. However, they were
outperformed by the de novo InceptionTime (8 out of 9 targets)
and XceptionTime models (7 out of 9) within our evaluation.
Still, fine-tuned DSAIL SNU exhibited the best robustness
(lowest IQR and CV), suggesting stable results across disparate
external cohorts despite lower mean and median F1-scores. This
increase in intradataset performance does not always translate
to interdataset performance, as expected, due to overfitting to
the dataset distribution. Overall, XceptionTime and
InceptionTime trained from scratch showed the highest average
and median F1-scores across all evaluated classification tasks.

The InceptionTime model trained on folds 1‐8, as reported in
the PTB-XL benchmark paper [46], achieves a macro F1-score
of 0.7495. In comparison, our reference XceptionTime model
attains a macro F1-score of 0.768, while a comparable training
(not in Table 3) of InceptionTime achieves 0.7707. These results
demonstrate that ExChanGeAI’s training capabilities not only
match but also surpass established benchmark baselines, all
without reliance on additional resources. Additionally, the
platform’s flexible workflow enables rapid prototyping for novel
tasks, such as revascularization prediction (absent in PTB-XL),
trained and evaluated using the new EDMS dataset. Here,
transfer learning, based upon the reference XceptionTime
(0.750), increased the F1-score by 9% relative to de novo
XceptionTime (0.688).

Additionally, it has to be noted that the foundation model
ECG-FM is the largest with over 90 million parameters,
followed by DSAIL SNU (2M), Xception (401K), and
InceptionTime (457K). In terms of computational complexity,
ECG-FM is the most demanding (14 GFLOPS), followed in
descending order by Inception-(460 MFLOPS), XceptionTime

(256 MFLOPS), and DSAIL SNU (89 MFLOPS). The inference
timings on a 6-core Zen4 CPU correspond to mean 27 (SD
33.78) ms (XceptionTime), mean 26 (SD 36.56) ms
(InceptionTime), and mean 29.5 (SD 13.9) ms (DSAIL) using
the ExChanGeAI platform. Training with 1500 training samples
is estimated with mean 13180 (SD 44) ms per epoch and 8.79
ms per sample (XceptionTime), mean 19520 (SD 153) ms per
epoch and 13.01 ms per sample (InceptionTime), and mean
10210 (SD 34) ms per epoch and 6.80 ms per sample (DSAIL).
Comparing the classification performance against the
computational complexity, XceptionTime and InceptionTime
stand out as the top performers. All models trained on the
PTB-XL dataset are available in Multimedia Appendix 4.

Discussion

Overview
Our evaluation of ExChanGeAI on established architectures
reveals several key insights into model selection, particularly
in data-constrained scenarios. The end-to-end platform
streamlines both training and fine-tuning, yielding robust
performance metrics across diverse ECG classification tasks.

Comparison With Prior Work
Our evaluation shows training on limited data and cross-dataset
testing exposes inherent generalization gaps and variability in
performance—a major difference compared to the often
overoptimistic intradataset results seen in the literature.
Consequently, the near-perfect accuracy metrics—in intratest
set and simple tasks, such as tachy- and bradycardia prediction
[28]—are not reproducible when models are evaluated on
external, independent datasets. However, when models are
evaluated using intradataset testing and ample training data are
available, achieving high scores becomes more feasible and
reproducible on external datasets (see the baseline XceptionTime
model in the Multimedia Appendix 3). As expected and in line
with previous findings [52,53], all models exhibited performance
drops on external datasets. Yet, as an important factor, the
end-to-end platform training surpasses the established
benchmark InceptionTime model, outlining the competitive
training performance of the platform without requiring expert
knowledge.

Principal Findings
XceptionTime models were particularly notable for their
parameter efficiency and competitive accuracy, reaffirming
their architectural strength. Notably, learning from scratch
proved to be a strong alternative to transfer learning, as de novo
XceptionTime and InceptionTime models often outperformed
fine-tuned pretrained models despite having fewer parameters.
However, performance variability was observed across different
classification tasks and datasets, as expected, indicating a
sensitivity to dataset-specific scaling and parameter optimization
within specific model architectures. Pretrained models, while
anticipated to leverage their extensive prior knowledge,
presented a mixed picture in our data-limited scenarios: while
fine-tuning improved their performance, they generally did not
consistently surpass the de novo trained XceptionTime and
InceptionTime models. However, the pretrained model did
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exhibit enhanced robustness against performance degradation
across external datasets in most cases, compared to de novo
trained models. Among all, DSAIL SNU demonstrated the
lowest performance variance, underscoring its robustness.

Limitations
First, while pretrained models offer potential advantages, their
benefits are not guaranteed in data-constrained scenarios.
Training from scratch within ExChanGeAI frequently yielded
top results. This underscores the critical importance of empirical
validation and careful model selection tailored to each dataset
and use case. Second, the inherent influence of model
architecture on performance, coupled with the relative
consistency of the subsequent training process across
architectures, underscores the value of an end-to-end platform
that simplifies exploration and deployment of diverse, yet
effective, models. Third, while the evaluation was conducted
using data-constrained scenarios, rigorous validation across
diverse external datasets and the baseline comparison model
also outlines the advantage of more training samples; however,
these may be difficult to obtain in a clinical setting. Fourth,
while the given models can be trained outside the platform, with
even more customization, the usage of ExChanGeAI reduces
many technical burdens, facilitating faster deployment as it
eliminates the need for code for data ingestion, preprocessing,
training, and evaluation for new models. Fifth, all evaluations
have been conducted with a 100 Hz sampling rate by default,
which, according to multiple research papers, does not notably
decrease the classification performance. However,
downsampling may lead to a loss of high-frequency clinical
details, such as fragmentation and notches. Researchers should
be aware that this loss of fidelity may be critical for specific
pathologies not covered in the current classification tasks,
though the platform allows for higher sampling rates if required.
Sixth, defining “revascularization” by treatment status serves
as a proxy for actionable clinical need. While this implies that
the label incorporates medical decision-making alongside
pathology, predicting this outcome remains a clinically vital
advancement for identifying patients requiring urgent
intervention. Seventh, while the platform supports seamless
deployment of ONNX-compatible architectures, we
acknowledge that integrating foundation models with external
dependencies or specific libraries (eg, ECG-FM) currently
requires execution via external scripts rather than the native
end-to-end platform. Eighth, the DSAIL SNU model replaces
missing age/sex with default values and missing flag indicators,
exactly as it was pretrained. If demographic data were available,
its performance may improve beyond the results reported here.

Finally, we contributed to the evaluation of the novel
revascularization task using a stratified 20% hold-out subset of
our EDMS cohort. Consequently, these new results can serve
as an internal validation only, and the generalizability to external
cohorts cannot be guaranteed.

Future Work
While acknowledging potential limitations for expert users
seeking highly specialized customizations, the platform’s
modular design allows for the future integration of additional
compatible architectures, expanding its versatility. The main
focus of possible future work could be the integration of
explainable or interpretable ML, including its visualization for
each prediction.

Conclusions
A major strength of ExChanGeAI is its ability to democratize
advanced deep learning for ECG analysis. By integrating
pretrained, fine-tuned, and untrained models within a unified
interface, ExChanGeAI overcomes significant barriers
associated with data loading, model-specific installation,
environment setup, and code dependencies, particularly
benefiting nonexperts and general-purpose applications. This
not only enables rapid prototyping and empirical validation by
both experts and nonexperts but also encourages open science
and sharing of ready-to-use models for collaborative research.
Ultimately, ExChanGeAI aims to enhance the accessibility of
deep learning models and reduce operational overhead,
facilitating broader adoption and accelerating progress. This
approach not only minimizes human error and technical debt
but also supports best practices for reproducible research and
clinical validation. Limitations are mainly posed by the available
data and infrastructure, even though the training, on modern
machines, becomes significantly easier due to the large increase
in computational power in recent years and wider adoption of
specialized hardware, such as GPUs and neural processing units.

In conclusion, this work introduced ExChanGeAI, a novel
open-source platform designed to streamline and democratize
the application of deep learning for ECG analysis. Our results
demonstrate the effectiveness of ExChanGeAI across both
conventional and state-of-the-art deep learning models—even
with limited data—and highlight that pretrained models are not
always superior in data-constrained scenarios. Regular empirical
benchmarking and model selection remain crucial. By promoting
accessibility, reproducibility, and systematic model comparison,
ExChanGeAI broadens participation in deep learning research
and clinical adoption in ECG analysis.
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Multimedia Appendix 1
Sample size and class distribution for training samples of PTB-XL (Physikalisch-Technischen Bundesanstalt-extra large [National
Metrology Institute of Germany]) across defined classification targets.
[PDF File, 48 KB - jmir_v28i1e81116_app1.pdf ]

Multimedia Appendix 2
Overview of dataset characteristics, including the total number of ECG recordings, age, and sex distribution for the PTB-XL
(Physikalisch-Technischen Bundesanstalt-extra large [National Metrology Institute of Germany]), MIMIC-IV-ECG (Medical
Information Mart for Intensive Care IV Electrocardiogram), Yang et al., and EDMS (Emergency Department Münster) datasets.
[PDF File, 60 KB - jmir_v28i1e81116_app2.pdf ]

Multimedia Appendix 3
Extended classification and calibration metrics of the trained models on electrocardiogram classification tasks across the external
datasets.
[ZIP File, 8 KB - jmir_v28i1e81116_app3.zip ]

Multimedia Appendix 4
Trained and fine-tuned models using the ExChanGeAI platform based on the PTB-XL (Physikalisch-Technischen
Bundesanstalt-extra large [National Metrology Institute of Germany]) dataset. Training conducted using default settings (commit
number 4d862c04) to ensure reproducibility.
[ZIP File, 32127 KB - jmir_v28i1e81116_app4.zip ]
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Abstract

Background: The rise of generative artificial intelligence (AI) tools such as ChatGPT is rapidly transforming how people access
information online. In the health context, generative AI is seen as a potentially disruptive information source due to its low entry
barriers, conversational style, and ability to tailor content to users’ needs. However, little is known about whether and how
individuals use generative AI for health purposes, and which groups may benefit or be left behind, raising important questions
of digital health equity.

Objective: This study aimed to assess the current relevance of generative AI as a health information source and to identify key
factors predicting individuals’ intention to use it. We applied the Unified Theory of Acceptance and Use of Technology 2, focusing
on 6 core predictors: performance expectancy, effort expectancy, facilitating conditions, social influence, habit, and hedonic
motivation. In addition, we extended the model by including health literacy and health status. A cross-national design enabled
comparison across 4 European countries.

Methods: A representative online survey was conducted in September 2024 with 1990 participants aged 16 to 74 years from
Austria (n=502), Denmark (n=507), France (n=498), and Serbia (n=483). Structural equation modeling with metric measurement
invariance was used to test associations across countries.

Results: Usage of generative AI for health information was still limited: only 39.5% of respondents reported having used it at
least rarely. Generative AI ranked last among all measured health information sources (mean 2.08, SD 1.66); instead, medical
experts (mean 4.77, SD 1.70) and online search engines (mean 4.57, SD 1.88) are still the most frequently used health information
sources. Despite this, performance expectancy (b range=0.44-0.53; all P<.001), habit (b range=0.28-0.32; all P<.001), and hedonic
motivation (b range=0.22-0.45; all P<.001) consistently predicted behavioral intention in all countries. Facilitating conditions
also showed small but significant effects (b range=0.12-0.24; all P<.01). In contrast, effort expectancy, social influence, health
literacy, and health status were unrelated to intention in all countries, with one marginal exception (France: health status, b=−0.09;
P=.007). Model fit was good (comparative fit index=0.95; root mean square error of approximation=0.03), and metric invariance
was confirmed.

Conclusions: Generative AI use for health information is currently driven by early adopters—those who find it useful, easy to
integrate, enjoyable, and have the necessary skills and infrastructure to do so. Cross-national consistency suggests a shared
adoption pattern across Europe. To promote equitable adoption, communication efforts should focus on usefulness, convenience,
and enjoyment, while ensuring digital access and safeguards for vulnerable users.

(J Med Internet Res 2026;28:e75648)   doi:10.2196/75648
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2; AI adoption
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Introduction

Background
When people look for health information today, they no longer
only consult physicians, pharmacists, or search engines.
Increasingly, they also encounter generative artificial
intelligence (AI) tools such as ChatGPT or the World Health
Organization (WHO)’s chatbot Sarah, which simulate
human-like conversations and provide instant responses. These
tools promise a new way of accessing medical knowledge: fast,
convenient, and interactive. At first glance, this accessibility
seems to hold great potential for reducing barriers to health
information, therefore directly impacting digital health
equity—defined as equitable access to and use of digital health
information technology that supports informed decision-making
and enhances health [1].

However, the picture is more complex. On the one hand,
generative AI can offer cost-free entry points (eg, basic versions
of ChatGPT or automatically displayed answers in Google
search via Google’s Gemini), deliver content in multiple
languages, and rephrase complex medical concepts into more
understandable terms. In doing so, it could strengthen patient
education, address health inequalities, and help bridge
communication gaps between citizens and health care providers
[2,3]. On the other hand, effective use still depends on
internet-enabled devices and adequate digital skills, which are
not equally distributed. As a result, the very technology that
appears open and inclusive may also risk exacerbating existing
digital divides [4].

Moreover, unlike other types of information, health-related
questions are often sensitive and personal. At the same time,
the inner workings of generative AI remain opaque, and the
accuracy of its outputs is not guaranteed [5]. All these tensions
raise important questions about adoption: Who is most likely
to turn to generative AI for health information, and what factors
shape this intention? Moreover, since health communication
practices and digital infrastructures differ across countries,
cross-national research is urgently needed.

To address these questions, this study draws on the Unified
Theory of Acceptance and Use of Technology 2 (UTAUT2)
[6]. The model proposes that performance expectancy, effort
expectancy, facilitating conditions, social influence, habit, and
hedonic motivation shape technology use. We extend this
framework by also examining the roles of health literacy and
health status in predicting intention to use generative AI for
health information. Using cross-national survey data from
Austria, Denmark, France, and Serbia, we investigate the drivers
of adoption to shed light on both individual and contextual
factors that may guide the diffusion of generative AI in health
contexts.

Generative AI as Novel Health Information Source
Generative AI constitutes a potentially disruptive force in the
health information ecosystem [7]. However, despite its rapid
advancement and widespread availability, empirical research
on its role in health information–seeking remains limited [2].
At the same time, broader trends highlight the ongoing

digitalization of health-related knowledge acquisition. A
representative survey conducted in Germany in 2019 revealed
that only 48% of respondents consulted a medical professional
for their most recent health issue, while 1 in 3 turned first to the
internet [8]. Similar findings show that online
sources—particularly search engines—are the primary means
of accessing health information, both for caregivers and the
general population [9,10]. Family and friends and traditional
mass media (eg, print media and health-related TV
programming) rank behind medical professionals and online
sources [8].

The introduction of generative AI tools like ChatGPT may shift
these established hierarchies. Unlike static web content or
conventional search engines, generative AI enables dialogic,
personalized interactions that simulate human conversation.
These features may position generative AI as a compelling
alternative to established online and offline health information
sources. However, current evidence suggests that trust in
generative AI—especially regarding complex health-related
issues—is still limited [11], which might restrict its present
adoption potential to early adopters [2]. This raises questions
about how generative AI integrates into the broader ecosystem
of health information sources.

To address this gap, we first explore: How does the use of
generative AI for health information–seeking compare to that
of more established health information sources?

Explaining Predictors of Technology Adoption:
UTAUT2
The UTAUT2 [6] is one of the most popular models to explain
technology adoption. It builds on the technology acceptance
model [12], emphasizing perceived usefulness and ease of use,
and the initial UTAUT model [13], which added performance
expectancy, effort expectancy, facilitating conditions, and social
influence as predictors of adoption behavior. UTAUT2 extends
these frameworks to consumer contexts by incorporating hedonic
motivation and habit [6,14] . The UTAUT2 model has
demonstrated its versatility in explaining the adoption of diverse
eHealth technologies, such as wearable devices [15], health
websites [16], and health apps [17]. Additionally, recent studies
have highlighted its relevance in understanding the uptake of
generative AI technologies [18-21], showcasing its capacity to
extend beyond traditional eHealth domains. However, so far,
studies on predictors of usage intentions in the context of AI
health information–seeking are lacking.

Performance expectancy, a central construct in the UTAUT2
framework, reflects the belief that using technology will lead
to performance benefits [22]. In the context of health
information–seeking using generative AI, performance
expectancy is shaped by users’ perceptions of how effectively
these tools can enhance their own life, including aspects such
as health–decision-making and task efficiency [23].
Consequently, as users anticipate greater usefulness from
adopting generative AI as a health information source, their
intention to use such technologies strengthens [18-20,24]. Based
on this, we propose the following hypothesis: “the higher the
performance expectancy, the stronger the intention to use
generative AI for health information–seeking” (H1). Effort
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expectancy, closely tied to ease of use, emphasizes simplicity
in technology adoption [13]. Generative AI tools like ChatGPT
benefit from high effort expectancy when users find them
intuitive and easy to integrate into their workflows, particularly
during the early adoption phase [18,19,23,24]. Addressing
usability concerns early can reduce resistance and build user
confidence, strengthening behavioral intention [23,25].
Therefore, we propose that “the higher the effort expectancy,
the stronger the intention to use generative AI for health
information–seeking” (H2). Facilitating conditions refer to the
resources, skills, and support necessary for using technology
[22]. These include training, knowledge, technical assistance,
and system compatibility, which significantly enhance
behavioral intention and usage [6,25]. In technologically mature
settings, facilitating conditions are critical for sustained adoption
and user satisfaction [26]. In line with the UTAUT2, we
hypothesize that “the better the facilitating conditions, the
stronger the intention to use generative AI for health
information–seeking” (H3). Social influence indicates the
perception that peers, such as family, friends, or colleagues,
believe one should adopt a technology [22]. It plays a crucial
role in early adoption, where external validation often outweighs
personal experience [6]. Positive reinforcement within social
or professional networks can normalize usage [18,24,25,27]: If
people perceive that their peers already use generative AI for
health information–seeking, their own intention to do so might
increase as well. We, therefore, propose that “the greater the
perceived social influence, the stronger the intention to use
generative AI for health information–seeking” (H4). Habit
specifies the extent to which behavior becomes automatic
through repetition and prior use [26]. It strongly influences
behavioral intention and long-term adoption, emphasizing the
importance of regular engagement with technology [6,28]. For
generative AI as a health information source, fostering habitual
use can solidify its integration into daily routines and enhance
sustained adoption [25]. This leads us to state, “the more it is a
habit to use generative AI, the stronger the intention to use
generative AI for health information–seeking” (H5). Hedonic
motivation refers to the enjoyment or pleasure derived from
using technology, particularly relevant in consumer contexts
[26]. It directly impacts behavioral intention, especially for
technologies involving entertainment or leisure [29]. For
generative AI like ChatGPT, it can be expected that the
interaction is perceived as fun or entertaining, which can boost
user engagement and drive adoption [30]. Accordingly, we
suggest the following hypothesis: “the higher the hedonic
motivation, the stronger the intention to use generative AI for
health information–seeking” (H6).

Influence of Health Literacy and Health Status
With the growing integration of digital tools into everyday lives,
the role of health literacy in online health information–seeking
has garnered increasing attention. Health literacy has been
conceptualized as an individual’s capacity to search, access,
comprehend, and critically evaluate health information, as well
as to use the acquired knowledge to effectively address
health-related issues [31,32]. Digital health literacy refers to
these abilities in the context of digital environments [33-35].

Generally, low health literacy scores have been associated with
undesirable health outcomes [36].

Research suggests that low levels of health literacy are
associated with decreased trust in online health resources [37],
including the outputs of AI tools [38], and lower overall
adoption of online health technologies [39]. Furthermore, initial
studies indicate a positive association between health literacy
levels and attitudes toward the use of AI tools for medical
consultations [40].

On the other hand, individuals with higher levels of health
literacy are generally better equipped to critically evaluate online
health information and scrutinize it in greater detail [37,41].
This heightened evaluative capacity could make them more
aware of the limitations and potential risks of generative AI
outputs, such as inaccurate information, bias, data privacy
concerns, or oversimplified medical advice [42]. Moreover,
individuals with higher health literacy are more likely to trust
and use high-quality medical online resources, whereas those
with limited health literacy prefer accessible but potentially less
reliable sources [43]. In this context, outputs from generative
AI might be perceived as lower-quality sources by highly digital
health–literate individuals. As a result, while higher health
literacy could foster openness to using generative AI for health
purposes, it might also lead to greater skepticism or hesitancy
in relying on these tools. Nonetheless, there is not enough
research in the context of generative AI specifically to make
conclusive predictions.

Another well-established factor in online health
information–seeking, yet underexplored in the context of AI,
is individuals’ health status: Studies suggest that people with
poor health are significantly more likely to consult the internet
for health information compared to those with good health
[44,45]. Being chronically ill has also been associated with
increased reliance on internet-based technologies for
health-related purposes [46]. This relationship can be explained
by the fact that individuals in poor health often experience
greater health-related concerns, which in turn heightens their
motivation to seek information online.

Given these complex relationships, we propose the second
research question: How does health literacy and health status
influence the intention to seek health information using
generative AI?

Cross-National Comparison
In this study, we investigate the predictors of generative AI
adoption for health information–seeking across 4 European
countries: Austria, Denmark, France, and Serbia. While these
countries share certain similarities, they also display notable
differences that could shape the strength of the UTAUT2
predictors on the intention to use generative AI for health
purposes. Thus, this cross-national approach ensures that the
observed effects are generalizable and not confined to specific
national contexts or unique country conditions.

The selected countries share two key characteristics. First, all
4 countries provide universal health coverage, ensuring broad
access to health care services for their populations. Second, a
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significant portion of health care expenditure in these countries
is publicly funded [47-50].

Despite these commonalities, there are also critical factors that
differ among the countries and may shape the predictors of
generative AI adoption. On the one hand, variations in digital
infrastructure could significantly impact facilitating conditions,
effort expectancy, and social influence as predictors of
generative AI use. Denmark consistently ranks among Europe’s
most digitally advanced nations, boasting high internet
penetration and widespread adoption of e-health solutions [51].
This strong digital ecosystem likely enhances the perceived
ease of use and social endorsement of generative AI. In contrast,
Austria, France, and Serbia exhibit more moderate levels of
digital adoption in the context of health information, which may
limit the perceived use and social norms regarding such
technologies [51].

On the other hand, access to and trust in health care providers
vary significantly across these countries, potentially influencing
performance expectancy and social influence. In nations with
robust health care systems—characterized by a high availability
of medical professionals and easy access to care—individuals
are more likely to rely on doctors for health advice, as they are
often viewed as the most trusted source of health information
[8]. Denmark exemplifies this with its high levels of public trust
in the health care system [52], which may reduce the perceived
benefits and social norms around using generative AI for health
purposes. Conversely, in western Balkan countries like Serbia,
studies report generally low levels of trust in the health care
system [53]. In such contexts, individuals may be more inclined
to seek alternative information sources, potentially amplifying
the perceived benefits of generative AI use.

By examining these diverse national contexts, this study not
only tests the universality of the UTAUT2 model but also
deepens our understanding of the contextual factors that shape
generative AI adoption for health purposes. We ask: How do
the predictors of generative AI use for health
information–seeking differ across Austria, Denmark, France,
and Serbia?

Methods

Ethical Considerations
Before data collection, the study received ethical approval from
the institutional review board of the Department of
Communication at the University of Vienna (approval ID: 1205).
All participants provided written informed consent prior to
participating in the study. The data were collected in
anonymized form and no personal identifiers were recorded or
stored. Participants received a compensation of €1.50 (US $1.74)
for completing the study through the panel provider.

Recruitment
Recruitment of participants occurred during September 2024
via Bilendi, an international panel provider. Bilendi recruited
the participants via email. The panel is checked for quality and
attendance on a regular basis. The study was conducted in
Austria, France, Denmark, and Serbia, with participants
randomly selected to achieve samples representative of age,

gender, and educational background. The provider’s panel sizes
in the respective countries were as follows: Austria: n=60,000;
Denmark: n=90,000; France: n=815,000; and Serbia: n=15,100.
Per country, the study aimed to reach 500 participants.

Inclusion criteria required participants to be aged between 16
and 74 years. Additionally, respondents who completed the
survey in less than one-third of the median completion time
(speeders) were excluded. Completion rates (excluding
screened-out participants) were high across all 4 countries,
ranging from 84.3% to 89.8%. Further details on survey design,
administration, and response rates are provided in the
CHERRIES (Checklist for Reporting Results of Internet
E-Surveys) checklist (Checklist 1).

Procedure and Measures

Overview
The study consisted of two components. The first component,
a survey, investigated predictors of the intention to use
generative AI for health information–seeking. The second
component, an experimental study, explored the influence of
disease-related factors on these intentions [54]. To ensure
respondents shared a common understanding of the concept,
the survey began with a short definition of “generative AI,”
describing it as technologies that engage in natural language
conversations with users and generate responses in real-time.
Examples such as ChatGPT, Google’s Gemini, and Microsoft
Copilot were provided.

The original questionnaire was developed in English and
subsequently translated into German, French, Danish, and
Serbian. Each translation was performed by a bilingual team
member and back-translated into English by a different native
speaker to ensure conceptual equivalence with the original items.

This study focused on the following constructs (a complete item
list with descriptive analysis and construct reliability values can
be found in Multimedia Appendix 1).

Dependent Variables

Sources of Health Information–Seeking

Participants rated the frequency with which they use 8 health
information [55] sources on a 7-point Likert scale (1 = “never”
to 7 = “very often”). The sources included conversations with
medical professionals, pharmacists, and family or friends, as
well as books, mass media, internet search engines (eg, Google
and Ecosia), and generative AI.

AI Usage Intentions

Participants’ willingness to use generative AI [25] for health
information–seeking was assessed using 3 items (eg, “I intend
to use generative AI for health information seeking”), rated on
a 7-point Likert scale (1 = “strongly disagree” to 7 = “strongly
agree”).

UTAUT2 Predictor Variables
All UTAUT2 model [6,25,56,57] predictors were measured on
a 7-point Likert scale (1 = “strongly disagree” to 7 = “strongly
agree”). The predictors have been described below.
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Performance Expectancy
Perceived benefits of using generative AI for health
information–seeking were measured with 4 items (eg, “Using
generative AI would save me time when researching health
topics”).

Effort Expectancy
The perceived ease of using generative AI as a health
information source was assessed with 4 items (eg, “Learning
to use generative AI for health information–seeking seems easy
for me”).

Social Influence
Three items measured the extent to which participants felt that
important others encouraged their use of generative AI for health
information–seeking (eg, “People who are important to me think
that I should use generative AI for health-information seeking”).

Hedonic Motivation
The enjoyment of using generative AI for health
information–seeking was assessed with 3 items (eg, “I think
using generative AI for health-information seeking could be
fun”).

Facilitating Conditions
Participants’ perceptions of available resources and support for
using generative AI to seek health information were measured
with 4 items (eg, access to devices and reliable internet, and
knowledge).

Habit
The extent to which turning to generative AI when seeking
health information had become a habitual behavior was
measured with 3 items (eg, “I automatically turn to generative
AI whenever I have questions about my health”).

Model Extension Variables

Health Literacy
Health literacy [58] was assessed with 10 items, asking
participants to rate their confidence in tasks such as finding
understandable health information. Responses were recorded
on a 4-point Likert scale (1 = “not at all true” to 4 = “absolutely
true”).

Health Status
We measured participants’ health status using 1 item (“How
would you describe your current health status?”; 1 = “very poor”
to 7 = “very good”).

Control Variables: Sociodemographic Variables
We further measured participants’ age, gender, and educational
level.

Statistical Analysis

Power
An a priori power analysis was conducted to determine the
required sample size for structural equation modeling. Assuming
an anticipated effect size of 0.25, a desired statistical power of
0.95, and a significance level of .05, the analysis indicated that
a minimum of 391 participants per country would be necessary
to detect the hypothesized effects [59].

Analytical Plan
We used AMOS version 26 (IBM Corp) to run a latent variable,
multigroup structural equation model using a
maximum-likelihood estimator with full information. We
computed the comparative fit index, the Tucker-Lewis Index,

the chi-square to degrees of freedom ratio (χ2/df), and the root
mean square error of approximation. We also secured metric
measurement invariance to be able to compare the paths across
countries. We controlled for age, gender, and education (binary
coded).

Results

User Statistics
In total, data were collected from 1990 respondents, comprising
502 from Austria, 507 from Denmark, 498 from France, and
483 from Serbia. The overall mean age of participants was 45.1
(SD 15.7) years, with 50.2% (n=998) identifying as female
participants. In terms of educational attainment, 83.8% (n=1634)
of the sample reported completing at least a medium or higher
level of education (secondary level II or higher). Furthermore,
87.4% (n=787) of respondents indicated prior use of generative
AI for health information–seeking (at least rarely). Detailed
demographic and background characteristics of the sample are
summarized in Table 1.
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Table . Descriptive characteristics of survey respondents from Austria, Denmark, France, and Serbia (N=1990; September 2024).

Serbia, n (%)France, n (%)Denmark, n (%)Austria, n (%)Overall, n (%)Demographic character-
istics

Educationa

18 (3.7)109 (21.9)136 (26.9)93 (18.6)356 (18.24)    Secondary I or lower

374 (77.4)224 (45.0)179 (35.3)303 (60.3)1080 (55.36)    Secondary II

91 (18.8)165 (33.1)192 (37.9)106 (21.1)554 (28.39)    Tertiary

Gender

239 (49.5)256 (51.4)251 (49.5)252 (49.8)998 (50.15)    Female

244 (50.5)242 (48.6)256 (50.5)250 (50.2)992 (49.85)    Male

Prior experienceb

233 (48.2)326 (65.5)328 (64.7)316 (62.9)1203 (60.45)    No

250 (51.8)172 (34.5)179 (35.3)186 (37.1)787 (39.54)    Yes

aEducational attainment was categorized as low (secondary level I or below) and medium or high (secondary level II or higher). In Serbia, however,
representativeness was achieved by grouping educational levels into low or medium (secondary level II or below) and high (tertiary education) due to
sampling limitations.
bPrior experience: no = “I have never used Generative AI for health information seeking” and yes = “I have used Generative AI for health information
seeking at least rarely.”

Statistical tests revealed no significant differences in gender
distribution across countries (χ²3=0.48; P=.92) and no significant
differences in age (Kruskal-Wallis χ²3=2.15; P=.54). In contrast,
educational attainment varied significantly between countries
(χ²3=550.76; P<.001), reflecting sampling-related imbalances
in Serbia where low versus medium or high education was
assessed differently than in the other countries. Finally, prior
experience with health information–seeking showed significant
country differences (Kruskal-Wallis χ²3=30.95; P<.001), with
higher levels reported in Serbia.

Evaluation Outcomes

Descriptive Analysis
In our first research question, we explored how generative AI
compares to more established health information sources in
terms of usage frequency across countries. As illustrated in
Figure 1, generative AI ranks last among all measured sources,

indicating that, as of autumn 2024, it is rarely used for health
information–seeking (mean 2.08, SD 1.66). In stark contrast,
online search engines like Google are highly used, ranking
second with a mean usage frequency of 4.57 (SD 1.88),
following conversations with physicians, which hold the top
position (4.77, SD 1.70). Family and friends also play a
significant role, ranking third (4.27, SD 1.73), alongside
pharmacists (3.52, SD 1.81). In comparison, traditional mass
media such as TV, newspapers, and magazines are used less
frequently (2.74, SD 1.68), as are books (2.68, SD 1.70) and
free magazines provided by pharmacies or health insurance
companies (2.60, SD 1.65). The relative ranking of information
sources was consistent across all 4 countries, with physicians,
internet search engines, and family or friends occupying the top
positions and generative AI ranking last. However, some
variation in mean usage frequencies was observed between
countries; detailed country-level results are presented in
Multimedia Appendix 2.
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Figure 1. Mean usage frequency of different health information sources among survey respondents (N=1990) in Austria, Denmark, France, and Serbia
(95% CI; September 2024). AI: artificial intelligence.

Model Evaluation
For the hypothesis tests, the results are shown in Table 2. Model
fit was good (comparative fit index=0.95;

Tucker-Lewis-Index=.93; χ2/df =2.47, P<.001; root mean square

error of approximation=0.03, 95% CI 0.03-0.03). We examined
the metric measurement invariance of all latent variables by
constraining all factor loadings as equal for all 4 countries.
When comparing the constrained model to the unconstrained
model, we found no significant difference in model fit (P=.16).
Thus, metric invariance across countries was established.
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Table . Structural equation model predicting the intention to use generative artificial intelligence (AI) for health information among survey respondents
in Austria, Denmark, France, and Serbia (N=1990; September 2024).

SerbiadFrancecDenmarkbAustriaaPredictor
variables

P valueSEbP valueSEbP valueSEbP valueSEb

<.0010.050.44<.0010.05.053<.0010.050.52<.0010.050.47Perfor-
mance
expectan-
cy

.770.06-0.02.040.05−0.11.540.050.03.200.05−0.07Effort ex-
pectancy

<.0010.050.24<.0010.050.22<.0010.050.17.010.040.12Facilitat-
ing condi-
tions

.270.04−0.05.100.05−0.09.170.05−0.08.290.04−0.05Social in-
fluence

<.0010.040.28<.0010.050.28<.0010.040.32<.0010.040.29Habit

<.0010.050.23f<.0010.050.33<.0010.050.22f<.0010.060.45eHedonic
motiva-
tion

.400.100.08.080.08−0.02.670.100.04.970.09−0.004Health
literacy

.130.03−0.05.010.03−0.09.610.030.02.950.03−0.002Health
status

aExplained variance=0.84.
bExplained variance=0.80.
cExplained variance=0.86.
dExplained variance=0.79.
eThe different subscripts in each row indicate a significant difference between paths (P<.05)
fThe different subscripts in each row indicate a significant difference between paths (P<.05)

In line with H1, we found a highly significant positive
association between performance expectancy and the intention
to use generative AI for health information–seeking across all
4 countries (Austria: b=0.47, P<.001; Denmark: b=0.52, P<.001;
France: b=0.53, P<.001; Serbia: b=0.44, P<.001). In contrast,
H2 was not supported: effort expectancy showed no significant
association with behavioral intention in any of the countries.
Turning to H3, results revealed a positive association between
facilitating conditions and the intention to use generative AI as
a health information source, consistently observed across all 4
contexts (Austria: b=0.12, P=.005; Denmark: b=0.17, P<.001;
France: b=0.22, P<.001; Serbia: b=0.24, P<.001). By contrast,
no support was found for H4: perceived social influence was
unrelated to behavioral intention in any of the countries. As
predicted in H5, habit was positively associated with behavioral
intention to use generative AI for health information–seeking
throughout the sample (Austria: b=0.29, P<.001; Denmark:
b=0.32, P<.001; France: b=0.28, P<.001; Serbia: b=0.28,
P<.001). A similar pattern emerged for H6: hedonic motivation
was significantly positively related to behavioral intention in
all countries (Austria: b=0.45, P<.001; Denmark: b=0.22,
P<.001; France: b=0.33, P<.001; Serbia: b=0.23, P<.001).

Finally, with regard to our second research question—which
examined whether health literacy and health status predict the
intention to seek health information using generative AI—we

found no substantial associations. Only in France did health
status show a marginal negative effect (b=−0.09; P=.007).

Discussion

Principal Results
This study investigated the predictors of intention to use
generative AI for health information–seeking, drawing on the
UTAUT2 framework and expanding it with health literacy and
health status. Using cross-national survey data from Austria,
Denmark, France, and Serbia, our findings show that generative
AI is still only rarely used for health information–seeking. At
the same time, performance expectancy, facilitating conditions,
habit, and hedonic motivation consistently emerged as
significant predictors of behavioral intention, whereas effort
expectancy, social influence, health literacy, and health status
were not related to intention. These patterns were consistent
across all 4 countries, suggesting a robust set of psychological
drivers underlying the early adoption of generative AI in health
contexts. A detailed examination of these findings is provided
as follows.

First, with regard to overall usage patterns, the data shows that
generative AI currently plays only a minor role in health
information–seeking: 60% of the respondents reported never
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having used a generative AI tool for health-related questions.
This result lends itself to 2 contrasting interpretations.

On the one hand, it challenges the popular narrative that
generative AI is rapidly transforming health information–seeking
behavior. Instead, the findings align with previous studies,
showing that generative AI is currently infrequently used in the
context of health information [2]. Traditional sources—such as
medical professionals and search engines—continue to dominate
[8], underscoring that generative AI has yet to achieve
mainstream adoption.

On the other hand, despite persistent concerns about data
privacy, algorithmic bias, and accuracy, it is noteworthy that
40% of the respondents have already experimented with
generative AI for health purposes. Given that this technology
only became widely accessible relatively recently, such early
uptake is remarkable. From the perspective of technology
adoption models, such as the Rogers Diffusion of Innovations
[60], this pattern is characteristic of early adopters. It is therefore
plausible to assume that the use of generative AI for health
information–seeking will increase further as the technology
matures and moves toward mainstream adoption.

To better understand the drivers of future uptake, we applied
an extended version of the UTAUT2 model. Our findings
confirmed the predictive power of performance expectancy,
facilitating conditions, habit, and hedonic motivation. This
aligns with prior research on digital health tools, indicating that
users value usefulness, access, familiarity, and enjoyment
[18,20,24].

In detail, the results show that performance expectancy—the
perceived usefulness of the technology—had a strong positive
effect on behavioral intention in all four countries. This finding
suggests that the more respondents believe generative AI is
useful to manage health-related questions, the more they will
use it. Thus, if public health stakeholders or developers aim to
encourage responsible AI use, they should emphasize the
tangible benefits of generative AI, such as 24/7 availability,
rapid response times, and the potential for personalized
information. Perceived usefulness may also be fostered when
individuals try out generative AI for the first time, that is, they
learn that they can benefit from the technology.

At the same time, our study challenges established UTAUT2
assumptions. Effort expectancy, often seen as central to
technology adoption, was not a relevant factor—possibly due
to the intuitive nature of generative AI tools and the ubiquity
of basic digital skills [61]. Using generative AI does not require
any specific background knowledge beyond opening a webpage.
Since online search engines are already the most frequently
used health source, the basic skills needed for generative AI are
widely present, potentially rendering effort expectancy less
decisive.

Taken together, this emerging pattern—the strong effect of
performance expectancy and the null effect of effort
expectancy—underscores the distinction between usefulness
and usability, which are closely related but not identical [62].
Usability refers to the ease of interacting with a system (eg, ease
of learning and error prevention), whereas usefulness (utility)

captures whether the system provides the functions and
information that users actually need. Our findings suggest that
in health contexts, utility is the decisive factor: people intend
to use generative AI if its outputs are perceived as useful, while
usability-related aspects appear less influential.

Importantly, this does not mean that barriers to adoption are
absent. Rather, our findings show that they lie not in usability
but in facilitating conditions—the structural and contextual
resources that enable technology use. Across all countries, the
availability of digital infrastructure, devices, and basic
knowledge significantly shaped behavioral intention. In other
words, while generative AI may be easy to use once accessed,
unequal access to the necessary resources continues to pose a
substantial adoption barrier. Consequently, facilitating
conditions emerge as a key digital health equity concern [4].
Without adequate access, disadvantaged populations may be
excluded from benefiting from generative AI, meaning that the
technology risks widening rather than narrowing the digital
divide in health information–seeking.

We also found that social influence—an important predictor in
other studies on AI uptake [18,24]—did not play a meaningful
role in shaping behavioral intention. This suggests that
health-related information search is a rather personal topic, and
that individuals may not always be willing to disclose what kind
of information they are looking for. As a result, the intention
to use generative AI for health information–seeking is largely
independent of peer opinions or social norms.

In contrast, habit consistently predicted behavioral intention
across all countries. From this finding, we may conclude that
generative AI use for health information is likely to occur
automatically, similar to how people use search engines. When
individuals feel familiar with a technology, they are more likely
to rely on it without conscious deliberation. However, this
finding should be interpreted with caution, as the majority of
participants had never used generative AI for health purposes.
Much of the variance in habit may therefore reflect mere use
versus nonuse. Accordingly, variables capturing initial adoption
should be clearly distinguished from those measuring habit.

By including health literacy and health status as additional
predictors, our study adds a novel dimension to existing
research. In contrast to studies showing direct paths between
these constructs and online health information–seeking
[37,40,46], we found no such association for AI health
information–seeking. However, each of these findings carries
different implications. First, the absence of a significant
association between health literacy and intention indicates that
individuals’ ability to understand and evaluate health
information was not related to whether they reported turning to
generative AI. This finding may suggest that the use of such
tools is driven less by informed decision-making and more by
general curiosity or interest in new technologies. Importantly,
this raises concerns: people with lower health literacy may be
just as likely to consult generative AI as those with higher health
literacy—despite being less equipped to critically assess its
outputs. Given the known risk of AI hallucinations—fabricated
or inaccurate information presented in a confident tone
[63]—this could lead to misinformation and, in the worst case,
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harmful health decisions, as users with limited health literacy
might find it difficult to distinguish between reliable and
misleading content.

Second, the lack of an association between self-reported health
status and intention suggests that the current use of generative
AI is not primarily driven by medical need or urgency. People
do not seem more likely to consult generative AI when facing
a health problem; rather, usage may occur proactively or even
recreationally. This challenges assumptions that such tools are
primarily used in response to a health issue, and it underscores
the importance of understanding user motivations beyond
immediate health concerns.

Importantly, these patterns were largely consistent across all 4
countries, as confirmed by the measurement-invariant structural
model. This cross-national consistency suggests that the
psychological drivers of generative AI adoption in health
contexts may transcend national boundaries and cultural
differences, pointing to a universal set of adoption mechanisms.

Limitations
Several limitations should be acknowledged. First, due to the
cross-sectional nature of this study, no causal conclusions can
be drawn. Future research should therefore aim to replicate these
findings using experimental or longitudinal designs. Second,
we relied on self-reported data, which may be subject to social
desirability bias. The use of behavioral data is thus warranted
to validate these findings. Third, including additional
predictors—such as individual differences or specific
concerns—could provide deeper insights into the use of
generative AI. Fourth, our comparative findings are based on
data from only 4 countries, which limits the ability to conduct
multilevel analyses. Also, as in all cross-sectional research,
there is a risk of unmeasured third variables. In particular, we
did not include AI trust and perceived AI risk. However, these
constructs are conceptually close to performance expectancy,
as trust reduces uncertainty about the system’s outputs and
thereby enhances expected performance gains, whereas
perceived risk erodes expected utility. In this sense, they are
likely to be partially reflected in the performance expectancy
construct already included in our model. That said, and
highlighting that our model explains around 80% of the variance,
trust and perceived risk could still suppress some of the
predictors we have modeled. Thus, future research should
include additional constructs outside the UTAUT2 framework
[64]. Finally, health status was measured with a single self-rated
item. While single-item measures of subjective health may not
capture the full complexity of an individual’s medical condition,
this approach is widely used in demographic and population
health research. Prior work has demonstrated that the self-rated
health item is a valid and reliable indicator, predicting key
outcomes such as mortality, use of health services, and health
expenditures in large-scale surveys [65]. Nevertheless, we
acknowledge that a more fine-grained measure (eg, including
specific chronic conditions or severity indices) could have

provided additional insights, and future studies may benefit
from applying such extended health measures.

Conclusions
This study applied the UTAUT2 model to investigate the factors
that drive the use of generative AI for health
information–seeking. Although overall usage remains limited,
our findings show that performance expectancy, facilitating
conditions, habit, and hedonic motivation are positively
associated with behavioral intentions. These patterns, observed
across all 4 countries—Austria, Denmark, France, and
Serbia—suggest that current users of generative AI are likely
to be early adopters: individuals who are tech-savvy, curious,
and open to innovation. This aligns with the Rogers Diffusion
of Innovations theory, which conceptualizes adoption as a
gradual process beginning with a small, innovation-oriented
segment of the population.

The lack of significant effects for effort expectancy and social
influence across all countries reinforces this interpretation: early
adopters tend to base their decisions on personal evaluations
rather than external opinions and are rarely deterred by usability
concerns. Furthermore, the fact that behavioral intention was
unrelated to health status or health literacy underscores that
current usage is not driven by acute medical need or advanced
health literacy, but rather by interest, convenience, and
technological exploration.

The cross-national consistency of these findings is particularly
striking. Despite differences in health care systems, digital
infrastructures, and culture, the same psychological and
contextual factors influenced generative AI use in all countries
surveyed. This suggests a shared adoption logic that transcends
national boundaries—at least in the early stages of diffusion.

Looking ahead, these insights help illuminate how generative
AI might transition from a niche tool to a widely used resource.
As the technology becomes more embedded in everyday life,
broader segments of the population—the so-called early and
late majority—will likely demand stronger assurances of
trustworthiness, safety, and added value. To enable responsible
and inclusive adoption, it is therefore crucial to reduce digital
access barriers, enhance transparency, and implement safeguards
against health misinformation, especially for users with limited
health literacy.

From a practical perspective, our findings suggest that
communication strategies aiming to promote generative AI for
health purposes should emphasize concrete benefits, ease of
access, and even enjoyment. Rather than exclusively targeting
individuals with chronic or urgent health needs, positioning
generative AI as an engaging, low-barrier tool may broaden its
appeal—reaching users who might otherwise be disengaged
from traditional health information sources.

In sum, generative AI holds significant potential as a future
health information resource—but its trajectory will depend on
how well we understand and support the evolving needs of its
users across different adoption phases and contexts.
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Abstract

Background: Artificial intelligence (AI)–enabled devices are increasingly used in health care. However, there has been limited
research on patients’ informational preferences, including which elements of AI device labeling enhance patient understanding,
trust, and acceptance. Clear and effective patient-facing communication is essential to address patient concerns and support
informed decision-making regarding AI-enabled care.

Objective: We evaluated 3 aims using simulated AI device labels in a cardiovascular context. First, we identified key information
elements that influence patient trust and acceptance of an AI device. Second, we examined how these effects varied based on
patient characteristics. Third, we explored how patients evaluated informational content of AI labels and their perceived effectiveness
of the AI labels in informing decision-making about the use of AI device, building trust in the device, and shaping their intention
to use it in their health care.

Methods: We recruited 340 US patients from ResearchMatch.org to participate in a web-based survey that contained 2
experiments. In the discrete choice experiment, participants indicated preferences in terms of trust and acceptance regarding 16
pairs of simulated AI device labels that varied across 8 types of information needs identified in our previous qualitative work. In
the single profile factorial experiment, participants evaluated 4 randomly assigned label prototypes regarding the label’s legibility,
comprehensibility, information overload, credibility, and perceived effectiveness in informing about the AI device, as well as
participants’ trust in the AI device and intention to use the device in their health care. Data were analyzed using mixed effects
binary or ordinal logistic regression.

Results: The discrete choice experiment showed that information about regulatory approval, high device performance, provider
oversight, and AI’s value added to usual care significantly increased the likelihood of patient trust by 14.1%‐19.3% and acceptance
by 13.3%‐17.9%. Subgroup analyses revealed variations based on patient characteristics such as familiarity with AI, health
literacy, and recency of last medical checkup. The single profile factorial experiment showed that patients reported good label
comprehension, and that information about provider oversight, regulatory approval, device performance, and AI’s added value
improved perceived credibility and effectiveness of the AI label (odds ratio [OR] range: 1.35‐2.05), reduced doubts in the AI
device (OR range: 0.61‐0.77), and increased trust and intention to use the AI device (OR range: 1.47‐1.73). However, information
about data privacy and safety management protocols was less influential.

Conclusions: Patients value information about an AI device’s performance, provider oversight, regulatory status, and added
value during decision-making. Providing transparent, easily understandable information about these aspects is critical to support
patient determinations of trust and acceptance of AI-enabled health care. Information elements’ impact on patient trust and
acceptance varies by patient characteristics, highlighting the need for a tailored approach to address the concerns of diverse patient
groups about AI in health care.

(J Med Internet Res 2026;28:e75615)   doi:10.2196/75615
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Introduction

Artificial intelligence (AI) and machine learning (ML) are
increasingly being integrated into health care products and
services due to their potential to enhance diagnostic accuracy,
improve treatment planning, increase efficiency of health care
systems, reduce costs, and ultimately improve patient outcomes
[1-3]. Cardiology, in particular, has seen a surge in
AI/ML-enabled clinical tools, aiding clinical decision-making
across the care spectrum [4-6]. While there are many promising
applications of AI/ML in health care, effective approaches to
inform patients about these technologies have not been
established. This hinders informed patient decision-making and
public trust in AI/ML-enabled medical devices.

Recent research on patient perspectives regarding AI in health
care indicates that patients are generally receptive to the use of
AI in their health care, but that certain conditions must be met
[7,8]. Patients want clear and accessible information about how
AI is used in their care, its benefits and limitations, how
decisions are made, and the roles of AI and health care providers
in AI-informed decisions [9-11]. Patients value human oversight
over AI and want to ensure that health care decisions are
ultimately made by a human [12-14]. Patients also want
assurance that their data are protected and used responsibly
[15-17]. Finally, they want AI to be unbiased in its training data
and outputs and desire equitable access to AI applications to
prevent against underrepresentation of minoritized and
disadvantaged population groups in AI research [18-20]. These
nuances underscore the complexity of information needed to
support informed patient use of AI and effective communication
between patients, clinicians, and health systems regarding the
use of AI in care.

Recent efforts to understand how to communicate transparently
about AI in health care have focused on clinical and technical
audiences. As a result, there is growing research on best
practices for transparent and standardized documentation,
reporting, and communication of AI/ML models for clinicians
[21-25]. However, research efforts focusing on identifying and
prioritizing patients’ specific information needs remain limited
[26-28]. It is important to note that it is not always feasible or
desirable to present all information about an AI-enabled medical
device with equal prominence in patient-facing communication.
In practice, patient education materials, including labels,
decision aids, and informed consents, must balance completeness
with cognitive load. Overwhelming patients with too much
information can reduce comprehension, informed
decision-making, and psychological well-being [29-32].
Similarly, patient-facing labels for AI-enabled medical devices
are highly constrained by space and by the cognitive burden on
users [33-35]. Thoughtful organization and prioritization of
information are key to avoiding information overload and
making it easier for patients to grasp the implications of AI in
their care [36]. Thus, to ensure patient safety, autonomy, and
informed decision-making, it is essential to understand patients’
core information needs and present information in a transparent
and accessible manner.

This study is part of a broader research project aimed at bridging
the knowledge gap in effective communication about AI in
health care by identifying the essential components of
patient-facing information labels for these technologies.
Information labels are structured summaries that provide users
with key details about a device or technology, including its
purpose, functionality, benefits, limitations, and risks [37]. The
overarching goal of this project is to provide empirical evidence
to inform strategies and regulatory policies that facilitate
patient-centered adoption of AI in health care. For the purposes
of our study, an AI device refers to a cardiology device equipped
with an ML model designed to assist in decision-making across
the continuum of care. Prior to this study, we conducted
qualitative research, including a rapid literature review and 3
qualitative studies with patients and clinicians, to identify core
information needs that contribute to patient and clinician trust
in AI devices in health care, focusing on their use in diagnosing,
treating, and monitoring cardiovascular conditions [34,38,39].
This work identified eight elements reported by patients as
influential to their trust in the AI device, including (1) data
privacy and security, (2) performance, (3) AI’s added value
compared with usual care, (4) regulatory approval, (5) expert
endorsement, (6) generalizability and limitations, (7) device
safety, and (8) health care provider (HCP) oversight. However,
no evidence-based guidance currently exists on how to prioritize
among them in patient-facing communication. Understanding
what information patients prioritize allows AI developers, health
care systems, and regulators to emphasize the most critical
information elements while ensuring transparency, clarity, and
comprehension. To address this knowledge gap, this study used
2 survey experiments in which participants evaluated a short,
hypothetical scenario (“vignette”) featuring AI label prototypes
to achieve the following specific aims: (1) determine the relative
importance of various information elements on patient trust and
acceptance of an AI device in cardiology; (2) examine how the
effects of information elements vary due to differences in patient
characteristics, including familiarity with AI, medical mistrust,
health literacy, and sociodemographic characteristics; and (3)
assess patients’ evaluation of the informational content of the
AI label prototypes, perceived effectiveness of the AI label
prototypes in informing decision-making about the use of the
AI device, trust in the device, and intention to use the device in
their health care.

Methods

Clinical Context for Experimental Vignettes
We selected a hypothetical AI-enabled smartwatch and
smartphone app designed to detect potential episodes of atrial
fibrillation as the AI device example for our experimental
vignettes. This choice was informed by input from our clinical
and regulatory collaborators as well as feedback from both
clinicians and patients during our formative qualitative research.
The clinical problem and AI technology in the vignette were
deemed appropriate by clinician collaborators given its direct
relevance to patients and accessibility to a broad population. In
addition, during formative qualitative research, this AI device
prompted rich discussion among patient and clinician
participants, underscoring its relevance and making it a strong
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candidate for use as the clinical context for the experimental
vignettes.

Experimental Design

Overview
To robustly examine how AI label informational content
influences patient perceptions and decision-making, we
conducted 2 vignette experiments through a web-based survey.
The use of vignette experiments is a widely accepted approach
in health communication and medical decision science research
[40-43]. This method is especially useful when studying
emerging technologies for which standardized communication
practices are not yet established. The vignette experiment
approach offers important advantages over simply asking
participants to rank or rate the importance of various information
elements [41]. By presenting information elements in concrete
vignettes, we create a context that more closely resembles how
decisions are made in real-world health care settings. It also
allowed us to control for confounding factors and precisely
isolate the causal effect of each information element on
psychological and behavioral outcomes such as trust and
acceptance. Moreover, simply asking participants what is
important to them is highly susceptible to social desirability
bias; by examining how participants respond to concrete
situations, the vignette experiment approach minimizes social
desirability bias and offers a clearer picture of the factors that
shape patient preferences and decisions. To capture both patient
priorities under conditions requiring trade-offs and their
evaluations of AI label informational content in a more reflective
context, we implemented 2 complementary vignette
experiments: a discrete choice experiment (DCE) and a single
profile factorial experiment (SPFE).

DCEs are being increasingly used in medical and health services
research to systematically examine people’s preferences
regarding health care services by assessing how much they value
the specific attributes of the service [44-47]. In a typical DCE,
participants are presented with 2 or more discrete hypothetical
alternatives (eg, treatment A or treatment B), each consisting
of multiple attributes with varying values. By analyzing the
choices participants make among these alternatives, researchers
can estimate the contribution of each attribute to

decision-making. In this study, by observing how participants
make trade-offs when choosing between competing label
configurations, the DCE allowed us to (1) determine the relative
importance of different information elements influencing patient
trust and acceptance of an AI device and (2) examine how the
effects of information elements vary due to differences in patient
characteristics. This method uncovers underlying priorities and
preferences that might not be evident when participants simply
rate or rank information elements individually.

In contrast, the SPFE asked participants to review AI label
prototypes one at a time and respond to a series of rating
measures on perceived comprehension, cognitive effort,
effectiveness in supporting decision-making about the AI device,
trust in the device, and intention to use it in their health care.
This method was chosen for 2 key reasons. First, the single
profile design mirrors real-world patient decision-making
regarding AI device use in health care more closely as in real
life, patients typically consider a single device rather than make
direct comparisons among alternatives. Second, the SPFE allows
rating-based outcome measures (eg, 1=very unlikely to accept
to 5=very likely to accept) that provide more direct and
fine-grained insight into participants’ evaluation of the label
prototypes as well as the psychological and behavioral impacts
of the information elements. This dual-experiment approach
allows us to gain a richer and more nuanced understanding of
patient preferences regarding AI device labeling and the factors
that are critical for effective communication and adoption of
AI technologies in health care.

For these experiments, we created AI label prototypes based on
the hypothetical AI device that varied on the following eight
informational elements: (1) data privacy and security, (2)
performance, (3) AI’s added value, (4) regulatory approval, (5)
expert endorsement, (6) generalizability and limitations, (7)
device safety, and (8) HCP oversight. We varied the
informational content along these 8 elements based on prior
qualitative research conducted with clinicians and patients,
which identified these as important information needs
influencing patient trust in AI [38,39]. For experimental design
efficiency, each of these elements has 2 levels (ie, 2 variations):
either in 2 different versions or as either present or absent. See
Table 1 for additional details about these 8 elements.
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Table . Label information elements and levels.

Levels and examplesDefinitionsElements

Elements with varying levels

Level 1: opt-in data sharing; level 2: opt-out data
sharing

What patient data are collected by AIa; how the
patient data are being collected, stored, and
shared.

    X1. Data privacy and security

Level 1: high performance; level 2: low perfor-
mance

True-positive: device accuracy when the patient

DOES have A-fibb; true-negative: device accura-
cy when the patient DOES NOT have A-fib

    X2. Performance

Level 1: information absent; level 2: information
present

Improvement in patient care due to the AI-en-
abled device; effectiveness of the AI-enabled
device in comparison with non–AI-enabled tests
or conventional health care.

X3. AI’s added value

Level 1: information absent; level 2: information
present

Whether the AI device received clearance, ap-
proval, or certification from a regulatory body
regarding its safety and/or effectiveness.

X4. Regulatory approval

Level 1: information absent; level 2: information
present

Endorsement of the device for safety and effec-
tiveness issued by medical experts such as health
care providers.

X5. Expert endorsement

Level 1: internal validation; level 2: external
validation

How generalizable is the device to patients with
varying demographics and characteristics; what
are the conditions or contexts where the device
should not be used?

X6. Generalizability and limitations

Level 1: proactive auditing; level 2: reactive au-
diting

What are the risks of malfunction, bugs, and er-
rors from the AI device (both the AI algorithm
and the supporting software)? How will these
risks be managed?

X7. Device safety

Level 1: information absent; level 2: information
present

Whether the results or decisions from the AI-
enabled device have been verified by your health
care provider.

X8. HCPc oversight

Elements to be displayed in the same way across all labels

“This AI-enabled smartwatch and smartphone
app is designed to identify a potential episode of
atrial fibrillation (A-fib). A-fib is an irregular
and often very rapid heart rhythm that can lead
to blood clots in the heart.”

What is the purpose of the AI device, for what
types of patients and conditions, when and in
what context should the device be used?

    1. Purpose

“- Wear your smartwatch

- It will provide an alert when it detects a poten-
tial episode of A-fib

- Talk to your doctor if you received an alert from
the app”

How to use the AI device, recommended actions
for patients, how to interpret results (eg, what is
“normal” for pt. like me); what warrants discus-
sion with provider; next steps by AI if any (eg,
AI will automatically alert HCP)

    2. Directions

aAI: artificial intelligence.
bA-fib: atrial fibrillation.
cHCP: health care provider.

Discrete Choice Experiment
We used a fractional factorial design to rate a selection of

possible alternatives because a full factorial design (28

alternatives) would not be feasible to implement. To minimize
the cognitive burden for participants and maximize statistical
efficiency, each choice task consisted of 2 alternatives, and each

participant was asked to consider 16 choice sets, comprising 32
unique label prototypes in total [48]. We used the R package
idefix [49] to select an optimal design based on D-efficiency
criterion, a commonly used metric for efficient experimental
design construction to maximize statistical efficiency and
precision [50-52]. Multimedia Appendix 1 summarizes the
choice sets. Figure 1 shows an example choice set.
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Figure 1. Example choice set for the discrete choice experiment. A-fib: atrial fibrillation; AI: artificial intelligence.

Single Profile Factorial Experiment

The SPFE used a 28-3 resolution IV fractional factorial design
to evaluate the label prototypes. We used the R package FrF2
[53] to generate the 32 experimental conditions (Multimedia

Appendix 2). Each participant was randomly assigned to
evaluate 4 label prototypes displayed in a randomized order.
After viewing each label prototype, participants answered a
series of questions on label evaluation, AI trust, and behavioral
intention using 5-point Likert-style scales. Figure 2 shows an
example label prototype.
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Figure 2. Example label prototype for the single profile factorial experiment. AI: artificial intelligence.

Pilot Testing
We conducted cognitive interviews (via Zoom [Zoom
Communications, Inc]; 30‐45 minutes in length) with 4
participants to assess whether the information elements,
variations, presentation, and survey questions were easy to
understand and meaningful to participants. The interviewer
shared the web-based survey with participants via shared screen
and asked participants to verbally answer the survey questions
and share their thought processes. The interviewer also asked
participants to explain the information elements in their own
words. The interviews were audio-recorded, and the interviewer
took notes on reflections and observations. We revised the
survey questionnaire based on interview notes.

Following the cognitive interviews, we pilot tested the revised
Qualtrics web-based survey with 30 participants to examine the
feasibility and data quality of the 2 vignette experiments. The
vignette experiments consisted of 3 sections: DCE, SPFE, and
participant characteristics. The presentation order of the 2
experiments was randomized to mitigate order effect. For the
DCE, participants first completed a warm-up task to familiarize
them with the DCE procedure. They were then given the
following instructions for the main DCE on AI information
labeling:

Next, you will be asked to choose between 2
AI-enabled device options with similar or different
characteristics.

AI-enabled devices in health care are medical devices
that use AI and specifically the subset of AI known as
machine learning. Some examples of AI-enabled
devices in health care include smartwatches that can
monitor your heart rate for problems, smart robots
that guide surgeries, or AI programs that can provide
information to a physician to help with diagnosis,
among many other types of technologies.

Imagine that your health care provider recommended
you using an AI-enabled smartwatch or smartphone
app to help track your cardiac functions and identify
potential episodes of atrial fibrillation. You were
given 2 options. The 2 options were developed by the
same company and provide the same functions. Please
consider the 2 options below and choose the device
you prefer the most.

Participants then proceeded to complete 18 choice tasks,
including 16 experimental choice tasks and 2 validity check
tasks. The order of the 16 experimental choice tasks was
randomized.

In the SPFE, participants were randomly assigned to evaluate
4 of 32 label prototypes, presented in a random order. They
were given the following instructions at the beginning of the
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section, “In this section, you will see 4 information labels about
AI-enabled devices one at a time. After reading each information
label, you will be asked a series of questions about your opinions
on the label.” For each label prototype, participants answered
questions on label evaluation, trust in the AI device, and

intention to use the device in health care. After completing the
experiments, participants provided information on their
sociodemographic and health care characteristics. Figure 3
summarizes study procedure.

Figure 3. Study procedure. DCE: discrete choice experiment: SPFE: single profile factorial experiment.

Main Study
For the main study, participants completed the finalized
web-based Qualtrics survey, which incorporated refinements
from the pilot phase. The survey experiments followed the same
procedures described in the “Pilot Testing” section, and the
randomization procedure and data collection methods and
materials remained consistent with the piloted version.

Measures
Label preference was measured through participants selecting
their preferred label prototype in a choice task based on trust

(“Which device would you trust more?”) and acceptance (“If
you were given the option, which device would you be more
likely to use in your health care?”).

Label evaluation included six items on a 5-point Likert scale
(1=strongly disagree to 5=strongly agree) that assessed (1)
legibility (“This label is easy to read”), (2) comprehensibility
(“This label is easy to understand”), (3) information overload
(“Reading this label is too mentally demanding for me”), (4)
credibility (“I trust the information on this label”), and (5)
effectiveness of the label in informing patients about the AI
device (“This label gives me all the information I need about
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the AI device” and “This label helps me decide whether the AI
device should be used in my care”).

Participants’ trust in the AI device was measured with three
items on a 5-point Likert scale (1=strongly disagree to
5=strongly agree), including (1) “I would trust the results from
this AI device,” (2) “I would have doubts about this AI device,”
and (3) “I would seek a second opinion.” Participants’ likelihood
of using the device was assessed on a 5-point Likert-type scale
(1=very unlikely to 5=very likely). In addition, participants
provided feedback on each label prototype through an optional
open-ended question.

Participant characteristics were measured in terms of the need
for cognition, which reflects motivation to process complex
information and engage in effortful thinking [54,55], familiarity
with AI, medical mistrust [56], health literacy [57-59], last
routine medical checkup, health insurance coverage, and
demographics (eg, age, gender, race or ethnicity, education
level, and household financial status) [60].

Sample Size
We conducted an a priori power analysis to estimate the smallest
sample size required for the main study. Because the DCE is
more statistically efficient than the SPFE, we based our
estimation on the SPFE design. The analysis showed that a
sample of 288 participants would allow us to detect a main
effect with a standardized regression coefficient of 0.167 or
higher with 80% power at an α level of .05, which is sufficient
for the DCE [61]. The total sample size needed for the pilot and
main studies is 323. We planned to recruit 350 participants in
total to account for attrition and incomplete responses.

Recruitment
We recruited participants from ResearchMatch [62], a national
health volunteer registry that was created by several academic
institutions and supported by the US National Institutes of
Health as part of the Clinical Translational Science Award
program. ResearchMatch has a large population of volunteers
who have consented to be contacted by researchers about health
studies for which they may be eligible. Inclusion criteria for
this study include being an adult aged 18 years or older, being
proficient in reading and writing in English, and having had a
primary care or cardiology care visit within the past 3 years.
We oversampled racial and ethnic minority patients to ensure
that their representation was comparable with that of
non-Hispanic White patients. This supported our ability to draw
meaningful conclusions about diverse patient populations while
accounting for historical underrepresentation in health research.
Participants received a message describing our study via the
ResearchMatch platform, where they could then decide to opt
in to be contacted and receive a link to our survey.
ResearchMatch provided contact information (ie, name and
email address) for participants who opted in. Participants who
opted in received an email invitation with a link to complete
the online survey.

Ethical Considerations
Review and approval for this study and all procedures were
obtained from the Mayo Clinic Institutional Review Board (IRB;

21-012302). The IRB granted a waiver of written documentation
of informed consent. The first page of the survey displayed an
IRB-approved informed consent cover letter which provided
information about the study, including its purpose, the
investigator, the estimated length of the survey, data storage
procedures, and contact information for the study team and the
Mayo Clinic IRB. Participants were instructed to review this
information and were informed that by proceeding to the survey,
they were providing informed consent. No personal information
was collected or stored with the survey responses. Study data
were secured on institutionally approved and controlled access
electronic storage. Participants received a US $10 gift card as
remuneration for completing the survey.

Statistical Analysis
We used mixed effects binary logistic regression to analyze the
data from the DCE. Our analysis focused on how different
information factors influenced the probability of individuals
trusting and accepting the AI device in their health care. We
included individual-specific intercepts to account for
heterogeneity in individual preferences. We reported average
marginal effect (AME), which shows the average change in
predicted probabilities (percentage point increase or decrease)
of the outcome variable across all participants when moving
from one level of the information factor to another, while
holding all other variables constant. In addition, we conducted
subgroup analyses to explore how the effect of top preferred
information factors on patient trust and acceptance of the AI
device varied based on participants’ AI familiarity, openness
toward medical AI, health literacy, medical mistrust, and
sociodemographic characteristics.

We used mixed effects ordinal logistic regression (cumulative
link mixed model) to analyze the data from the SPFE. Our focus
was on how different information factors influenced participants’
evaluation of the AI label’s legibility, comprehensibility,
information overload, information credibility, perceived
effectiveness in informing about the AI device, trust in the AI
device, and intention to use it in health care. We included
individual-specific intercepts to account for repeated
measurements within individuals. For models on AI device trust
and intention to use, we adjusted for participants’ evaluation of
the AI label’s legibility, comprehensibility, information
overload, information credibility, and perceived effectiveness
in informing about the AI device. We used “flexible” thresholds
in our models to allow the distance between the 4 cut points of
the 5-point scales to vary freely. We reported odds ratios (ORs)
for the effect of information factors.

All analyses were performed in R (version 4.3.1; R Core Team)
[63]. “tidyverse” [64] was used for data wrangling and
visualization, “lme4” [65] was used for fitting mixed effects
binary logistic models, “ordinal” [66] was used for fitting mixed
effects ordinal logistic models, and “marginaleffects” [67] was
used for calculating AME.

Reporting Guidelines
This study is reported in accordance with the CHERRIES
(Checklist for Reporting Results of Internet E-Surveys) [68].
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Results

Participant Characteristics
A total of 340 participants who completed at least 75% of the
survey questions were included in the analysis. Table 2
summarizes participant characteristics. Participants were aged
18‐34 (122/328, 37.19%), 35‐54 (114/328, 34.75%), and 55
years or older (92/328, 28.05%). Nearly half were women
(158/326, 48.47%), 48.77% (159/326) were men, and 2.76%
(9/326) identifying as nonbinary or another gender. The majority

were non-Hispanic White (206/327, 63.00%), followed by Black
or African American (76/327, 23.24%), Hispanic or Latinx
(44/327, 13.46%), Asian or Asian American (30/327, 9.17%),
and Native American or Indigenous (13/327, 3.98%). Regarding
education, 49.09% (161/328) had a bachelor’s degree, 28.96%
(95/328) held a master’s degree or higher, and 20.73% (68/328)
had some college or an associate degree. Financially, 53.54%
(174/325) reported having disposable income after paying bills,
29.85% (97/325) had little spare money, and 16.62% (54/325)
struggled to pay bills.
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Table . Participant characteristics (N=340).

Values, n (%)Characteristics

Age (years)

18 (5.49)    18‐24

104 (31.71)    25‐34

72 (21.95)    35‐44

42 (12.80)    45‐54

52 (15.85)    55‐64

40 (12.20)≥65

12 (3.52)    Missing

Gender

159 (48.77)    Man

158 (48.47)    Woman

9 (2.76)    Nonbinary/other

14 (4.12)    Missing

Race and ethnicitya

206 (63.00)    White/Caucasian

76 (23.24)    Black/African American

44 (13.46)    Hispanic/Latina/Latino

30 (9.17)    Asian/Asian American

13 (3.98)    Native American/American Indian/Alaska Native/Indigenous

8 (2.45)    Middle Eastern/North African/Arab American

2 (0.61)    Native Hawaiian/Pacific Islander

6 (1.83)    Other race

13 (3.82)    Missing

Education level

4 (1.22)    High school or less

68 (20.73)    Some college or associate’s degree

161 (49.09)    Bachelor’s degree

95 (28.96)    Master’s degree or higher

12 (3.52)    Missing

Perceived household financial status

174 (53.54)    After paying the bills, I still have enough money for special things that
I want

97 (29.85)    Have enough money to pay the bills but little spare money to buy extra
or special things

28 (8.62)    Have enough money to pay the bills but only because I have cut back
on things

26 (8.00)    Having difficulty paying the bills, no matter what I do

15 (4.41)    Missing

Health insurance coverage

207 (65.51)    Private

103 (32.59)    Public

6 (1.90)    No insurance

24 (7.06)    Missing
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Values, n (%)Characteristics

Last routine checkup

212 (66.88)    Less than a year ago

53 (16.72)    >1 year, <2 years

41 (12.93)    >2 years, <5 years

6 (1.89)≥5

5 (1.58)    Never had routine checkup

23 (6.76)    Missing

aThe percentages may add over 100% because participants can select multiple races.

Most participants had private health insurance (207/316,
65.51%), while 32.59% (103/316) had public coverage. In
addition, 66.88% (212/317) had a routine medical checkup
within the past year.

DCE Results

Importance of the Information Factors for Patients’
Trust in the AI Device
Figure 4 visualizes the relative importance of the information
factors for participants’ trust in the AI device. The 4 information
factors that produced the greatest increase in participants’ trust
in AI devices were inclusion of information about regulatory

approval (AME=19.34%, 95% CI 15.97%-22.72%), information
about high versus low performance (AME=16.62%, 95% CI
14.40%-18.85%), inclusion of information about HCP oversight
(AME=15.50%, 95% CI 12.56%-18.44%), and inclusion of
information about the AI’s added value compared with usual
care (14.06% increase, 95% CI 12.16%-15.96%). Including
information about opt-in (vs opt-out) data privacy protocol,
expert endorsement (vs information absent), and information
about external (vs internal) validation less strongly increased
the probability of trusting the AI device (9%, 7.32%, and 2.76%,
respectively). Effect of information about proactive versus
reactive device safety management protocol on participants’
trust was not statistically significant (Table 3).

Figure 4. Difference in probability of AI device being trusted by attribute level. AI: artificial intelligence; HCP: health care provider; Info: information;
TPR: true-positive rate.
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Table . Effects of information elements on the probability of the artificial intelligence device being trusted and accepted.

AcceptanceTrust

AMEa (95% CI), percentage pointsAMEa (95% CI), percentage points

15.58 (13.28 to 17.88)14.06 (12.16 to 15.96)Added value (information absent→information
present)

10.92 (8.30 to 13.53)9.00 (6.89 to 11.11)Data privacy (opt out→opt in)

9.03 (6.73 to 11.32)7.32 (4.91 to 9.72)Expert endorsement (information absent→infor-
mation present)

17.86 (14.98 to 20.75)15.50 (12.56 to 18.44)HCPb oversight (information absent→informa-
tion present)

14.85 (12.65 to 17.06)16.62 (14.40 to 18.85)Performance (low→high)

13.29 (9.96 to 16.63)19.34 (15.97 to 22.72)Regulatory approval (information absent→infor-
mation present)

0.74 (–1.82 to 3.29)0.08 (–2.25 to 2.41)Device safety (reactive→proactive)

3.64 (1.56 to 5.72)2.76 (0.91 to 4.60)Validation (internal→external)

aAME: average marginal effect. It is the average change in the predicted probabilities (percentage point increase or decrease) of the artificial intelligence
device being trusted or accepted across all participants when moving from one level of the information factor to the other, keeping all other variables
in the model constant.
bHCP: health care provider.

Importance of the Information Factors for Patients’
Acceptance of the AI Device
Figure 5 visualizes the relative importance of the information
factors for participants’willingness to use the AI device in their
health care (ie, acceptance). The 4 information factors that
produced the greatest increase in participants’ acceptance in
using AI devices were inclusion of information about HCP
oversight (17.86% increase, 95% CI 4.98%-20.75%), inclusion
of information about the device’s added value (15.58% increase,
95% CI 13.28%-17.88%), information about high versus low

device performance (14.85% increase, 95% CI 12.65%-17.06%),
and inclusion of information about regulatory approval (13.29%
increase, 95% CI 9.96%-16.63%). Including information about
opt-in (vs opt-out) data privacy protocol, expert endorsement
(vs information absent), and information about external (vs
internal) validation less strongly increased the probability of
the AI device being accepted (10.92%, 9.03%, and 3.64%,
respectively). The effect of information about proactive versus
reactive device safety management protocol on device
acceptance was not statistically significant (Table 3).

Figure 5. Difference in probability of artificial intelligence device being accepted by attribute level. AI: artificial intelligence; HCP: health care provider;
Info: information; TPR: true-positive rate.
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Subgroup Differences in the Effect of Top Preferred
Information Factors on Patient Trust and Acceptance

Subgroup Differences in Patient Trust

Our analyses revealed subgroup differences in how the top 4
most important information factors affected trust in AI devices,
based on participants’ level of familiarity with AI, level of
reading health literacy, level of need for cognition, recency of
last routine medical checkup, age group, and gender (Multimedia
Appendix 3).

AI’s Added Value

Specifically, having information about AI’s added value (vs
information absent) had a stronger positive effect on
participants’ trust in AI devices with a high (vs low) level of
need for cognition (AME=16.21% vs 12.23%; P=.04).

HCP Oversight

Having information about HCP oversight (vs information absent)
had a stronger positive effect on the probability of AI device
being trusted for participants who reported not at all to
somewhat (vs very or extremely) familiar with AI
(AME=19.27% vs 11.30%; P=.01), for participants whose last
routine checkup was less than a year ago (vs 1 or more years
ago) (AME=18.27% vs 11.63%; P=.007), and for participants
aged 55 years or older (vs aged 35‐54 or 18‐34 years)
(AME=23.44% vs 10.34% or 15.25%; P<.001; P=.03).

High Device Performance

Information about high (vs low) device performance had a
stronger positive effect on the probability of AI device being
trusted for participants with a high (vs low) level of reading
health literacy (AME=22.02% vs 11.06%; P<.001), for
participants whose last routine checkup was less than a year
ago (vs 1 or more years ago) (AME=20.09% vs 10.38%;
P=.048), and for participants who identified as women (vs men)
(AME=19.38% vs 12.85%; P=.005).

Regulatory Approval

Having information about regulatory approval (vs information
absent) had a stronger positive effect on the probability of AI
device being trusted for participants with a high (vs low) level
of reading health literacy (AME=25.07% vs 13.63%; P=.001)
and for participants whose last routine checkup was less than a
year ago (vs 1 or more years ago) (AME=23.29% vs 12.92%;
P<.001).

Subgroup Differences in Patient Acceptance
There were subgroup differences in how the top 4 most
important information factors affected acceptance of AI device,
based on participants’ reported level of familiarity with AI,
level of reading health literacy, level of numeracy, recency of
last routine medical checkup, gender, and race or ethnicity
(Multimedia Appendix 4).

AI’s Added Value
Specifically, having information about the device’s added value
(vs information absent) had a stronger positive effect on the
probability of the AI being accepted for participants who
reported being not at all to somewhat familiar (vs very or

extremely) with AI (AME=18.06% vs 11.49%; P=.005), for
participants with a high (vs low) level of reading health literacy
(AME=19.34% vs 11.96%; P=.002), for participants whose last
routine checkup was within the last year (vs 1 or more years
ago) (AME=19.19% vs 8.81%; P<.001), for participants who
identified as women (vs men) (AME=18.94% vs 11.38%;
P=.002), and for participants who identified as a person of color
(vs non-Hispanic White) (AME=19.64% vs 12.01%; P=.001).

HCP Oversight
Providing information about HCP oversight (vs information
absent) had a stronger positive effect on the probability of AI
device being accepted for participants who reported not at all
to somewhat familiar (vs very or extremely) with AI
(AME=25.34% vs 9.59%; P<.001), for participants whose last
routine checkup was within the last year (vs 1 or more years
ago) (AME=21.92% vs 13.31%; P<.001), and for participants
aged 55 years or older (vs aged 35‐54 or 18‐34 years)
(AME=30.13% vs 13.05% or 13.77%; P<.001; P<.001).

High Device Performance
Information about high (vs low) device performance had a
stronger positive effect on the probability of AI device being
accepted for participants who reported not at all to somewhat
familiar (vs very or extremely) with AI (AME=18.18% vs
10.58%; P<.001), for participants with a high (vs low) level of
reading health literacy (AME=21.41% vs 7.66%; P<.001), for
participants with a high (vs low) level of numeracy
(AME=19.38% vs 9.77%; P<.001), for participants whose last
routine checkup was within the last year (vs 1 or more years
ago) (AME=18.91% vs 7.03%; P=.004), for participants who
identified as women (vs men) (AME=18.71% vs 9.57%;
P<.001), and for participants aged 55 years or older (vs aged
35‐54 or 18‐34 years) (AME=20.88% vs 12.80% or 11.82%;
P=.006; P=.002).

Regulatory Approval
Providing information about regulatory approval (vs information
absent) had a stronger positive effect on the probability of AI
device being accepted for participants with a high (vs low) level
of reading health literacy (AME=19.93% vs 5.82%; P<.001),
for participants with a high (vs low) level of numeracy
(AME=15.79% vs 9.16%; P=.004), for participants whose last
routine checkup was within the last year (vs 1 or more years
ago) (AME=18.65% vs 3.96%; P<.001), and for participants
who identified as women (vs men) (AME=16.58% vs 9.43%;
P=.04).

SPFE Results

Descriptive Statistics
Table 4 summarizes the descriptive statistics of the AI label
evaluation measures. Most participants reported that the AI
labels were easy to read (perceived legibility; 86.7%) and
understand (comprehensibility; 84.2%). They also reported that
reading the labels was not too mentally demanding (no
information overload; 63.9%). Effects of the information factors
on perceived legibility, comprehensibility, and information
overload were not statistically significant (Table 5).
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Table . Descriptive statistics of the artificial intelligence label evaluation measures.

5-point Likert scale, n (%)

54321Measure

688 (51.34)474 (35.37)96 (7.16)67 (5.00)15 (1.12)This label is easy to
read (perceived legibil-

ity)a

631 (47.05)498 (37.14)121 (9.02)73 (5.44)18 (1.34)This label is easy to
understand (comprehen-

sibility)a

156 (11.65)202 (15.09)125 (9.34)332 (24.79)524 (39.13)Reading this label is
too mentally demand-
ing for me (information

overload)a

400 (29.83)597 (44.52)220 (16.41)94 (7.01)30 (2.24)I trust the information
on this label (informa-

tion credibility)a

374 (27.91)502 (37.46)177 (13.21)243 (18.13)44 (3.28)Label gives all informa-
tion needed about the

AIb device (perceived

label effectiveness)a

480 (35.82)600 (44.78)162 (12.09)83 (6.19)15 (1.12)Label helps me decide
whether the device
should be used in my
care (perceived label

effectiveness)a

305 (22.74)642 (47.87)218 (16.26)138 (10.29)38 (2.83)I would trust the results

from this AI devicea

183 (13.65)405 (30.20)274 (20.43)351 (26.17)128 (9.55)I would have doubts

about this AI devicea

350 (26.10)489 (36.47)256 (19.09)162 (12.08)84 (6.26)I would seek a second

opiniona

445 (33.16)521 (38.82)229 (17.06)125 (9.31)22 (1.64)Use the AI device if

offered the optionc

a1=strongly disagree; 2=somewhat disagree; 3=neither agree nor disagree; 4=somewhat agree; 5=strongly agree.
bAI: artificial intelligence.
c1=very unlikely; 2=somewhat unlikely; 3=undecided; 4=somewhat likely; 5=very likely.
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Table . Effects of information element on perceived legibility, comprehensibility, information overload, information credibility, and perceived
effectiveness of the label in informing decision-making.

Perceived effectiveness of the label in

informing decision-makinga
Information credi-

bilityb
Information over-

loadb
ComprehensibilitybPerceived legibili-

tyb

Label helps me de-
cide whether the
device should be
used in my care

Label gives all in-
formation needed

about the AIc de-
vice

OR (95% CI)OR (95% CI)OR (95% CI)OR (95% CI)OR (95% CI)ORd (95% CI)

Added value

1.15

(0.89 to 1.48)

1.36

(1.06 to 1.74)

1.35

(1.05 to 1.73)

0.79

(0.58 to 1.05)

1.17

(0.88 to 1.56)

0.94

(0.70 to 1.27)

    Information
present

ReferenceReferenceReferenceReferenceReferenceReference    Information ab-
sent

Data privacy

0.97

(0.75 to 1.24)

0.71

(0.56 to 0.91)

1.09

(0.85 to 1.39)

0.84

(0.63 to 1.13)

1.07

(0.80 to 1.42)

1.11

(0.83 to 1.50)

    Opt-in

ReferenceReferenceReferenceReferenceReferenceReference    Opt-out

Expert endorse-
ment

1.27

(0.98 to 1.63)

1.09

(0.85 to 1.39)

1.37

(1.07 to 1.76)

0.87

(0.65 to 1.16)

0.90

(0.68 to 1.21)

1.21

(0.90 to 1.63)

    Information
present

ReferenceReferenceReferenceReferenceReferenceReference    Information ab-
sent

HCPe oversight

1.41

(1.09 to 1.81)

1.48

(1.16 to 1.89)

1.60

(1.25 to 2.05)

0.88

(0.66 to 1.18)

1.13

(0.85 to 1.51)

1.11

(0.83 to 1.50)

    Information
present

ReferenceReferenceReferenceReferenceReferenceReference    Information ab-
sent

Performance

1.16

(0.91 to 1.48)

1

(0.78 to 1.27)

1.45

(1.14 to 1.85)

0.84

(0.63 to 1.11)

1.15

(0.87 to 1.52)

1.21

(0.90 to 1.62)

    High

ReferenceReferenceReferenceReferenceReferenceReference    Low

Regulatory ap-
proval

1.11

(0.87 to 1.43)

2.05

(1.60 to 2.63)

1.55

(1.21 to 1.99)

0.99

(0.74 to 1.34)

1.29

(0.97 to 1.72)

1.16

(0.86 to 1.58)

    Information
present

ReferenceReferenceReferenceReferenceReferenceReference    Information ab-
sent

Device safety

1.09

(0.85 to 1.39)

0.90

(0.71 to 1.15)

1.03

(0.80 to 1.31)

1

(0.75 to 1.33)

0.91

(0.69 to 1.21)

0.92

(0.68 to 1.24)

    Proactive

ReferenceReferenceReferenceReferenceReferenceReference    Reactive

Validation

1.03

(0.80 to 1.32)

1.14

(0.89 to 1.45)

1.01

(0.79 to 1.29)

1.01

(0.76 to 1.35)

1.13

(0.85 to 1.51)

0.98

(0.73 to 1.32)

    External

ReferenceReferenceReferenceReferenceReferenceReference    Internal

aModel adjusted for perceived eligibility, comprehensibility, information overload, information credibility, and patient characteristics that were statistically
significantly associated with the outcome.
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bModel adjusted for patient characteristics that were statistically significantly associated with the outcome.
cAI: artificial intelligence.
dOR: odds ratio.
eHCP: health care provider.

Credibility
Having information about added value (OR 1.35, 95% CI
1.05-1.73), expert endorsement (OR 1.37, 95% CI 1.07-1.76),
HCP oversight (OR 1.60, 95% CI 1.25-2.05), high (vs low)
performance (OR 1.45, 95% CI 1.14-1.85), and regulatory
approval (OR 1.55, 95% CI 1.21-1.99) were associated with
higher levels of perceived credibility of the information (Table
5).

Perceived Effectiveness of Label
Information about added value (OR 1.36, 95% CI 1.06-1.74),
HCP oversight (OR 1.48, 95% CI 1.16-1.89), and regulatory
approval (OR 2.05, 95% CI 1.60-2.63) were associated with
higher likelihood of participants reporting that the label gives
them all the information they need about the AI device.
Information about opt-in versus opt-out data privacy protocol
(OR 0.71, 95% CI 0.56-0.91) was associated with lower
likelihood of participants reporting that the label gives them all
the information they need about the AI device. Information
about HCP oversight (OR 1.41, 95% CI 1.09-1.81) was

associated with higher likelihood of participants reporting that
the AI label helps them decide whether the AI device should
be used in their care (Table 5).

Trust and Intentions to Use AI
Information about expert endorsement (OR 1.30, 95% CI
1.01-1.68) and high (vs low) performance (OR 1.48, 95% CI
1.16-1.90) were associated with higher levels of trust in the
results from the AI device. Information about high (vs low)
performance (OR 0.77, 95% CI 0.61-0.98) and regulatory
approval (OR 0.61, 95% CI 0.48-0.78) was associated with
lower likelihood of participants reporting having doubts in the
AI device. Information about HCP oversight (OR 0.75, 95% CI
0.57-0.97) and regulatory approval (OR 0.63, 95% CI 0.48-0.83)
were associated with lower likelihood of participants reporting
needing a second opinion. Information about HCP oversight
(OR 1.47, 95% CI 1.12-1.94), high (vs low) performance (OR
1.59, 95% CI 1.22-2.07), and regulatory approval (OR 1.73,
95% CI 1.31-2.30) were associated with higher intention to use
the AI device if offered the option (Table 6).
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Table . Effects of information element on patient trust in the artificial intelligence device and intention to use the artificial intelligence device.

Intention to use the AI de-

vice if offered the optiona,
OR (95% CI)

Trust in the AI devicea, ORb (95% CI)

I would seek a second opin-
ion

I would have doubts about
this AI device

I would trust results from

this AIc device

Added value

0.99 (0.75 to 1.31)0.87 (0.67 to 1.14)1.15 (0.90 to 1.47)0.83 (0.64 to 1.06)    Information present

ReferenceReferenceReferenceReference    Information absent

Data privacy

1.03 (0.79 to 1.34)1.27 (0.98 to 1.65)1.07 (0.85 to 1.36)1.07 (0.83 to 1.37)    Opt-in

ReferenceReferenceReferenceReference    Opt-out

Expert endorsement

1.17 (0.89 to 1.54)0.93 (0.71 to 1.21)0.89 (0.70 to 1.13)1.30 (1.01 to 1.68)    Information present

ReferenceReferenceReferenceReference    Information absent

HCPd oversight

1.47 (1.12 to 1.94)0.75 (0.57 to 0.97)0.80 (0.63 to 1.03)1.21 (0.94 to 1.55)    Information present

ReferenceReferenceReferenceReference    Information absent

Performance

1.59 (1.22 to 2.07)0.80 (0.62 to 1.04)0.77 (0.61 to 0.98)1.48 (1.16 to 1.90)    High

ReferenceReferenceReferenceReference    Low

Regulatory approval

1.73 (1.31 to 2.30)0.63 (0.48 to 0.83)0.61 (0.48 to 0.78)1.26 (0.98 to 1.64)    Information present

ReferenceReferenceReferenceReference    Information absent

Device safety

0.93 (0.71 to 1.21)0.98 (0.76 to 1.27)1.13 (0.89 to 1.43)1.08 (0.84 to 1.38)    Proactive

ReferenceReferenceReferenceReference    Reactive

Validation

0.97 (0.74 to 1.27)0.80 (0.61 to 1.03)1.12 (0.88 to 1.42)1.06 (0.83 to 1.36)    External

ReferenceReferenceReferenceReference    Internal

aModel adjusted for perceived eligibility, comprehensibility, information overload, information credibility, perceived effectiveness of the label in
informing decision-making, and patient characteristics that were statistically significantly associated with the outcome.
bOR: odds ratio.
cAI: artificial intelligence.
dHCP: health care provider.

Discussion

Overview
To our knowledge, this is the first study to apply 2 experimental
methods, DCE and SPFE, to elicit patient preferences for
information about the use of AI devices in their health care. Our
study provides important evidence and insights for health care
and AI professionals and policy makers on the relative
importance of various information factors to patient
decision-making, trust, and acceptance regarding an AI device
in cardiology and on subgroup differences in the impact of top
preferred information factors. This work is a first step toward
developing effective communication strategies about AI in

health care that ensure transparency and accessibility to facilitate
informed decision-making and patient-centered adoption of AI
applications.

Study Design Considerations
Before delving into our findings, we first address the use of the
vignette experiment approach, the hypothetical AI device, and
the nonclinical study sample. While vignette experiments are
a well-established method in health communication and medical
decision science research, they are not without limitations. In
particular, the artificial nature of vignettes can raise concerns
about ecological validity, as hypothetical scenarios may not
fully capture the complexities of real-world decision-making.
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As a result, there is a risk that the study findings cannot be
generalized directly to real-world settings [40-43].

However, in the context of our study, the use of the vignette
experiments with a hypothetical AI device and a nonclinical
study sample was both methodologically necessary and ethically
appropriate. Methodologically, this approach allowed us to
standardize and systematically manipulate the information
elements of interest, while holding all other aspects of the
scenario constant. This level of experimental control is often
impossible to achieve with a real AI device due to the presence
of a range of uncontrolled confounding influences on patient
decision-making, including prior experiences, provider
communication, and exposure to media or marketing.
Importantly, the ecological validity of vignette experiments
depends not on literal replication of real-world settings but on
whether the vignettes activated the same psychological processes
that occur during real-life decision-making [41]. To enhance
the realism and credibility of our vignettes, we designed the
hypothetical AI device scenario in consultation with clinical
and regulatory collaborators and informed by formative
qualitative research with both clinicians and patients. We also
sought clinician review on the vignette drafts to ensure clinical
accuracy and appropriateness and then further refined their
clarity and relevance by piloting through cognitive interviews
with patients. These steps strengthened both the internal and
ecological validity of our study design and increased the
applicability of our findings to real-world AI communication
contexts.

Moreover, testing experimental manipulations involving actual
patients making real-time medical decisions may raise ethical
concerns, particularly when issues surrounding patient trust,
understanding, and decision-making about AI in health care are
still evolving [69]. Our experiment focuses on comparing
different information factors presented for the same device
within a consistent clinical scenario. Conducting an empirical
study using an actual AI device while manipulating its label
would involve providing false information, such as presenting
different performance metrics for the same AI device to different
patients, which would constitute deception and be unethical.
This approach would undermine patient autonomy in
decision-making and could erode trust in their clinicians and
health care system [70]. To ensure that the hypothetical scenario
was relevant to study participants and consistent with real-world
decision-making, we recruited adults who reported recent health
care experiences through either a primary care or cardiovascular
care visit within the past 3 years. Importantly, our study goal
was to understand general patient preferences and responses to
AI labeling across a diverse sample, which is a necessary first
step before testing specific AI implementations in particular
clinical populations.

Key Findings
Results from the 2 experiments offer complementary insights
into the key factors shaping patients’ decision-making about
use of an AI device in cardiology. Results from the SPFE
showed that most participants found the AI label prototypes
easy to read and understand and not mentally demanding. The
effects of information factors on perceived legibility,

comprehensibility, and information overload were not
statistically significant, indicating that patient preferences were
not due to a lack of understanding of these labels. Results from
the DCE showed that information about provider oversight,
regulatory approval, high device performance, and AI’s added
value were the most influential in increasing patient trust in the
AI device and their willingness to use the device in their health
care. Patients placed less importance on information about opt-in
versus opt-out data privacy protocol, expert endorsement,
external versus internal validation protocol, and proactive versus
reactive device safety management protocol.

Results from the SPFE reinforced these findings. First,
information about AI’s added value, expert endorsement, HCP
oversight, high performance, and regulatory approval was linked
to higher perceived credibility of the AI label. In addition,
information about added value, HCP oversight, and regulatory
approval increased the likelihood that participants felt that they
had all the necessary information about the device. Interestingly,
information about HCP oversight was the only factor that
significantly influenced participants’ perception of the label’s
usefulness in deciding whether to use the device in their care.
Information about expert endorsement, high performance, and
regulatory approval was also associated with greater trust in the
AI device’s results and reduced doubts about the device.
Furthermore, information about HCP oversight and regulatory
approval lowered the likelihood of participants seeking a second
opinion. Finally, information about HCP oversight, high
performance, and regulatory approval contributed to a higher
intention to use the AI device if offered.

The DCE also showed that participant characteristics, including
recency of last medical checkup, familiarity with AI, health
literacy, numeracy, need for cognition, age, gender, and race or
ethnicity, shaped how strongly information about AI’s added
value, device performance, HCP oversight, and regulatory
approval impacted trust and acceptance of the AI device.
Information about AI’s added value had greater effects among
participants who had more recent medical checkups, were less
familiar with AI, had higher health literacy, had higher need for
cognition, identified as women, or identified as people of color.
Similarly, information about high device performance had
stronger effects among those with more recent medical
checkups, lower familiarity with AI, higher health literacy or
numeracy, older age, or identified as women. Information about
HCP oversight had stronger effects among participants with
more recent medical checkups, lower familiarity with AI, or
older age. Finally, the effects of information about regulatory
approval were stronger among those with recent checkups,
higher health literacy or numeracy, or women.

Implications for Practice
Our findings have important implications for the implementation
of AI in health care. To start, providing transparent and
accessible information about HCP oversight, regulatory
approval, device performance, and the device’s added value is
critical for building patient trust and acceptance of AI
technology [27]. These 4 information elements were the most
influential in shaping patients’ willingness to use an AI device,
highlighting the need for health care systems to clearly
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communicate them when introducing AI devices to patients.
Health care systems could consider developing decision aids
that allow patients to explore different aspects of a specific AI
device in collaboration with their providers, helping them weigh
the benefits and risks of using the device in their care [26]. This
is especially important for patients with lower baseline trust or
limited familiarity with AI.

Our findings also highlight the critical importance of information
about endorsement and oversight from regulatory bodies and
HCPs in boosting patients’ confidence and reducing doubts
about the AI device’s effectiveness and safety, which can lead
to higher trust in the device and lower likelihood of needing
second opinions. This strong preference for human oversight
and approval echoes literature on algorithm aversion, which
shows that people are often reluctant to trust algorithmic
decision-making systems even when they outperform humans
[71,72]. This aversion is especially pronounced in decisions
involving high uncertainty [73] and for tasks perceived as
subjective [74]; however, it can be mitigated when there is room
for human oversight and modification [75]. While algorithm
aversion may initially make patients hesitant to trust AI, patient
trust in their provider and the health system can lead to inflated
expectations of AI’s positive impact on care and potentially
result in overreliance when patients lack the expertise to judge
when to rely on it. Transparency and patient engagement are
therefore critical to calibrating trust appropriately [28,76].
Notably, information about HCP oversight was particularly
influential in helping patients decide whether an AI device
should be used in their care. This finding is consistent with
previous research showing that patients are more receptive to
AI technologies when AI supports, rather than replaces, the
decisions of trusted human HCPs, underscoring the value of a
“human in the loop” approach to AI implementation that
provides patients a sense of accountability and assurance
regarding the safety and effectiveness of these technologies
[12-14,18,77,78]. To improve patient engagement and
acceptance of AI devices, patient-facing communications should
explicitly emphasize providers’ active role in reviewing,
interpreting, and overriding AI outputs.

Three information elements, opt-in versus opt-out data privacy,
external versus internal validation, and proactive versus reactive
device safety management protocols, were found to be relatively
less influential in shaping participants’ trust and decision-making
regarding the AI device. This variation in the prioritization of
information elements reflects how patients actively calibrate
trust in AI technologies and advances beyond prior empirical
work that was limited to identifying information relevant to
patient trust [26,28,39,79]. Specifically, patients tend to anchor
their trust in the AI device on signals that are personally
meaningful from a layperson’s perspective, such as information
about HCP oversight, regulatory approval, expert endorsement,
and device performance, rather than the more abstract procedural
indicators such as data privacy, validation, and safety
management. While critical from a policy and ethical standpoint
[38], these issues may be too abstract or poorly understood by
a layperson to effectively translate into meaningful differences
in care [80]. In addition, the terms used in the descriptions of
these elements, including “deidentified data,” “tested and

evaluated,” “fix issues promptly,” and “device will be audited,”
may have signaled to participants that basic privacy, validity,
and safety protections were in place, especially in the presence
of a strong credibility cue [81]—the study instruction that their
HCP recommended the AI device. As a result, many participants
may have relied on heuristics to reassure themselves about
privacy, validity, and safety and focused their mental effort on
other aspects that are more directly related to the benefits and
risks of using the device in their care [82,83]. These findings
echo previous research showing that increasing transparency
alone is insufficient for calibrated trust, and such information
must also be accessible and meaningful to users [35,80,84].
Technical or abstract aspects of the AI device should be
contextualized in terms of impact on the patient’s care and
communicated in accessible and relatable ways, for example,
through plain language summaries, visuals, and metaphors,
ideally developed through an iterative process of co-design and
testing with patients [85-88]. These findings also highlight a
potential tension between what patients find most useful in
decision-making and what is required by regulators or ethics
guidelines. For example, although data privacy is a central focus
in recent AI regulations [89], participants in our study placed
relatively lower importance on it. This suggests that patients
may not benefit from regulatory-required information in the
same way as other stakeholders and may sometimes prefer
information that is not routinely made available as part of
regulatory clearance processes. To support appropriately
calibrated trust of AI technologies in health care, patient-facing
communication strategies should emphasize the information
patients value most, while also clearly addressing critical ethical
and regulatory considerations [90]. Importantly, to make the
abstract concepts more relatable, ethical and regulatory features
should be framed in terms of their tangible benefits and risks
to patients. Communication efforts must also strike a careful
balance: offering reassurance while avoiding overstating benefits
or certainty, which could create misplaced confidence in AI
technology [76,91].

Moreover, patient-facing communication and education about
AI in health care should be tailored to meet the unique needs
and preferences of different patient groups [92,93]. For example,
information about a device’s added value was found to be
particularly influential for patients who were less familiar with
AI, had high reading health literacy, had recent routine
checkups, and identified as women and people of color.
Emphasizing the role of HCPs in overseeing AI use was found
to be especially important for patients who are less familiar with
AI, had recent routine checkups, and were aged 55 years or
older. To effectively address these diverse patient needs and
preferences, communication strategies could include tailoring
language to patient reading levels and incorporating visual aids,
infographics, and videos to help patients better understand
complex information about the AI device and make informed
decisions about their care. In addition, engaging patients, patient
advocacy groups, and community organizations in co-designing
patient-facing AI communication and educational materials
including AI device labels could help address concerns from
underrepresented groups who may have different levels of
comfort with and trust in AI technologies and the health care
system [94]. Providing AI communication and education
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materials in various formats and at different time points may
improve the accessibility of information about AI and better
meet the diverse needs of different patient groups. Health care
systems can consider offering in-person consultations during
clinical visits, along with printed and digital materials for
patients to take home, ensuring that patients have the opportunity
to review and understand the information at their own pace [39].
Moreover, it is the responsibility of health care systems to ensure
that providers are well informed about AI devices and are
capable of communicating their benefits and risks effectively

to diverse patient populations. Health care systems could
establish standardized guidelines and best practices for
patient-facing communication and education about AI in health
care. Training providers on how to effectively discuss AI devices
with diverse patient populations and address their concerns
would be instrumental in ensuring that patients receive clear,
transparent information that aids informed decision-making and
builds merited trust in AI technologies. Table 7 summarizes
key findings and implications for practice.

Table . Summary of key findings, implications, and recommendations.

Implications and recommendationsFindings

High impact information • Patients prioritize personally meaningful, concrete information over
abstract procedural details.• Information about HCPa oversight, regulatory approval, high device

performance, and AI’sb added value led to largest increases in trust
and willingness to use.

• Clearly communicate information about HCP oversight, regulatory
approval, device performance, and added value, as these elements
are crucial for building patient trust and enabling acceptance of AI
technologies.• These elements also boosted the AI label’s credibility, increased trust

in the results, reduced doubts, and enhanced patient confidence in
having enough information about the device for decision-making. • Develop decision aids that help patients and providers explore the

benefits and risks of specific AI devices together, especially important
for patients with lower baseline trust in or limited familiarity with
AI.

Lower impact information: Participants placed less importance on infor-
mation about opt-in versus opt-out data privacy, model validation protocol,
and safety management protocol.

• Abstract issues may be poorly understood, so patients rely on
heuristics and focus on aspects directly related to benefits and risks.

• Technical or abstract aspects should be contextualized for patient
care and communicated via plain language, visuals, and metaphors.

• Communication should emphasize what patients value while address-
ing critical ethical and regulatory considerations.

Role of human oversight: Information about HCP oversight and regulatory
approval consistently boosted patient confidence, reduced doubts, increased
trust, lowered the need for second opinions, and increased intention to use
the AI-enabled device if offered.

• Patients prefer AI that supports, rather than replaces, human decision
makers, underscoring the importance of a “human in the loop” ap-
proach.

• Communicating provider oversight can inflate expectations of AI’s
benefits; transparency and engagement are key to calibrating trust
based on human oversight.

• Patient-facing communication should emphasize providers’ role in
reviewing, interpreting, and approving or overriding AI outputs.

• Ensure that providers are well informed about AI devices and can
effectively communicate benefits, risks, and limitations to patients.

Subgroup differences: Impact of information elements varied by participant
characteristics.

• Tailor language to patient reading levels and use visuals, infographics,
and videos to explain complex AI information.

• Added value: stronger effect for recent checkups, low AI familiarity,
high literacy or need for cognition, women, and people of color.

• Co-design materials with patients, advocacy groups, and community
organizations to address diverse trust levels and concerns.

•• Provide materials in multiple formats and at different time points to
meet diverse patient needs.

High performance: stronger for recent checkups, low AI familiarity,
high literacy or numeracy, older age, and women.

• •HCP oversight: stronger for recent checkups, low AI familiarity, and
older age.

Establish standardized guidelines and best practices for patient-facing
AI communication.

•• Train providers on how to effectively discuss benefits, risks, and
limitations of AI devices with diverse patient populations.

Regulatory approval: stronger for recent checkups, high literacy or
numeracy, and women.

aHCP: health care provider.
bAI: artificial intelligence.

Strengths, Limitations, and Future Directions
This research has several strengths. First, we used innovative
experimental methods to elicit patient preferences for
information about AI in health care, which could be applied to
other use cases and medical specialties. Our methods can also
be used to develop and evaluate other patient-facing AI
communication and education materials. We applied a rigorous

process for selection of information elements, including a rapid
literature review and 3 qualitative studies, which strengthened
the validity of our findings.

Our findings should be interpreted in the context of the
limitations. The study sample, recruited from
ResearchMatch.org, is a convenience sample and may not
necessarily represent the US adult population. To address this,
we intentionally oversampled racial and ethnic minority
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populations to ensure their representation and enable
comparisons between people of color and non-Hispanic White
patients in AI information preferences. Since nearly all
participants had health insurance, caution is needed when
generalizing the findings to uninsured populations. In addition,
while selection bias might be a concern, we lack data to compare
participants with nonparticipants, which may impact the
generalizability of our findings. Nonetheless, our methods of
evaluating the importance of information elements can be
applied to other AI devices, medical conditions, and other types
of AI communication and education efforts.

Our study sample may not closely reflect the demographic and
clinical characteristics of patients most likely to use AI-enabled
cardiology devices. While all study participants reported having
had a primary care or cardiology visit within the past 3 years,
we could not clinically verify that they were seeking
cardiovascular care during the study period. Therefore, findings
may not generalize to clinical populations actively facing
decisions about AI-enabled cardiac care. Future research should
replicate this work among clinical populations to validate and
extend the findings. Furthermore, we used a hypothetical
AI-enabled cardiology device to maintain experimental control
and isolate the effects of specific information elements.
However, this approach may not fully capture the complexity
and nuance of real-world patient decision-making. As a result,
the ecological validity of our findings may be limited. To build
upon and extend the current findings, future research should
examine how patients actively seeking cardiovascular care
respond to labeling content for real-world AI-enabled devices
in clinical practice.

Our study focused on the impact of patient-facing informational
content in AI labeling, and it did not directly assess how
provider recommendation might influence patient trust and
acceptance of AI technologies. To hold provider
recommendation constant across experimental conditions, we
instructed all participants to assume that their provider had
recommended the use of the hypothetical AI device. We
acknowledge the important role of provider recommendation
in patient adoption of AI technologies and encourage future
research to explore how provider recommendation and label
content interact to shape patient decision-making.

We examined patient information preferences and responses to
AI label prototypes at a single time point prior to actual use of
an AI device. As AI technologies become more integrated into
routine health care and daily life, patients may gain greater
familiarity with AI and shift information priorities after repeated
exposure and use. Future research should adopt longitudinal
study designs to examine how patient information needs,
preferences, trust, and acceptance evolve over time and across
different stages of their health care journey.

The information elements presented to participants were
informed by our prior qualitative research; however, they may
not fully reflect the complete range of information that could
appear on an actual AI device label. In addition, because our
study focused solely on the informational content of AI labels,
the format, layout, and visual design of the label prototypes
were simplified and standardized for ease of delivery through
a web-based survey and may not fully reflect the look or feel
of AI device labels used in real-world clinical practices. Future
research is needed to examine how variations in display format
(eg, static vs interactive), information modality (eg, textual vs
infographic), delivery channel (eg, digital vs printed), and timing
(eg, previsit, point-of-care, postvisit) influence patient
comprehension, trust, and decision-making regarding AI
technologies in health care. Finally, it is critical to involve
patients in co-designing and testing AI communication strategies
to ensure that the materials are accessible, engaging, and aligned
with the needs and preferences of diverse patient populations.

Conclusions
Through experimental studies, our research underscores the
critical importance of transparent and accessible patient-facing
information about AI devices and their impact on patient trust
and acceptance. Information on HCP oversight, regulatory
approval, device performance, and its added value emerged as
pivotal factors influencing patient decision-making. Tailoring
communication to meet the diverse needs and preferences of
patient subgroups is essential for effective and equitable AI
adoption in health care. Patient-centered communication
strategies, coupled with comprehensive education for HCPs,
would ensure that AI technologies are integrated into health
care in a way that empowers patients to make informed choices
and support overall patient care.

 

Funding
This work was supported by the US Food and Drug Administration (FDA) of the US Department of Health and Human Services
(HHS), award number U01FD005938, totaling US $712,431 with 100% funded by FDA/HHS. The FDA/HHS had no role in
study design, data collection and analysis, decision to publish, or preparation of the manuscript. The contents are those of the
authors and do not necessarily represent the official views of, nor an endorsement by, FDA/HHS, or the US government.

Conflicts of Interest
This research was supported by the Food and Drug Administration (FDA) through the Center of Excellence in Regulatory Science
and Innovation (CERSI) grant to Yale University and Mayo Clinic. XZ offers scientific input to research studies through a
contracted services agreement between Mayo Clinic and Exact Sciences. MM and JEM received research grants from Arnold
Ventures through Yale University. JEM serves on Alexion Pharmaceuticals Ethics Committee and is the founder of Bioethics
International. BAB offers scientific input to research studies through a contracted services agreement between Mayo Clinic and
Anumana, Inc. AMS, SAM, DWY, and JLR report no additional competing interests.

J Med Internet Res 2026 | vol. 28 | e75615 | p.1815https://www.jmir.org/2026/1/e75615
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 1
Choice sets.
[DOCX File, 21 KB - jmir_v28i1e75615_app1.docx ]

Multimedia Appendix 2
2IV8-3 fractional factorial experimental design.
[DOCX File, 21 KB - jmir_v28i1e75615_app2.docx ]

Multimedia Appendix 3
Subgroup differences in effects of information factors on the probability of the artificial intelligence device being trusted.
[DOCX File, 18 KB - jmir_v28i1e75615_app3.docx ]

Multimedia Appendix 4
Subgroup differences in effects of information factors on the probability of the artificial intelligence device being accepted.
[DOCX File, 20 KB - jmir_v28i1e75615_app4.docx ]

Checklist 1
CHERRIES checklist.
[DOCX File, 20 KB - jmir_v28i1e75615_app5.docx ]

References
1. Benjamens S, Dhunnoo P, Meskó B. The state of artificial intelligence-based FDA-approved medical devices and algorithms:

an online database. NPJ Digit Med 2020;3(1):118. [doi: 10.1038/s41746-020-00324-0] [Medline: 32984550]
2. Yu KH, Beam AL, Kohane IS. Artificial intelligence in healthcare. Nat Biomed Eng 2018 Oct;2(10):719-731. [doi:

10.1038/s41551-018-0305-z]
3. Secinaro S, Calandra D, Secinaro A, Muthurangu V, Biancone P. The role of artificial intelligence in healthcare: a structured

literature review. BMC Med Inform Decis Mak 2021 Dec;21(1):125. [doi: 10.1186/s12911-021-01488-9]
4. Johnson KW, Torres Soto J, Glicksberg BS, et al. Artificial Intelligence in cardiology. J Am Coll Cardiol 2018

Jun;71(23):2668-2679. [doi: 10.1016/j.jacc.2018.03.521]
5. Krittanawong C, Zhang H, Wang Z, Aydar M, Kitai T. Artificial intelligence in precision cardiovascular medicine. J Am

Coll Cardiol 2017 May;69(21):2657-2664. [doi: 10.1016/j.jacc.2017.03.571]
6. Lopez-Jimenez F, Attia Z, Arruda-Olson AM, et al. Artificial intelligence in cardiology: present and future. Mayo Clin

Proc 2020 May;95(5):1015-1039. [doi: 10.1016/j.mayocp.2020.01.038]
7. Young AT, Amara D, Bhattacharya A, Wei ML. Patient and general public attitudes towards clinical artificial intelligence:

a mixed methods systematic review. Lancet Digit Health 2021;3(9):e599-e611. [doi: 10.1016/S2589-7500(21)00132-1]
8. Moy S, Irannejad M, Manning SJ, et al. Patient perspectives on the use of artificial intelligence in health care: a scoping

review. J Patient Cent Res Rev 2024;11(1):51-62. [doi: 10.17294/2330-0698.2029] [Medline: 38596349]
9. Bala S, Keniston A, Burden M. Patient perception of plain-language medical notes generated using artificial intelligence

software: pilot mixed-methods study. JMIR Form Res 2020 Jun 5;4(6):e16670. [doi: 10.2196/16670] [Medline: 32442148]
10. Adams SJ, Tang R, Babyn P. Patient perspectives and priorities regarding artificial intelligence in radiology: opportunities

for patient-centered radiology. J Am Coll Radiol 2020 Aug;17(8):1034-1036. [doi: 10.1016/j.jacr.2020.01.007] [Medline:
32068006]

11. Palmisciano P, Jamjoom AAB, Taylor D, Stoyanov D, Marcus HJ. Attitudes of patients and their relatives toward artificial
intelligence in neurosurgery. World Neurosurg 2020 Jun;138:e627-e633. [doi: 10.1016/j.wneu.2020.03.029]

12. Nelson CA, Pérez-Chada LM, Creadore A, et al. Patient perspectives on the use of artificial intelligence for skin cancer
screening. JAMA Dermatol 2020 May 1;156(5):501. [doi: 10.1001/jamadermatol.2019.5014]

13. Tran VT, Riveros C, Ravaud P. Patients’ views of wearable devices and AI in healthcare: findings from the ComPaRe
e-cohort. NPJ Digit Med 2019;2(53):53. [doi: 10.1038/s41746-019-0132-y] [Medline: 31304399]

14. Lennartz S, Dratsch T, Zopfs D, Persigehl T, Maintz D, Große Hokamp N, et al. Use and control of artificial intelligence
in patients across the medical workflow: single-center questionnaire study of patient perspectives. J Med Internet Res
2021;23(2):e24221. [doi: 10.2196/24221]

15. McCradden MD, Sarker T, Paprica PA. Conditionally positive: a qualitative study of public perceptions about using health
data for artificial intelligence research. BMJ Open 2020;10(10). [doi: 10.1136/bmjopen-2020-039798]

16. Jutzi TB, Krieghoff-Henning EI, Holland-Letz T, et al. Artificial intelligence in skin cancer diagnostics: the patients’
perspective. Front Med (Lausanne) 2020;7(233):233. [doi: 10.3389/fmed.2020.00233] [Medline: 32671078]

17. Aggarwal R, Farag S, Martin G, Ashrafian H, Darzi A. Patient perceptions on data sharing and applying artificial intelligence
to health care data: cross-sectional survey. J Med Internet Res 2021;23(8):e26162. [doi: 10.2196/26162]

J Med Internet Res 2026 | vol. 28 | e75615 | p.1816https://www.jmir.org/2026/1/e75615
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app1.docx&filename=3346de33-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app1.docx&filename=3346de33-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app2.docx&filename=33584351-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app2.docx&filename=33584351-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app3.docx&filename=3369f691-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app3.docx&filename=3369f691-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app4.docx&filename=337c1f01-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app4.docx&filename=337c1f01-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app5.docx&filename=338cc0d1-efef-11f0-992c-1dd8151c402c.docx
https://jmir.org/api/download?alt_name=jmir_v28i1e75615_app5.docx&filename=338cc0d1-efef-11f0-992c-1dd8151c402c.docx
http://dx.doi.org/10.1038/s41746-020-00324-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32984550&dopt=Abstract
http://dx.doi.org/10.1038/s41551-018-0305-z
http://dx.doi.org/10.1186/s12911-021-01488-9
http://dx.doi.org/10.1016/j.jacc.2018.03.521
http://dx.doi.org/10.1016/j.jacc.2017.03.571
http://dx.doi.org/10.1016/j.mayocp.2020.01.038
http://dx.doi.org/10.1016/S2589-7500(21)00132-1
http://dx.doi.org/10.17294/2330-0698.2029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38596349&dopt=Abstract
http://dx.doi.org/10.2196/16670
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32442148&dopt=Abstract
http://dx.doi.org/10.1016/j.jacr.2020.01.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32068006&dopt=Abstract
http://dx.doi.org/10.1016/j.wneu.2020.03.029
http://dx.doi.org/10.1001/jamadermatol.2019.5014
http://dx.doi.org/10.1038/s41746-019-0132-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31304399&dopt=Abstract
http://dx.doi.org/10.2196/24221
http://dx.doi.org/10.1136/bmjopen-2020-039798
http://dx.doi.org/10.3389/fmed.2020.00233
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32671078&dopt=Abstract
http://dx.doi.org/10.2196/26162
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Richardson JP, Smith C, Curtis S, Watson S, Zhu X, Barry B, et al. Patient apprehensions about the use of artificial
intelligence in healthcare. NPJ Digit Med 2021;4(1):140. [doi: 10.1038/s41746-021-00509-1]

19. Musbahi O, Syed L, Le Feuvre P, Cobb J, Jones G. Public patient views of artificial intelligence in healthcare: a nominal
group technique study. Digit Health 2021;7:20552076211063682. [doi: 10.1177/20552076211063682] [Medline: 34950499]

20. Lennox-Chhugani N, Chen Y, Pearson V, Trzcinski B, James J. Women’s attitudes to the use of AI image readers: a case
study from a national breast screening programme. BMJ Health Care Inform 2021 Mar;28(1). [doi:
10.1136/bmjhci-2020-100293]

21. Brereton TA, Malik MM, Lifson M, Greenwood JD, Peterson KJ, Overgaard SM. The role of artificial intelligence model
documentation in translational science: scoping review. Interact J Med Res 2023 Jul 14;12:e45903. [doi: 10.2196/45903]

22. Mitchell M, Wu S, Zaldivar A, et al. Model cards for model reporting. Presented at: Proceedings of the Conference on
Fairness, Accountability, and Transparency; Jan 29-31, 2019. [doi: 10.1145/3287560.3287596]

23. Gebru T, Morgenstern J, Vecchione B, et al. Datasheets for datasets. Commun ACM 2021 Dec;64(12):86-92. [doi:
10.1145/3458723]

24. Holland S, Hosny A, Newman S, Joseph J, Chmielinski K. The dataset nutrition label. Data Prot Privacy 2020;12(12):1-26.
[doi: 10.5040/9781509932771.ch-001]

25. Sendak MP, Gao M, Brajer N, Balu S. Presenting machine learning model information to clinical end users with model
facts labels. NPJ Digit Med 2020;3(1):41. [doi: 10.1038/s41746-020-0253-3] [Medline: 32219182]

26. Robinson R, Liday C, Lee S, et al. Artificial intelligence in health care-understanding patient information needs and designing
comprehensible transparency: qualitative study. JMIR AI 2023;2:e46487. [doi: 10.2196/46487] [Medline: 38333424]

27. Zhang Z, Genc Y, Wang D, Ahsen ME, Fan X. Effect of AI explanations on human perceptions of patient-facing AI-powered
healthcare systems. J Med Syst 2021 May 4;45(6):64. [doi: 10.1007/s10916-021-01743-6] [Medline: 33948743]

28. Kostick-Quenet K, Lang BH, Smith J, Hurley M, Blumenthal-Barby J. Trust criteria for artificial intelligence in health:
normative and epistemic considerations. J Med Ethics 2024 Jul 23;50(8):544-551. [doi: 10.1136/jme-2023-109338] [Medline:
37979976]

29. Martin RW, Brogård Andersen S, O’Brien MA, Bravo P, Hoffmann T, Olling K, et al. Providing balanced information
about options in patient decision aids: an update from the international patient decision aid standards. Med Decis Making
2021;41(7):780-800. [doi: 10.1177/0272989X211021397]

30. Swar B, Hameed T, Reychav I. Information overload, psychological ill-being, and behavioral intention to continue online
healthcare information search. Comput Human Behav 2017 May;70:416-425. [doi: 10.1016/j.chb.2016.12.068]

31. Kelly B, O’Donoghue A, Parvanta S, et al. Effects of additional context information in prescription drug information sheets
on comprehension and risk and efficacy perceptions. J Pharm Policy Pract 2022 Mar 1;15(1):15. [doi:
10.1186/s40545-021-00386-9] [Medline: 35232474]

32. Bester J, Cole CM, Kodish E. The limits of informed consent for an overwhelmed patient: clinicians’ role in protecting
patients and preventing overwhelm. AMA J Ethics 2016 Sep 1;18(9):869-886. [doi:
10.1001/journalofethics.2016.18.9.peer2-1609] [Medline: 27669132]

33. Mello MM, Char D, Xu SH. Ethical obligations to inform patients about use of AI tools. JAMA 2025 Sep 2;334(9):767.
[doi: 10.1001/jama.2025.11417]

34. Yoo DW, Stroud AM, Zhu X, Miller JE, Barry B. Toward patient-centered AI fact labels: leveraging extrinsic trust cues.
DIS (Des Interact Syst Conf) 2025:676-690. [doi: 10.1145/3715336.3735758]

35. Poursabzi-Sangdeh F, Goldstein DG, Hofman JM, Wortman Vaughan JW, Wallach H. Manipulating and measuring model
interpretability. Presented at: Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems; May
6-13, 2021. [doi: 10.1145/3411764.3445315]

36. Elgin CY, Elgin C. Ethical implications of AI-driven clinical decision support systems on healthcare resource allocation:
a qualitative study of healthcare professionals’ perspectives. BMC Med Ethics 2024;25(1):148. [doi:
10.1186/s12910-024-01151-8]

37. Device labeling. US Food and Drug Administration. URL: https://www.fda.gov/medical-devices/overview-device-regulation/
device-labeling [accessed 2024-12-20]

38. Mooghali M, Stroud AM, Yoo DW, Barry BA, Grimshaw AA, Ross JS, et al. Trustworthy and ethical AI-enabled
cardiovascular care: a rapid review. BMC Med Inform Decis Mak 2024;24(1):247. [doi: 10.1186/s12911-024-02653-6]

39. Stroud A, Minteer S, Zhu X, Ridgeway J, Miller J, Barry B. Patient information needs for transparent and trustworthy
cardiovascular artificial intelligence: a qualitative study. PLOS Digit Health 2025;4(4):e0000826. [doi:
10.1371/journal.pdig.0000826]

40. Sheringham J, Kuhn I, Burt J. The use of experimental vignette studies to identify drivers of variations in the delivery of
health care: a scoping review. BMC Med Res Methodol 2021;21(1):81. [doi: 10.1186/s12874-021-01247-4]

41. Evans SC, Roberts MC, Keeley JW, et al. Vignette methodologies for studying clinicians’ decision-making: validity, utility,
and application in ICD-11 field studies. Int J Clin Health Psychol 2015;15(2):160-170. [doi: 10.1016/j.ijchp.2014.12.001]
[Medline: 30487833]

42. Atzmüller C, Steiner PM. Experimental vignette studies in survey research. Methodology (Gott) 2010 Jan;6(3):128-138.
[doi: 10.1027/1614-2241/a000014]

J Med Internet Res 2026 | vol. 28 | e75615 | p.1817https://www.jmir.org/2026/1/e75615
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1038/s41746-021-00509-1
http://dx.doi.org/10.1177/20552076211063682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34950499&dopt=Abstract
http://dx.doi.org/10.1136/bmjhci-2020-100293
http://dx.doi.org/10.2196/45903
http://dx.doi.org/10.1145/3287560.3287596
http://dx.doi.org/10.1145/3458723
http://dx.doi.org/10.5040/9781509932771.ch-001
http://dx.doi.org/10.1038/s41746-020-0253-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32219182&dopt=Abstract
http://dx.doi.org/10.2196/46487
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38333424&dopt=Abstract
http://dx.doi.org/10.1007/s10916-021-01743-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33948743&dopt=Abstract
http://dx.doi.org/10.1136/jme-2023-109338
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37979976&dopt=Abstract
http://dx.doi.org/10.1177/0272989X211021397
http://dx.doi.org/10.1016/j.chb.2016.12.068
http://dx.doi.org/10.1186/s40545-021-00386-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35232474&dopt=Abstract
http://dx.doi.org/10.1001/journalofethics.2016.18.9.peer2-1609
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27669132&dopt=Abstract
http://dx.doi.org/10.1001/jama.2025.11417
http://dx.doi.org/10.1145/3715336.3735758
http://dx.doi.org/10.1145/3411764.3445315
http://dx.doi.org/10.1186/s12910-024-01151-8
https://www.fda.gov/medical-devices/overview-device-regulation/device-labeling
https://www.fda.gov/medical-devices/overview-device-regulation/device-labeling
http://dx.doi.org/10.1186/s12911-024-02653-6
http://dx.doi.org/10.1371/journal.pdig.0000826
http://dx.doi.org/10.1186/s12874-021-01247-4
http://dx.doi.org/10.1016/j.ijchp.2014.12.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30487833&dopt=Abstract
http://dx.doi.org/10.1027/1614-2241/a000014
http://www.w3.org/Style/XSL
http://www.renderx.com/


43. van Vliet LM, van der Wall E, Albada A, Spreeuwenberg PMM, Verheul W, Bensing JM. The validity of using analogue
patients in practitioner–patient communication research: systematic review and meta-analysis. J Gen Intern Med 2012
Nov;27(11):1528-1543. [doi: 10.1007/s11606-012-2111-8]

44. Merlo G, van Driel M, Hall L. Systematic review and validity assessment of methods used in discrete choice experiments
of primary healthcare professionals. Health Econ Rev 2020 Dec 9;10(1):39. [doi: 10.1186/s13561-020-00295-8] [Medline:
33296066]

45. Quaife M, Terris-Prestholt F, Di Tanna GL, Vickerman P. How well do discrete choice experiments predict health choices?
A systematic review and meta-analysis of external validity. Eur J Health Econ 2018 Nov;19(8):1053-1066. [doi:
10.1007/s10198-018-0954-6] [Medline: 29380229]

46. Soekhai V, Bekker-Grob EW, Ellis AR, Vass CM. Discrete choice experiments in health economics: past, present and
future. Pharmacoeconomics 2019;37(2):201-226. [doi: 10.1007/s40273-018-0734-2]

47. Ryan M, Gerard K. Discrete choice experiments in health economics: a review of the literature. Health Econ
2012;21(2):145-172. [doi: 10.1002/hec.1697]

48. Vanniyasingam T, Cunningham CE, Foster G, Thabane L. Simulation study to determine the impact of different design
features on design efficiency in discrete choice experiments. BMJ Open 2016;6(7):e011985. [doi:
10.1136/bmjopen-2016-011985]

49. Traets F, Sanchez DG, Vandebroek M. Generating optimal designs for discrete choice experiments in R: the idefix package.
J Stat Softw 2020 Nov;96(3). [doi: 10.18637/jss.v096.i03]

50. Carlsson F, Martinsson P. Design techniques for stated preference methods in health economics. Health Econ
2003;12(4):281-294. [doi: 10.1002/hec.729]

51. Burgess L, Street DJ. Optimal designs for choice experiments with asymmetric attributes. J Stat Plan Inference 2005
Sep;134(1):288-301. [doi: 10.1016/j.jspi.2004.03.021]

52. Szinay D, Cameron R, Naughton F, Whitty JA, Brown J, Jones A. Understanding uptake of digital health products:
methodology tutorial for a discrete choice experiment using the Bayesian efficient design. J Med Internet Res 2021 Oct
11;23(10):e32365. [doi: 10.2196/32365] [Medline: 34633290]

53. Grömping U. R Package FrF2 for creating and analyzing fractional factorial 2-level designs. J Stat Softw 2014 Jan;56(1):1-56.
[doi: 10.18637/jss.v056.i01]

54. Cacioppo JT, Petty RE. The need for cognition. J Pers Soc Psychol 1982;42(1):116-131. [doi: 10.1037/0022-3514.42.1.116]
55. Lins de Holanda Coelho G, H P Hanel P, J Wolf L. The very efficient assessment of need for cognition: developing a

six-item version. Assessment 2020 Dec;27(8):1870-1885. [doi: 10.1177/1073191118793208] [Medline: 30095000]
56. Thompson HS, Valdimarsdottir HB, Winkel G, Jandorf L, Redd W. The Group-Based Medical Mistrust Scale: psychometric

properties and association with breast cancer screening. Prev Med 2004 Feb;38(2):209-218. [doi:
10.1016/j.ypmed.2003.09.041]

57. Morris NS, MacLean CD, Chew LD, Littenberg B. The Single Item Literacy Screener: evaluation of a brief instrument to
identify limited reading ability. BMC Fam Pract 2006 Mar 24;7(1):21. [doi: 10.1186/1471-2296-7-21] [Medline: 16563164]

58. McNaughton CD, Cavanaugh KL, Kripalani S, Rothman RL, Wallston KA. Validation of a Short, 3-Item Version of the
Subjective Numeracy Scale. Med Decis Making 2015 Nov;35(8):932-936. [doi: 10.1177/0272989X15581800] [Medline:
25878195]

59. Fagerlin A, Zikmund-Fisher BJ, Ubel PA, Jankovic A, Derry HA, Smith DM. Measuring numeracy without a math test:
development of the Subjective Numeracy Scale. Med Decis Making 2007;27(5):672-680. [doi: 10.1177/0272989X07304449]
[Medline: 17641137]

60. Gierisch JM, Earp JA, Brewer NT, Rimer BK. Longitudinal predictors of nonadherence to maintenance of mammography.
Cancer Epidemiol Biomarkers Prev 2010 Apr 1;19(4):1103-1111. [doi: 10.1158/1055-9965.EPI-09-1120]

61. de Bekker-Grob EW, Donkers B, Jonker MF, Stolk EA. Sample size requirements for discrete-choice experiments in
healthcare: a practical guide. Patient 2015 Oct;8(5):373-384. [doi: 10.1007/s40271-015-0118-z]

62. Harris PA, Scott KW, Lebo L, Hassan N, Lightner C, Pulley J. ResearchMatch: a national registry to recruit volunteers for
clinical research. Acad Med 2012 Jan;87(1):66-73. [doi: 10.1097/ACM.0b013e31823ab7d2] [Medline: 22104055]

63. R Core Team. R: a language and environment for statistical computing. : R Foundation for Statistical Computing; 2023
URL: https://www.R-project.org/ [accessed 2025-12-08]

64. Wickham H, Averick M, Bryan J, et al. Welcome to the Tidyverse. JOSS 2019;4(43):1686. [doi: 10.21105/joss.01686]
65. Bates D, Mächler M, Bolker B, Walker S. Fitting linear mixed-effects models using lme4. J Stat Softw 2015 Oct;67(1).

[doi: 10.18637/jss.v067.i01]
66. Christensen RHB. Ordinal—regression models for ordinal data. The Comprehensive R Archive Network. URL: https:/

/CRAN.R-project.org/package=ordinal [accessed 2025-12-08]
67. Arel-Bundock V. Marginaleffects: predictions, comparisons, slopes, marginal means, and hypothesis tests. The Comprehensive

R Archive Network. URL: https://CRAN.R-project.org/package=marginaleffects [accessed 2025-12-08]
68. Eysenbach G. Improving the quality of web surveys: the Checklist for Reporting Results of Internet E-Surveys (CHERRIES).

J Med Internet Res 2004;6(3):e34. [doi: 10.2196/jmir.6.3.e34]

J Med Internet Res 2026 | vol. 28 | e75615 | p.1818https://www.jmir.org/2026/1/e75615
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1007/s11606-012-2111-8
http://dx.doi.org/10.1186/s13561-020-00295-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33296066&dopt=Abstract
http://dx.doi.org/10.1007/s10198-018-0954-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29380229&dopt=Abstract
http://dx.doi.org/10.1007/s40273-018-0734-2
http://dx.doi.org/10.1002/hec.1697
http://dx.doi.org/10.1136/bmjopen-2016-011985
http://dx.doi.org/10.18637/jss.v096.i03
http://dx.doi.org/10.1002/hec.729
http://dx.doi.org/10.1016/j.jspi.2004.03.021
http://dx.doi.org/10.2196/32365
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34633290&dopt=Abstract
http://dx.doi.org/10.18637/jss.v056.i01
http://dx.doi.org/10.1037/0022-3514.42.1.116
http://dx.doi.org/10.1177/1073191118793208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30095000&dopt=Abstract
http://dx.doi.org/10.1016/j.ypmed.2003.09.041
http://dx.doi.org/10.1186/1471-2296-7-21
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16563164&dopt=Abstract
http://dx.doi.org/10.1177/0272989X15581800
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25878195&dopt=Abstract
http://dx.doi.org/10.1177/0272989X07304449
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17641137&dopt=Abstract
http://dx.doi.org/10.1158/1055-9965.EPI-09-1120
http://dx.doi.org/10.1007/s40271-015-0118-z
http://dx.doi.org/10.1097/ACM.0b013e31823ab7d2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22104055&dopt=Abstract
https://www.R-project.org/
http://dx.doi.org/10.21105/joss.01686
http://dx.doi.org/10.18637/jss.v067.i01
https://CRAN.R-project.org/package=ordinal
https://CRAN.R-project.org/package=ordinal
https://CRAN.R-project.org/package=marginaleffects
http://dx.doi.org/10.2196/jmir.6.3.e34
http://www.w3.org/Style/XSL
http://www.renderx.com/


69. Ratti E, Morrison M, Jakab I. Ethical and social considerations of applying artificial intelligence in healthcare—a two-pronged
scoping review. BMC Med Ethics 2025 May 27;26(1):68. [doi: 10.1186/s12910-025-01198-1] [Medline: 40420080]

70. Wendler D. Deceiving research participants: is it inconsistent with valid consent? J Med Philos 2022 Nov 5;47(4):558-571.
[doi: 10.1093/jmp/jhac014]

71. Burton JW, Stein MK, Jensen TB. A systematic review of algorithm aversion in augmented decision making. Behav Decision
Making 2020 Apr;33(2):220-239. [doi: 10.1002/bdm.2155]

72. Dietvorst BJ, Simmons JP, Massey C. Algorithm aversion: people erroneously avoid algorithms after seeing them err. J
Exp Psychol Gen 2015 Feb;144(1):114-126. [doi: 10.1037/xge0000033] [Medline: 25401381]

73. Dietvorst BJ, Bharti S. People reject algorithms in uncertain decision domains because they have diminishing sensitivity
to forecasting error. Psychol Sci 2020 Oct;31(10):1302-1314. [doi: 10.1177/0956797620948841] [Medline: 32916083]

74. Castelo N, Bos MW, Lehmann DR. Task-dependent algorithm aversion. J Mark Res 2019 Oct;56(5):809-825. [doi:
10.1177/0022243719851788]

75. Dietvorst BJ, Simmons JP, Massey C. Overcoming algorithm aversion: people will use imperfect algorithms if they can
(even slightly) modify them. Manage Sci 2018 Mar;64(3):1155-1170. [doi: 10.1287/mnsc.2016.2643]

76. Nong P, Ji M. Expectations of healthcare AI and the role of trust: understanding patient views on how AI will impact cost,
access, and patient-provider relationships. J Am Med Inform Assoc 2025 May 1;32(5):795-799. [doi: 10.1093/jamia/ocaf031]

77. Longoni C, Bonezzi A, Morewedge CK. Resistance to medical artificial intelligence. J Consum Res 2019 Dec
1;46(4):629-650. [doi: 10.1093/jcr/ucz013]

78. Cai CJ, Reif E, Hegde N, et al. Human-centered tools for coping with imperfect algorithms during medical decision-making.
Presented at: Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems; May 2-9, 2019. [doi:
10.1145/3290605.3300234]

79. Lee JD, See KA. Trust in automation: designing for appropriate reliance. Hum Factors 2004 Jan 1;46(1):50-80. [doi:
10.1518/hfes.46.1.50_30392]

80. Wischnewski M, Krämer N, Müller E. Measuring and understanding trust calibrations for automated systems: a survey of
the state-of-the-art and future directions. Presented at: CHI ’23; Apr 23-28, 2023. [doi: 10.1145/3544548.3581197]

81. Chaiken S. Heuristic versus systematic information processing and the use of source versus message cues in persuasion. J
Pers Soc Psychol 1980;39(5):752-766. [doi: 10.1037/0022-3514.39.5.752]

82. Chen S, Duckworth K, Chaiken S. Motivated heuristic and systematic processing. Psychol Inq 1999 Jan;10(1):44-49. [doi:
10.1207/s15327965pli1001_6]

83. Chaiken S, Ledgerwood A. A theory of heuristic and systematic information processing. In: Handbook of Theories of Social
Psychology 2012, Vol. 1:246-266. [doi: 10.4135/9781446249215.n13]

84. Felzmann H, Fosch-Villaronga E, Lutz C, Tamò-Larrieux A. Towards transparency by design for artificial intelligence.
Sci Eng Ethics 2020 Dec;26(6):3333-3361. [doi: 10.1007/s11948-020-00276-4] [Medline: 33196975]

85. Stoll M, Kerwer M, Lieb K, Chasiotis A. Plain language summaries: a systematic review of theory, guidelines and empirical
research. PLoS One 2022;17(6):e0268789. [doi: 10.1371/journal.pone.0268789] [Medline: 35666746]

86. Galmarini E, Marciano L, Schulz PJ. The effectiveness of visual-based interventions on health literacy in health care: a
systematic review and meta-analysis. BMC Health Serv Res 2024;24(1):718. [doi: 10.1186/s12913-024-11138-1]

87. Wang T, Voss JG. Effectiveness of pictographs in improving patient education outcomes: a systematic review. Health Educ
Res 2021 Mar 23;36(1):9-40. [doi: 10.1093/her/cyaa046]

88. Liu X. Use of metaphor in provider-patient communication in medical settings: a systematic review. Patient Educ Couns
2025 Aug;137:109184. [doi: 10.1016/j.pec.2025.109184]

89. King J, Meinhardt C. Rethinking privacy in the ai era policy provocations for a data-centric world. SSRN J 2024 Feb 22.
[doi: 10.2139/ssrn.5446957]

90. Williamson SM, Prybutok V. Balancing privacy and progress: a review of privacy challenges, systemic oversight, and
patient perceptions in ai-driven healthcare. Appl Sci (Basel) 2024;14(2):675. [doi: 10.3390/app14020675]

91. Asan O, Bayrak AE, Choudhury A. Artificial intelligence and human trust in healthcare: focus on clinicians. J Med Internet
Res 2020 Jun 19;22(6):e15154. [doi: 10.2196/15154] [Medline: 32558657]

92. Young A, Tordoff J, Smith A. “What do patients want?” Tailoring medicines information to meet patients’ needs. Res
Social Adm Pharm 2017 Nov;13(6):1186-1190. [doi: 10.1016/j.sapharm.2016.10.006] [Medline: 27818214]

93. Smets EMA, Menichetti J, Lie HC, Gerwing J. What do we mean by “tailoring” of medical information during clinical
interactions? Patient Educ Couns 2024 Feb;119:108092. [doi: 10.1016/j.pec.2023.108092]

94. Adus S, Macklin J, Pinto A. Exploring patient perspectives on how they can and should be engaged in the development of
artificial intelligence (AI) applications in health care. BMC Health Serv Res 2023 Oct 26;23(1):1163. [doi:
10.1186/s12913-023-10098-2] [Medline: 37884940]

Abbreviations
AI: artificial intelligence
AME: average marginal effect

J Med Internet Res 2026 | vol. 28 | e75615 | p.1819https://www.jmir.org/2026/1/e75615
(page number not for citation purposes)

Zhu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1186/s12910-025-01198-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=40420080&dopt=Abstract
http://dx.doi.org/10.1093/jmp/jhac014
http://dx.doi.org/10.1002/bdm.2155
http://dx.doi.org/10.1037/xge0000033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25401381&dopt=Abstract
http://dx.doi.org/10.1177/0956797620948841
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32916083&dopt=Abstract
http://dx.doi.org/10.1177/0022243719851788
http://dx.doi.org/10.1287/mnsc.2016.2643
http://dx.doi.org/10.1093/jamia/ocaf031
http://dx.doi.org/10.1093/jcr/ucz013
http://dx.doi.org/10.1145/3290605.3300234
http://dx.doi.org/10.1518/hfes.46.1.50_30392
http://dx.doi.org/10.1145/3544548.3581197
http://dx.doi.org/10.1037/0022-3514.39.5.752
http://dx.doi.org/10.1207/s15327965pli1001_6
http://dx.doi.org/10.4135/9781446249215.n13
http://dx.doi.org/10.1007/s11948-020-00276-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33196975&dopt=Abstract
http://dx.doi.org/10.1371/journal.pone.0268789
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35666746&dopt=Abstract
http://dx.doi.org/10.1186/s12913-024-11138-1
http://dx.doi.org/10.1093/her/cyaa046
http://dx.doi.org/10.1016/j.pec.2025.109184
http://dx.doi.org/10.2139/ssrn.5446957
http://dx.doi.org/10.3390/app14020675
http://dx.doi.org/10.2196/15154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32558657&dopt=Abstract
http://dx.doi.org/10.1016/j.sapharm.2016.10.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27818214&dopt=Abstract
http://dx.doi.org/10.1016/j.pec.2023.108092
http://dx.doi.org/10.1186/s12913-023-10098-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37884940&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


CHERRIES: Checklist for Reporting Results of Internet E-Surveys
DCE: discrete choice experiment
HCP: health care provider
IRB: institutional review board
ML: machine learning
OR: odds ratio
SPFE: single profile factorial experiment
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Abstract

Background: The rapid growth of social media as an information channel has enabled the swift spread of inaccurate or false
health information, significantly impacting public health. This widespread dissemination of misinformation has caused confusion,
eroded trust in health authorities, led to noncompliance with health guidelines, and encouraged risky health behaviors. Understanding
the dynamics of misinformation on social media is essential for devising effective public health communication strategies.

Objective: This study aims to present a comprehensive and automated approach that leverages large language models (LLMs)
and machine learning techniques to detect misinformation on social media, uncover the underlying causes and themes, and
generate refutation arguments, facilitating control of its spread and promoting public health outcomes by inoculating people
against health misinformation.

Methods: We use 2 datasets to train 3 LLMs, namely, BERT, T5, and GPT-2, to classify documents into 2 categories:
misinformation and nonmisinformation. In addition, we use a separate dataset to identify misinformation topics. To analyze these
topics, we applied 3 topic modeling algorithms—Latent Dirichlet Allocation, Top2Vec, and BERTopic—and selected the optimal
model based on performance evaluated across 3 metrics. Using a prompting approach, we extract sentence-level representations
for the topics to uncover their underlying themes. Finally, we design a prompt text capable of identifying misinformation themes
effectively.

Results: The trained BERT model demonstrated exceptional performance, achieving 98% accuracy in classifying misinformation
and nonmisinformation, with a 44% reduction in false-positive rates for artificial intelligence–generated misinformation. Among
the 3 topic modeling approaches used, BERTopic outperformed the others, achieving the highest metrics with a Coherence Value
of 0.41, Normalized Pointwise Mutual Information of −0.086, and Inverse Rank-Biased Overlap of 0.99. To address the issue of
unclassified documents, we developed an algorithm to assign each document to its closest topic. In addition, we proposed a novel
method using prompt engineering to generate sentence-level representations for each topic, achieving a 99.6% approval rate as
“appropriate” or “somewhat appropriate” by 3 independent raters. We further designed a prompt text to identify themes of
misinformation topics and developed another prompt capable of detecting misinformation themes with 82% accuracy.

Conclusions: This study presents a comprehensive and automated approach to addressing health misinformation on social media
using advanced machine learning and natural language processing techniques. By leveraging LLMs and prompt engineering, the
system effectively detects misinformation, identifies underlying themes, and provides explanatory responses to combat its spread.
The proposed method was tested on an English language COVID-19–related dataset and has not been evaluated on real-world
online social media data; the experiments were conducted offline.

(J Med Internet Res 2026;28:e75500)   doi:10.2196/75500
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Introduction

Misinformation and inaccurate beliefs and knowledge about
health can substantially undermine well-being by fueling
confusion, eroding trust in reliable medical advice, and
prompting risky behaviors such as rejecting vaccines, turning
to scientifically unproven home remedies, or neglecting
protective measures amid clear dangers [1-8]. These inaccuracies
often circulate rapidly via social media, exploiting emotional
narratives that overshadow fact-based content and leading
individuals to question the legitimacy of evidence-based
interventions [5,8-11]. Repeated exposure to misinformation
reduces health literacy and can reinforce people’s belief in
falsehoods, making them more likely to view credible health
authorities with skepticism [12-14]. As a result, misinformation
weakens the success of prevention and treatment strategies,
paving the way for heightened disease transmission, avoidable
complications, and deteriorating outcomes at both individual
and community levels [15-18].

An illustration comes from the COVID-19 pandemic, which
saw an unprecedented surge of misinformation and conspiracy
theories—labeled an “infodemic” by the World Health
Organization (WHO) [1,12]. False remedies, unverified claims
on the origins of the virus, and politicized narratives about
preventive measures severely hampered containment efforts
[19-21]. While proven strategies such as mask wearing,
vaccination, and physical distancing were promoted by scientific
authorities, social media rumors cast doubt on vaccine safety
and the reality of the virus itself, discouraging people from
getting vaccinated or seeking appropriate medical care [2,22-24].
This breakdown in adherence prolonged outbreaks, overloaded
health infrastructures, and ultimately jeopardized global health
and economic stability [25].

A parallel can be drawn from discussions around the human
papillomavirus (HPV) vaccine, which has proven crucial in
preventing various HPV-related cancers, including cervical
cancer that claims thousands of lives each year [26-29].
Widespread misinformation about adverse effects and
conspiracies regarding its necessity led to a significant portion
of unvaccinated adolescents, heightening the likelihood of HPV
infection and future malignancies [30]. This trend not only
increased the burden on public health systems but also
underscored the power of misinformation to undermine trust in
legitimate medical counsel.

In recent years, social media has become a central and highly
accessible source of information for millions of users worldwide
[31]. However, its ability to rapidly disseminate
content—including unfounded claims—creates fertile ground
for large-scale propagation of misinformation. Given the sheer
volume of posts, manual monitoring and analysis of such content
are impractical [31,32] Consequently, developing and using
automated, data-driven methods to understand and manage the
dynamics of digital misinformation are essential for preserving
accurate information and safeguarding public trust.

In this study, we propose an automated system designed to
identify whether a given text contains misinformation. If
misinformation is detected, the system analyzes the theme of

the misinformation and provides a refutation argument
(inoculation) to help prevent its spread on social media and
enhance public health awareness. To achieve this, we leverage
a large language model (LLM) to detect misinformation
effectively. Furthermore, we demonstrate that enriching datasets
significantly improves the detection of misinformation generated
by both humans and AI. Recent advances in LLMs, such as
ChatGPT, have enabled the generation of increasingly
sophisticated misinformation, which poses challenges for
traditional machine learning (ML) methods in distinguishing
AI-generated misinformation [33,34]. While prior research has
highlighted the effectiveness of deep learning methods in
classifying health-related misinformation, these efforts have
predominantly focused on content generated by humans [35,36].
Moreover, our proposed process generates sentence-level
descriptions of misinformation topics, eliminating the need for
manual interpretation. However, prior approaches relied on
ML-based methods that produced word-level topic
representations, which required manual interpretation to form
coherent sentence-level topics—introducing potential human
errors and subjective biases [1,22]. Similar challenges arise in
other ML-based applications, such as optimizing models in
industries where manual calibration of parameters can lead to
inefficiencies and errors. For example, recent research has
demonstrated that data-driven models can enhance predictive
accuracy and automate decision-making, reducing human
intervention in systems that rely on complex data streams
[37-40]. Inspired by these advances, our process generates
sentence-level descriptions of misinformation topics, eliminating
the need for manual interpretation. In addition, we introduce an
algorithm to assign documents to the most relevant topics. This
addresses the limitation of many ML-based topic modeling
algorithms, which often leave some documents unclassified.
Our process also identifies overarching themes of
misinformation topics automatically, providing a high-level
understanding of the underlying reasons for misinformation
categorization. Although the COVID-19 pandemic serves as
our illustrative case due to its scale and data availability, the
underlying challenges we address—rapid online spread,
emotionally charged narratives, and declining trust—are
common across other health contexts (eg, HPV vaccines) and
beyond. Our approach does not rely on COVID-specific lexicons
or handcrafted rules. Instead, the proposed Misinformation
Detection and Inoculation Process (MDIP) is domain-agnostic.
It ingests free English text, induces topics using standard models,
transforms word lists into sentence-level descriptors through
targeted LLM prompting, organizes them into hierarchical
themes (guided by coherence, diversity metrics, and generic
embeddings), and maps themes to refutation templates. Each
stage has the potential to be applied to other health domains
and misinformation settings, provided that the AI is properly
trained with the topic- or domain-specific data.

Many previous studies have focused on individual aspects of
the misinformation problem, such as detection or topic analysis
[1,35,41], but have not integrated these steps into a unified
framework for intervention. Our MDIP and Misinformation
Detection and Inoculation System (MDIS) frameworks unify
misinformation detection, topic modeling, thematic refutation,
and public health intervention into a single, automated
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workflow. This end-to-end approach enables health teams to
move beyond merely identifying misinformation to actively
and effectively countering it.

In the study by He et al [42], a method was proposed to generate
per-claim counterresponses. While generating responses tailored
to each specific piece of misinformation can be more informative
and persuasive, such approaches require paired datasets of
misinformation posts and response arguments for model
training—datasets that are difficult to construct. Moreover,
misinformation often mutates through paraphrasing and subtle
edits; claim-specific pipelines are fragile in the face of such
variation [43,44]. By contrast, our theme-level refutation
approach is robust to these surface changes. More recently,
LLM-based topic modeling approaches, such as TopicGPT [45]
and other methods [46,47], have leveraged the capabilities of
powerful pretrained models such as ChatGPT and LLaMA.
While these methods benefit from the models’ deep
understanding of language, they often require passing entire
documents through parameter-rich models, which leads to
increased latency and computational costs compared with
traditional pipelines. Furthermore, they typically yield only
single-level sets of word topics. In contrast, our hybrid
framework balances efficiency and expressiveness: we first use
a traditional topic inducer to efficiently uncover the underlying
structure and then apply LLM prompting (via ChatGPT) where
it provides the added value. Specifically, the LLM is used to
transform word lists into sentence-level topic labels and to
organize topics into hierarchical themes. This targeted use of
LLMs preserves computational efficiency while producing
richer, hierarchical, and deployment-ready representations that
are well suited for downstream tasks such as detection,
monitoring, and refutation.

Methods

Study Design
In this study, we propose the MDIP, a comprehensive framework
designed to analyze the dynamics of misinformation
automatically and develop an MDIS. The MDIS end-to-end
pipeline (1) flags misinformation, (2) explains what it is about
via topics and higher-level themes, and (3) returns a concise,
theme-matched refutation. The components are modular and
feed one another in a simple data flow. No step in MDIP and
MDIS uses disease-specific features; inputs are raw text and
model hyperparameters chosen by intrinsic criteria (topic
coherence and diversity). This makes the pipeline directly
applicable to other misinformation corpora after swapping in
the relevant documents. The MDIP framework is structured

into four interconnected sections, each addressing a critical
aspect of misinformation management:

1. Detect misinformation: Collect a labeled dataset and then
train LLMs to classify text documents as either
misinformation or nonmisinformation, providing a
foundation for identifying false narratives.

2. Misinformation topics: Here, a topic modeling algorithm
is applied to uncover the key topics within misinformation
datasets. This step helps categorize misinformation into
specific subject areas, enabling a better understanding of
its thematic structure.

3. Topic descriptions: This section uses prompt engineering
and the results of the previous section to enhance
interpretability by generating sentence-level representations
for each topic, moving beyond traditional word-level
outputs. These descriptive summaries provide meaningful
context for understanding the essence of each topic.

4. Provide refutation: In the final step, topic descriptions and
extracted themes are used to design a specific prompt that
identifies the underlying themes of misinformation. The
system then generates clear and contextually relevant
refutation arguments tailored to the detected misinformation
themes. These arguments are designed to counter false
narratives, improve public understanding, and mitigate the
spread of misinformation. The refutations are a key
component in the psychological inoculation-based
misinformation mitigation intervention. As a metaphor to
medical vaccination, the typical inoculation strategy consists
of an attack message (ie, as a small weakened or deactivated
dose of the virus) and refutation or counterarguments
against the attack message (ie, as the immune system’s
reaction to the vaccine when it is injected or otherwise
enters the human body) [48].

By integrating these components, MDIP enables the
development of MDIS, an intelligent and automated system
capable of detecting misinformation, identifying its themes, and
delivering refutations to combat its impact on public health.
The overall architecture of the proposed framework is illustrated
in Figure 1. Figure 1A outlines the 4 stages of the MDIP:
supervised detection of misinformation, topic modeling,
generation of interpretable topic descriptions, and theme-based
refutation. Figure 1B presents the end-to-end workflow of the
MDIS, which processes new text inputs to produce a
misinformation classification, assign the text to a thematic
category, and generate a matched refutation. Finally, Figure 1C
provides an example of the user-facing output, demonstrating
how the system delivers both a misinformation warning and a
concise, contextually relevant refutation.
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Figure 1. (A) Overview of the Misinformation Detection and Inoculation Process (MDIP) integrates four main stages: (1) misinformation detection
through supervised classification, (2) topic modeling of misinformation texts and assignment of outliers, (3) generation of interpretable topic descriptions
and aggregation into higher-level themes, and (4) theme detection and provision of theme-linked refutations via prompt engineering for detected
misinformation. (B) Misinformation Detection and Inoculation System (MDIS) workflow: For any new text, the system outputs (1) the misinformation
decision, (2) its most likely theme, and (3) a theme-matched refutation. (C) Example: Illustration of how the system delivers the final user-facing output,
providing a warning about misinformation and the matched refutation text. LLM: large language model.

Detect Misinformation
Misinformation detection in text documents has become a
critical area of research due to the growing prevalence of
misleading or false information online. To address this
challenge, we use classifiers based on LLMs. These LLMs are
trained to categorize text into 2 classes: misinformation and
nonmisinformation, as shown in the first part of Figure 1A.

Our classifier was trained using 2 complementary datasets, each
providing diverse linguistic characteristics to enhance
performance in detecting misinformation. The first dataset, the
AAAI 2021 Competition Dataset [49], consists of
misinformation sourced from social media platforms such as
Facebook and X (formerly known as Twitter). This dataset
reflects the informal, conversational style of social media,
characterized by casual tone, nonstandard grammar, and the use
of slang. The second dataset, COVID_19FNIR [50], includes
misinformation presented in formal, structured language,
offering a stark contrast to the informal nature of the first
dataset. By incorporating these 2 datasets, we trained 3 different
LLMs to detect misinformation effectively across a wide
spectrum of communication styles. The blend of informal and
formal language enabled the model to better generalize,
achieving improved accuracy and robustness in identifying
misinformation, whether generated by humans or artificial
intelligence (AI).

Traditionally, researchers collect human-written data from social
media platforms such as Twitter and Facebook, label them as
misinformation or nonmisinformation, and then train a deep
neural network to classify such documents [35,36,51,52].
However, recent studies have demonstrated that deep neural
networks trained exclusively on human-written datasets exhibit
weaker accuracy in detecting AI-generated misinformation
compared with human-written misinformation. This discrepancy
arises because AI-generated misinformation often adopts formal
language styles similar to accurate information shared by
credible sources such as the WHO and the Centers for Disease
Control and Prevention (CDC) on official social media accounts
[33,34].

In this research, by combining a dataset with formal language
and another with informal language (enriching the dataset with
different language types and more misinformation), we
demonstrate that LLMs achieve reasonable accuracy in detecting
AI-generated misinformation. This approach ensures better
generalization and robustness, bridging the gap in identifying
misinformation across diverse linguistic styles.

Misinformation Topics
As outlined in the second section of Figure 1A, our approach
involves 3 key steps. First, we collect misinformation data.
Next, we select and compare topic modeling algorithms based
on specific features and metrics to identify the most effective
model. Finally, we design an algorithm that assigns topics to
new or unclassified documents.
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To identify misinformation topics, we used one of the largest
datasets of verified COVID-19 claims, the IFCN dataset, which
has been extensively used in related research [41,53,54]. We
applied 3 topic modeling algorithms—Latent Dirichlet
Allocation (LDA) [55], Top2Vec [56,57], and BERTopic
[57,58]—to analyze this dataset.

To evaluate and compare the performance of these algorithms,
we selected 3 metrics: Coherence Value (CV) [59], Normalized
Pointwise Mutual Information (NPMI) [59], and Inverse
Rank-Biased Overlap (IRBO) [60]. CV and NPMI measure the
coherence of the topics, ensuring that they are logically
consistent, being human interpretable, and meaningful. IRBO,
on the other hand, evaluates the diversity of the topics generated
by the model, which is crucial for ensuring broad coverage of
the dataset’s content. Since our focus is on misinformation
within health-related social media data, coherence and diversity
are particularly important to ensure that topics are both
interpretable and representative.

After selecting the best-performing topic model, we developed
an algorithm to address the issue of unclassified documents.
This algorithm assigns topics to new or previously unassigned
documents, ensuring comprehensive topic coverage and
improved usability of the model for real-world applications.

Topic Description
Topic modeling algorithms typically produce word-level
representations for each topic. While these representations
provide insight into the most relevant words associated with a
topic, they often lack the semantic depth necessary to precisely
identify the specific topic within a document. This limitation
arises because word-level outputs fail to capture the context and
relationships between words that define the overarching theme
of a topic [51].

Recent advancements in LLMs have demonstrated their ability
to generate high-quality, contextually relevant outputs with
minimal or zero additional training by designing carefully
crafted inputs—referred to as prompt engineering [61].
Leveraging this capability, we address the limitations of
word-level representations by using prompt engineering
techniques to generate sentence-level representations for each
topic. These sentence-level representations capture the context
and essence of the topic, enabling a more accurate and
interpretable understanding of the document content.

Subsequently, these sentence-level representations are used to
identify and articulate the overarching themes of the topics, also
at the sentence level. This approach provides a more
comprehensive view of the thematic structure within the
document corpus. Finally, recognizing that all documents within
the dataset share a common underlying reason for being
classified as misinformation, we develop a tailored response
list for each topic theme. The third section of Figure 1A
illustrates these 3 steps.

Provide Refutation
In the final step of our proposed method, as illustrated in the
final part of Figure 1A, we identify the overarching theme of
misinformation and provide a corresponding response from a

preconstructed response list. This response list is developed in
the preceding step based on the identified themes.

To determine the themes of misinformation, we use prompt
engineering techniques. By designing carefully crafted and
contextually appropriate prompt text, we effectively extract the
underlying themes associated with misinformation. This
approach allows us to translate complex word-level or
sentence-level representations into meaningful thematic insights.

By identifying misinformation themes and providing precise,
theme-based responses, our method aims to enhance public
health knowledge and reduce the spread of misinformation.
This proactive approach not only mitigates the risks associated
with false or misleading information but also fosters a more
informed and resilient society.

Proposed System
Following the completion of four foundational steps—(1)
detecting misinformation, (2) identifying misinformation topics,
(3) describing topics, and (4) providing refutations—we develop
our comprehensive MDIS, which consists of three key
components.

1. Detection of misinformation: The system begins by
determining whether a given document is misinformation.

2. Identification of misinformation themes: If the document
is classified as misinformation, the system analyzes its
content to identify the underlying misinformation themes.
This process involves extracting thematic representations
that provide a clearer understanding of the document’s
misleading aspects.

3. Providing refutations: Finally, the system generates a
detailed refutation argument for the identified
misinformation themes. These arguments are derived from
a predesigned response list tailored to address specific
misinformation themes effectively.

All 3 components of the system are demonstrated with a
practical example, as illustrated in Figure 1B and C. This
example highlights how the system operates cohesively to detect
misinformation, uncover its thematic structure, and deliver
accurate refutations, ultimately contributing to a more informed
and resilient public.

Ethical Considerations
This study did not involve human participants, human tissue,
or the collection of identifiable private information by the
authors. All analyses were conducted on previously collected,
publicly available, and deidentified datasets, obtained solely
for research purposes. Specifically, the data sources include:
(1) the AAAI 2021 COVID-19 Fake News Detection
Competition dataset, originally released as part of the AAAI
Conference on Artificial Intelligence shared task, in which all
social media content was anonymized and distributed for
noncommercial research use only [49]; (2) the COVID-19 FNIR
(Fake News and Information Reliability) dataset, introduced by
prior studies for misinformation detection research and released
in deidentified form for academic use [50]; and (3) the
International Fact-Checking Network (IFCN) COVID-19
fact-checking corpus, which aggregates publicly available
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fact-check articles produced by IFCN-certified organizations
and contains no personal or sensitive individual-level data [62].
According to the US Department of Health and Human Services
Common Rule (45 CFR §46.104(d)), secondary research
involving publicly available, deidentified data does not
constitute human subjects research and is therefore exempt from
Institutional Review Board review [63]. The research complied
with all relevant ethical standards and data use policies and
poses no risk to individuals or communities. The study’s sole
objective is to advance computational methods for understanding
and mitigating the spread of health misinformation.

Results

Text Classification
Due to the exceptional performance of LLMs across a wide
range of AI tasks, we leveraged 3 prominent LLMs to fine-tune
them for COVID-19 text classification. These models—BERT
(Bidirectional Encoder Representations from Transformers),
GPT-2 (Generative Pre-trained Transformer 2), and T5-base
(Text-to-Text Transfer Transformer)—are renowned for their
ability to understand and process natural language with high
accuracy and contextual awareness.

BERT is particularly effective in handling text classification
tasks due to its bidirectional context understanding, which allows
it to capture nuanced language patterns [64]. GPT-2 excels in
text generation and classification by leveraging its autoregressive
architecture to predict sequences in a given context [65]. Finally,
T5-base under a unified framework that reformulates all NLP
tasks as a text-to-text problem, making it versatile and effective
across various domains [66].

To conduct this study, we combined the AAAI 2021 competition
dataset with the COVID-19 FNIR dataset. The data were split

into training, testing, and validation sets with proportions of
67%, 17%, and 16%, respectively.

Accuracy, F1-score, Recall, and Precision are standard metrics
for evaluating classification models. Accuracy measures the
proportion of all predictions that are correct, providing an overall
performance indicator but sometimes masking class imbalances.
Precision quantifies the fraction of predicted positives that are
truly positive, reflecting how often the model avoids false
alarms. Recall (or sensitivity) measures the fraction of actual
positives that the model successfully identifies, highlighting its
ability to capture relevant cases [67]. F1-score is the harmonic
mean of precision and recall, balancing the trade-off between
the two. In health-related text classification tasks such as
misinformation detection, reasonable thresholds are often set
required due to the risks of misclassification—for instance,
aiming for Accuracy >0.80, F1-score ≥0.75, Recall ≥0.75, and
Precision ≥0.70—to ensure both reliable detection and practical
usability in downstream inoculation public health applications.
Table 1 shows the evaluation metrics, including Accuracy,
F1-score, Recall, and Precision, for all 3 models on the test
dataset. Among these, BERT achieved the highest performance,
with an accuracy of 98% on the test data. This result highlights
BERT’s ability to handle complex linguistic structures and its
effectiveness in fine-tuning for domain-specific tasks such as
COVID-19 text classification.

The confusion matrices in Figure 2 for BERT, GPT-2, and
T5-base further illustrate the performance of these models,
providing a detailed breakdown of true positives, true negatives,
false positives, and false negatives, which helps in understanding
their classification strengths and potential areas for
improvement.

Table . Performance metrics (Accuracy, F1-score, Recall, and Precision) on the test dataset for 3 models: BERT-base, GPT-2, and T5-base.

PrecisionRecallF1-scoreAccuracyModel

0.98120.98960.98540.9848BERT

0.91170.98410.94950.9460GPT-2a

0.97640.97630.97630.9763T5-base (Generic Condition)

aGPT-2: Generative Pre-trained Transformer.

Figure 2. Confusion matrices illustrate the performance of the 3 binary classification models (BERT, GPT-2, and T5-base). GPT-2: Generative
Pre-trained Transformer.
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To evaluate the accuracy of our model on AI-generated data,
we used the dataset provided in the study by Du et al [35]. We
tested our fine-tuned BERT model on this dataset, and the results
are shown in Table 2. The findings indicate a significant

reduction in the number of false positives, decreasing from 27
to 15, representing a 44% improvement. In addition, Figure 3
shows the confusion matrix for our fine-tuned BERT model
when applied to the AI-generated misinformation dataset.

Table . False-positive and true-negative results obtained from testing the fine-tuned BERT model on our combined dataset, compared with the results
reported in the study by Zhou et al [33].

TNbFPaModel

48515Our

47327Zhou et al [33]

aFP: false-positive.
bTN: true-negative.

Figure 3. The figure displays the confusion matrix of our fine-tuned BERT model evaluated on the artificial intelligence–generated dataset [3].

Topic Models
We used the IFCN dataset, one of the largest datasets on
COVID-19 pandemic, to apply and evaluate topic modeling
approaches. Three models were tested: LDA, Top2Vec, and
BERTopic. After applying each topic model, the top 10 words
associated with each topic were selected, and the 3 metrics—CV,
NPMI, and IRBO—were computed to compare the models.
Table 3 summarizes the results across these metrics. Among

the models, BERTopic achieved the highest scores across all
metrics, leading to its selection for further analysis. In practice,
the reported metrics indicate that the topics are moderately
coherent and interpretable but not perfectly tight. A coherence
score of 0.41 means that the top words in each topic tend to
appear together often enough for human analysts to assign clear
labels, although some mixing of subthemes is expected. The
NPMI of −0.086 is close to neutral, which is typical for short,
fragmented social media posts, and suggests that while not every
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word pair strongly co-occurs, the overall topics remain
meaningful. Combined with the high IRBO score (0.99), these
results imply that the model generates a broad, nonredundant
set of topics that cover diverse misinformation themes while
remaining practically usable for labeling, interpretation, and

downstream health communication tasks. Since in the
health-related domain, it is important to cover as many diverse
topics as possible, an IRBO value above 0.7 can be considered
acceptable, while a CV value equal to or above 0.4 and an NPMI
close to 0 or higher are reasonable.

Table . Performance of 3 topic modeling approaches—LDA, Top2Vec, and BERTopic—evaluated across 3 metrics: Coherence Value, Normalized

Pointwise Mutual Information, and Inverse Ranked Based Overlapa.

IRBOdNPMIcCVbModel

0.96−0.350.39LDA

0.89−0.290.35Top2Vec

0.99−0.0860.41BERTopic

aFor all metrics, higher values indicate better performance.
bCV: Coherence Value.
cNPMI: Normalized Pointwise Mutual Information.
dIRBO: Inverse Ranked Based Overlap.

Many topic modeling approaches, including BERTopic, often
encounter limitations when applied to real-world datasets, as
they are unable to assign topics to all documents. This can leave
a subset of documents unclassified, reducing the overall

effectiveness of the model. To address this issue, we have used
the algorithm in Textbox 1, a method for ensuring
comprehensive topic assignment across the dataset [68].

Textbox 1. Algorithm: assign a document to the closest topic.

1. Input:

• Raw text documents X={d1,d2,...,dn},

• BERTopic model parameters.

2. Topic modeling:

• Compute topics using the BERTopic model:

• Topics {Yj}j=1T, = BERTopic(X,P)

where T is the number of topics and Yj contains documents that are assigned to the topic j.

3. Sentence embeddings:

• Transform documents X into vector representations using a sentence transformer such as BERT embedding.

4. Dimensionality reduction:

• Apply Uniform Manifold Approximation and Projection for dimensionality reduction on the vector representations.

5. Cluster centers:

• For each topic j, compute the center of the cluster:

(1)tj=∑i∈jxinj

where nj is the number of documents in topic j, and xi is the reduced vector representation of document.

6. Topic assignment for unassigned documents:

• For every document di that is not assigned to a topic by the BERTopic model, or for any new document:

• Assign the document to the topic j that maximizes the cosine similarity between the document vector xi and the cluster center tj :

(2)Argmax jxi ⋅ tj‖xi‖‖tj‖

This approach not only ensures that every document in the
dataset is assigned a topic but also enhances the interpretability

and usability of the topic modeling results. By leveraging the
semantic structure of the dataset, our algorithm effectively
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bridges the gap between unassigned documents and existing
topic clusters, making it a robust solution for comprehensive
topic coverage.

Topic Description
As described in the “Methods” section, topic modeling
algorithms typically produce word-level representations of
topics. While useful for identifying key terms associated with

a topic, these representations often lack sufficient contextual
information, making interpretation challenging. To overcome
this limitation, we developed a structured prompt framework
(outlined in Textbox 2 and used the advanced capabilities of
LLMs, specifically ChatGPT-4.0, to generate sentence-level
representations for the identified topics. These sentence-level
representations provide richer context and more interpretable
descriptions, enabling a deeper understanding of the topics.

Textbox 2. The prompt structure and 1 example to find topics description.

Topic description prompt structure:

System role:

Topic main words: [Top 10 words]

Topic document examples: [5 closest examples to the center of the topic]

User role:

“Describe topic in a short phrase?”

Topic description prompt example:

System role:

Topic main words: [“masks,” “mask,” “face,” “wearing,” “wear,” “use,” “oxygen,” “hypoxia,” “cause,” and “you’'].

• Topic document examples:

1. Centers for Disease Control and Prevention (CDC) does not recommend wearing masks.

2. The US CDC contradicted itself by advising people to wear cloth masks against the novel coronavirus while also saying masks do not stop
smoke inhalation during a wildfire.

3. The World Health Organization changed its mind about masks and now says that they can increase the risk of infection.

4. Nonmedical masks are ineffective in preventing the spread of the disease, are circulating online.

5. Whether CDC had scheduled announcement that all should wear masks for everyday life.

User role: “Describe topic in a short phrase?”

Output answer: “Controversies and debates over mask wearing and its effectiveness”

The prompt includes the top 10 most representative words for
each topic as identified by the topic modeling algorithm, and
to add context and depth to the topic descriptions, we select 5
documents that are closest to the center of the corresponding
topic cluster. The selection of these documents is guided by
cosine similarity, performed using equations 1 and 2, which
measure the proximity of documents to the cluster center in the
semantic space. An example of this process is provided in
Textbox 2, illustrating how the top words and representative
documents are integrated into the prompt to produce a
high-quality sentence-level representation.

By combining these elements, we construct detailed and
context-rich prompts that guide ChatGPT-4.0 in generating
coherent and semantically accurate sentence-level topic
representations. This approach ensures that the abstract themes
identified by topic modeling are translated into human-readable
and interpretable descriptions.

To evaluate the quality of the generated topic descriptions, we
engaged 3 independent raters to assess the descriptions based
on 3 categories: appropriate, somewhat appropriate, and not
appropriate. The evaluation results are shown in Table 4 and
highlight that the majority of topic descriptions were well
received. Specifically, the total proportion of accepted
descriptions (the sum of those rated as appropriate and somewhat
appropriate) was 99.6%. This acceptance rate demonstrates the
effectiveness and reliability of the proposed method for
generating meaningful and contextually relevant topic
descriptions. There was perfect agreement in 144 out of 169
(85.2%) of the sentences. Two out of 3 raters agreed on category
in 24 out of 169 (14.2%) of the sentences. There was a single
instance in which no raters agreed in 1 out of 169 (0.6%) of the
sentences.
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Table . Percentage of topic descriptions rated as “appropriate,” “somewhat appropriate,” and “not appropriate” by each rater, along with the total
number of accepted topic descriptions, calculated as the sum of those rated “appropriate” and “somewhat appropriate.”

Total accepted (%)Not appropriate (%)Somewhat appropriate (%)Appropriate (%)Raters

10001.7798.23Rater 1

10005.3394.67Rater 2

98.821.188.8889.94Rater 3

99.60.395.3294.28Average

After generating concise descriptions for each topic, we used
the structured prompt framework outlined in Textbox 3, which
includes a list of these topic descriptions. This structured prompt

was then input into the ChatGPT-4.0 API to further refine and
categorize the topics into overarching themes.

Textbox 3. Structure of the prompt for identifying topic themes.

Finding topic themes prompt structure:

System role:

The following are topics related to COVID-19 pandemic. Go through all topics and categorize them into relevant groups. Mention topics number for
each category.

User role:

Topics description list

The output from this process not only provides a clear
categorization of topics into distinct themes but also includes
a concise description for each theme. This step ensures that the
topics are grouped in a meaningful and interpretable way,
facilitating a deeper understanding of the data’s thematic
structure.

The categorized topics and their corresponding theme
descriptions are provided in Figures 4 and 5, showcasing the
effectiveness of the proposed method in generating coherent
and insightful thematic groupings.
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Figure 4. Descriptions of themes 1-7 along with the corresponding topic descriptions assigned to each theme. CDC: Centers for Disease Control and
Prevention.
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Figure 5. Descriptions of themes 8-13 along with the corresponding topic descriptions assigned to each theme.

Using the algorithm in Textbox 1, we assign each document to
a topic, enabling us to determine the distribution of each theme.
Table 5 shows the distribution of all themes, with theme 4

(Vaccines) and theme 3 (Conspiracy Theories) emerging as the
first and second most prevalent misinformation themes. Here
are all the themes and their percentages:

Table . Distribution of COVID-19 misinformation themes.

Values (N=18,018), n (%)Theme

1334 (7.40)Theme 1: Home remedies

570 (3.16)Theme 2: Deaths and statistics

3459 (19.20)Theme 3: Conspiracy theories

3595 (19.95)Theme 4: Vaccine

546 (3.03)Theme 5: Testing

814 (4.52)Theme 6: Ivermectin

2094 (11.62)Theme 7: Government

1316 (7.30)Theme 8: Lockdowns

297 (1.65)Theme 9: Transmission

1269 (7.04)Theme 10: Defensive

891 (4.95)Theme 11: International

252 (1.40)Theme 12: Media

1581 (8.77)Theme 13: Minor topics

Figure 6 shows the distribution of each topic within theme 8
over time, illustrating that protests against COVID-19
restrictions were the only misinformation topic that actively
persisted even after the release of the COVID-19 vaccine.

After identifying the misinformation themes, we leverage the
explanations provided in the IFCN dataset as a basis to draw
refutation arguments to address these themes. For each identified
theme, we develop a refutation that aligns with its context,
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aiming to clarify the nature of the misinformation, its potential
origins, and its impact. These refutations are shown in Textbox
4. The refutation arguments list for 13 themes, providing

valuable insights into the underlying reasons for the
misinformation.

Figure 6. Distribution of theme 8 topics during the time. FDA: Food and Drug Administration; WHO: World Health Organization.
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Textbox 4. The refutation arguments list for 13 themes.

Refutation list:

1. This content may contain misinformation related to home remedies for COVID-19 prevention and treatment.

2. This content may contain misinformation related to COVID-19 deaths, statistics, and their relation to vaccination.

3. This content may contain conspiracy theories and misinformation related to COVID-19, including unverified claims, distorted facts, or manipulated
content.

4. This content may contain misinformation related to COVID-19 vaccines, including false claims about safety, efficacy, and side effects.

5. This content may contain misinformation related to COVID-19 testing accuracy, including false claims about polymerase chain reaction tests
and unscientific self-check methods.

6. This content may contain misinformation related to COVID-19 treatments, including exaggerated claims about ivermectin, hydroxychloroquine,
or unproven supplements.

7. This content may contain misinformation related to government and political responses to COVID-19 pandemic, including distorted facts,
fabricated claims, or misrepresentation of policies and actions.

8. This content may contain misinformation related to COVID-19 lockdowns and restrictions, including fabricated or misrepresented events, videos,
or claims.

9. This content may contain misinformation related to COVID-19 transmission and survival in various environments, including unverified claims
about foods, surfaces, or environmental factors.

10. This content may contain misinformation related to defensive and protective measures against COVID-19 pandemic, including false or exaggerated
claims about masks, sanitizers, UV rays, or disinfectants.

11. This content may contain misinformation related to international incidents and responses to COVID-19 pandemic, including fabricated reports
of government actions, health care capacity, or global cooperation.

12. This content may contain misinformation related to the spread of COVID-19 information on social media and messaging apps, including false
claims about government policies, platforms, or media manipulation.

13. This content may contain miscellaneous misinformation related to COVID-19 pandemic, including distortions about products, religious practices,
bioweapons, and other fabricated claims.

Provide Refutation
In the final stage of our process, we design a prompt text to
enable ChatGPT-4.0 to detect specific misinformation themes.
The prompt text includes a detailed description of the themes

and a question-answer list. To create this question-answer list,
we select the document closest to the center of each topic and
associate it with the corresponding theme. Detailed information
about the prompt text can be found in Textbox 5.
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Textbox 5. Prompt structure and 1 example to find a document theme.

Finding document themes prompt structure:

System role:

“The following is the description of topic themes related to COVID-19 misinformation. Find the closest theme for the given text. Answer in a consistent
style.”

User role:

Themes description list

Assistant role:

Question-answer list

User role:

Input text

Finding topic themes prompt example:

System role:

“The following is the description of topic themes related to COVID-19 misinformation. Find the closest theme for the given text. Answer in a consistent
style.”

User role:

Themes description list

Assistant role:

Question-answer list

User role:

“A video shows that Bill Gates admits the vaccine will no doubt kill 700,000 people.”

Output answer:

Theme 3: “Conspiracy Theories and Misinformation”

To evaluate our approach, we randomly selected 130 (10
documents per theme) documents from the IFCN dataset that
are not included in the question-answer list. We then tested the
prompting method with ChatGPT-4.0, achieving an 82%

accuracy rate in detecting the correct themes. Moreover, as
showing in Figure 7 the model struggled to detect themes 2, 7,
and 13 in comparisons with other themes.
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Figure 7. Confusion matrix of theme detector.

Proposed System
Based on the process we introduced, we propose the
development of an MDIS. This system is designed to first
determine whether a given text document contains
misinformation or not. If the document is identified as
containing misinformation, the system then detects its theme
and provides a detailed refutation of the misinformation. The
primary objectives of MDIS are to prevent the spread of
misinformation and to enhance public health knowledge.

MDIS operates by integrating 3 key components. First, it uses
a trained LLM to classify text documents as either
misinformation or nonmisinformation. Next, it uses another
trained LLM to detect the specific misinformation theme within
documents identified as containing misinformation. Finally, it
leverages a refutation list, which is generated during the theme
description phase, to provide context and counternarratives for
each detected theme. This comprehensive approach enables the
system to effectively address misinformation while equipping
users with accurate information.

Figure 1C illustrates an example of an input to MDIS and its
corresponding output, demonstrating how the system analyzes
a document, identifies misinformation, detects the associated
theme, and presents an explanatory response.

Discussion

Principal Results
This study developed the MDIP, a structured workflow for
analyzing health misinformation and generating explanatory
counterarguments. Building on MDIP, we designed a prototype
MDIS that combines detection, topic detection, theme
identification, and refutation generation. While the system has
not yet been deployed in real-world environments, the results
illustrate its potential to support public health communication.

In the misinformation classification task, LLMs achieved
reasonable performance, with BERT reaching 98% accuracy.
Enriching training datasets also reduced false positives on
AI-generated misinformation by 44% compared with prior
baselines, suggesting improved robustness across different
linguistic styles. Topic modeling experiments highlighted the
advantages of BERTopic relative to LDA and Top2Vec, with
higher coherence and diversity metrics. To address the issue of
unassigned documents, the algorithm in Textbox 1 was used to
assign outliers to their nearest topic cluster, thereby improving
coverage of the dataset. To enhance interpretability, word-level
topic outputs were converted into sentence-level descriptions
through prompt engineering with ChatGPT-4.0. These
descriptions were judged appropriate or somewhat appropriate
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in 99.6% of cases by independent raters, indicating the value
of sentence-level representations for clarity and interpretability.
Building on these descriptions, topics were further grouped into
broader themes and linked with theme-specific refutations.

Finally, a prompt-based detector for misinformation themes
achieved 82% accuracy. These results demonstrate how
detection, topic modeling, thematic grouping, and refutation
can be integrated into a single workflow. The prototype system
(MDIS) represents an illustration of concept, and while the
findings are encouraging, validation is limited to English
language, COVID-19–related data, and offline testing. Broader
generalization, multilingual adaptation, integration into health
communication workflows, and longitudinal evaluation remain
important directions for future work.

Limitations
While this study presents a framework for detecting and
addressing misinformation, several limitations should be
acknowledged. First, the system’s performance relies on the
quality and diversity of the datasets that were used for training
and topic modeling, which may not fully capture the linguistic
and contextual nuances of misinformation in different regions,
languages, or cultural contexts. This limitation introduces a
potential bias: refutations that appear clear and persuasive in
one sociocultural context may be ineffective—or even
counterproductive—in another.

The model has been tested solely on English text–based
misinformation, and it has not been evaluated for multilingual
and multimodal adaptation, meaning its ability to detect
misinformation and provide persuasive refutation across
different languages and sociocultural contexts remains uncertain.
Moreover, while the theme detection module achieved an
accuracy of 82%, this leaves an 18% error margin, especially
in ambiguous or overlapping themes, which can lead to
inaccuracies in refutation and reduce the overall effectiveness
of the generated warning texts. Developing and integrating more
sophisticated algorithms to address overlapping in topic themes
could substantially enhance the accuracy of theme detection.
Improved theme separation would not only yield clearer and
more coherent thematic structures but also strengthen the
generation of precise and contextually relevant refutations. In
turn, this refinement would enable more effective
countermeasures against health misinformation, thereby
improving the system’s overall capacity to support public health
communication and trust. False positives and negatives remain
a concern, particularly when misinformation contains
opinion-based, satirical, or context-dependent elements.
Although the generated refutations follow a systematic structure,
they may not always be contextually relevant, persuasive, or
ethically suitable for diverse audiences. In the absence of a
human-in-the-loop or oversight mechanism, the system may
produce counterarguments that fail to resonate with users or
could be perceived as unreliable. In addition, the system has
not yet been extensively tested in real-world applications, which
limits understanding of its practical impact on misinformation
spread and public health outcomes. Furthermore, misinformation
evolves over time, and a model trained on past narratives may
require periodic retraining to remain effective against emerging

falsehoods, including AI-generated misinformation. Using
pretrained LLMs such as ChatGPT depends on the current
version of the model and its accessibility to users. Therefore, it
is necessary to update the system regularly when the model is
changed or becomes unavailable. Moreover, since passing
datasets through third-party platforms may compromise the
security of the framework, future work could focus on
developing an in-house solution by training a dedicated model
for our specific tasks, thereby eliminating the reliance on
external platforms. Finally, the reliance on automated methods
raises potential concerns about interpretability and transparency,
which are crucial for fostering trust and adoption by end users.

Comparison With Prior Work
The proposed MDIP and the resulting MDIS build upon and
advance the body of research focused on misinformation
detection and mitigation. The proposed method transforms raw
posts into actionable units—sentence-level topic labels,
aggregated themes, and paired refutations—linking detection
outputs directly to message design and response playbooks used
by health teams. Previous research has demonstrated the efficacy
of ML models, particularly deep learning approaches, in
detecting misinformation. They used ML techniques to classify
fake news using textual features, demonstrating the value of
automated detection methods [49,52,69]. Our study extends
these efforts by integrating enriched datasets containing both
formal and informal language styles, ensuring better
generalization across diverse linguistic sources, including
AI-generated misinformation.

Topic modeling techniques such as LDA have been used in
prior studies to analyze misinformation [35,53,55]. Our approach
improves on these works by addressing limitations in document
assignment and theme interpretation. We used an algorithm to
assign every document to the most relevant topic, resolving the
common issue of unclassified documents in topic modeling. In
addition, we moved beyond word-level topic representations to
generate sentence-level descriptions, offering richer and more
interpretable insights. By tracking shifts in sentence-level topics
and theme distributions, communicators can conduct
pre-/postassessments of campaigns or platform policy changes,
complementing survey-based outcomes. Finally, we designed
an effective prompt text to automatically identify the themes of
misinformation. This automated approach reduces reliance on
manual interpretation, minimizing human bias and increasing
scalability.

Many prior studies have addressed misinformation detection or
topic analysis in isolation. They analyzed misinformation using
sentiment analysis but did not integrate detection with thematic
analysis and did not provide a framework for counteracting
misinformation [11,35,70]. Our work unifies detection, topic
modeling, thematic refutation, and public health intervention
in a single framework. The MDIS framework automates the
end-to-end process, offering a scalable solution to tackle the
complexity of misinformation dynamics.

Conclusions
This work contributes a methodological framework for
infodemiology and digital health operations. We transform
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misinformation into actionable units—themes and
refutations—so that health teams can act (communicate, triage,
and evaluate). Moreover, analyzing misinformation using a
hierarchical (2-level) sentence-level description and assigning
all documents to topics makes it possible to observe theme and
topic distributions over time, providing a broad and sensible
overview of misinformation. Sentence-level topics and theme
distributions serve as measurable indicators for surveillance
and intervention evaluation (eg, pre-/postcampaign shifts and
surge detection). We introduce MDIP and MDIS that enable
rapid response playbooks and reduce analyst workload. To

support adoption, we release prompt templates and code as
implementation artifacts that teams can readily adapt.
Real-world deployment, however, requires governance
mechanisms (human-in-the-loop review and audit logs),
multilingual extensions, and prospective trials with health
agencies or platforms to quantify downstream impact (eg,
reduced spread and improved literacy). Ultimately, these
contributions orient detection toward operational
use—prioritizing interpretability and intervention design—so
that public health actors can move from finding misinformation
to effectively countering it.
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Abstract

Background: Structured medication reviews (SMRs) are an essential component of medication optimization, especially for
patients with multimorbidity and polypharmacy. However, the process remains challenging due to the complexities of patient
data, time constraints, and the need for coordination among health care professionals (HCPs). This study explores HCPs’
perspectives on the integration of artificial intelligence (AI)–assisted tools to enhance the SMR process, with a focus on the
potential benefits of and barriers to adoption.

Objective: This study aims to identify the key user requirements for AI-assisted tools to improve the efficiency and effectiveness
of SMRs, specifically for patients with multimorbidity, complex polypharmacy, and frailty.
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Methods: A qualitative study was conducted involving focus groups and semistructured interviews with HCPs and patients in
the United Kingdom. Participants included physicians, pharmacists, clinical pharmacologists, psychiatrists from primary and
secondary care, a policy maker, and patients with multimorbidity. Data were analyzed using a hybrid inductive and deductive
thematic analysis approach to identify themes related to AI-assisted tool functionality, workflow integration, user-interface
visualization, and usability in the SMR process.

Results: Four major themes emerged from the analysis: innovative AI potential, optimizing electronic patient record visualization,
functionality of the AI tool for SMRs, and facilitators of and barriers to AI tool implementation. HCPs identified the potential of
AI to support patient identification and prioritizing those at risk of medication-related harm. AI-assisted tools were viewed as
essential in detecting prescribing gaps, drug interactions, and patient risk trajectories over time. Participants emphasized the
importance of presenting patient data in an intuitive format, with a patient interface for shared decision-making. Suggestions
included color-coding blood results, highlighting critical medication reviews, and providing timelines of patient medical histories.
HCPs stressed the need for AI tools to integrate seamlessly with existing electronic patient record systems and provide actionable
insights without overwhelming users with excessive notifications or “pop-up” alerts. Factors influencing the uptake of AI-assisted
tools included the need for user-friendly design, evidence of tool effectiveness (though some were skeptical about the predictive
accuracy of AI models), and addressing concerns around digital exclusion.

Conclusions: The findings highlight the potential for AI-assisted tools to streamline and optimize the SMR process, particularly
for patients with multimorbidity and complex polypharmacy. However, successful implementation depends on addressing concerns
related to workflow integration, user acceptance, and evidence of effectiveness. User-centered design is crucial to ensure that
AI-assisted tools support HCPs in delivering high-quality, patient-centered care while minimizing cognitive overload and alert
fatigue.

(J Med Internet Res 2026;28:e74304)   doi:10.2196/74304

KEYWORDS

structured medication reviews; medicine optimization; health technology; risk stratification; artificial intelligence; AI

Introduction

Background
The growing prevalence of multiple long-term conditions and
complex polypharmacy among older adults poses significant
challenges for health care systems globally. Structured
medication reviews (SMRs) are a key clinical intervention,
approved by the National Institute for Health and Care
Excellence (NICE), designed to facilitate shared
decision-making between clinicians and patients, optimize
prescribing, and reduce medication-related harm in patients at
high risk who are experiencing problematic polypharmacy [1,2].

General practitioners (GPs), pharmacists, and advanced nurse
practitioners who meet training criteria can conduct SMRs. As
a commissioned service, the prevailing expectation is for clinical
pharmacists within primary care networks (PCNs) to proactively
identify patients suitable for an SMR and conduct these reviews
[3]. However, it is increasingly recognized that effective SMRs
are difficult to implement clinically due to time pressures,
fragmented clinical records, and the cognitive burden placed
on clinicians when trying to assimilate information from various
different sources in order to make shared, person-centered
decisions [4].

Currently, in the United Kingdom, a few artificial intelligence
(AI)–assisted tools are available to help health care professionals
(HCPs) prioritize patients for SMRs. Tools available are usually
based on predefined conditions or medications; the examples
include Ardens Search [5] and Proactive Register Management
Diabetes [4,6]. Prescribing safety indicators have also been used
as a technology-based intervention to identify potentially
inappropriate prescribing to reduce the number of patients at

risk of hazardous prescribing [7,8]. However, primary
care–embedded clinical decision support systems (CDSSs),
such as audit and feedback tools, are often limited by data supply
[9]. Emerging digital technologies, including AI, offer
opportunities to enhance the efficiency and effectiveness of the
SMR process through automation of routine tasks, rapid data
extraction and synthesis, and highlighting clinical risks to
support decision-making. However, the integration of AI into
clinical workflows is in its infancy, and questions exist about
its accuracy, clinical utility, usability, and trust. These
implementation barriers are currently unexplored.

This study is part of a larger DynAIRx (AI for dynamic
prescribing optimization and care integration in multimorbidity)
project. Our research to date has highlighted the time-intensive
nature of SMRs and the lack of AI-assisted tools to efficiently
identify and prioritize patients [4]. Findings emphasized the
need for an AI-assisted tool to identify, prioritize, and reduce
the time needed to understand the patient journey in order to
optimize medicines appropriately and reduce the risk of potential
harm from medicines [4]. DynAIRx involves developing novel
AI-assisted approaches to improve the efficiency of SMRs. The
planned DynAIRx tool will comprise 4 main components:
stratification of patients, clinical trial emulation to understand
real-world risk of deprescribing, patient journey visualization
through interactive timelines, and a knowledge support system
integrating individualized patient risks to support
decision-making. The deep learning AI component of this is to
develop a tool to stratify patients most in need of an SMR. The
DynAIRx stratification tool will compare 2 main approaches
to identifying which patients are most at risk of
medication-related harm: investigating the trade-off between
model performance and explainability in the SMR context. First,
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a simple logistic regression model not only gives a baseline
performance level to assess the AI-based approach but also is
clearly explainable and technically feasible to implement within
clinical systems, such as EMIS and SystmOne. Second, a novel
approach based on graph neural networks will be used to
incorporate the sequence and timing of clinical events into
predictions. This is likely to offer superior performance but will
be difficult to explain and implement.

Large language models (LLMs), such as ChatGPT (OpenAI),
are breaking new ground as an adjunct to support clinical
decision-making. In radiological decision-making, ChatGPT
recently showed impressive accuracy in the appropriate
identification of imaging to support breast cancer screening
[10]. There are several proof-of-concept AI-assisted tools in
development to support complex polypharmacy. For example,
the approach based on discriminator-enhanced encoder-decoder
architecture for accurate prediction of adverse effects in
polypharmacy is an AI model developed to predict adverse
drug-drug interactions [11]. However, its effectiveness in a
clinical setting has not yet been attempted. A new LLM based
on retrieval-augmented generation has been developed to support
pharmacists in identifying medicine errors [12]. User testing
has been undertaken with simulation of complex scenarios and
a multidisciplinary expert panel; however, true workforce
implementation is still to be undertaken. Drug GPT is a
specialized proprietary LLM tool for predicting medication
safety events, developed by Oxford’s AI for Healthcare Lab. It
initially garnered popular attention upon the release of the
preprint in 2023, including a review in the Guardian [13].
However, the preprint was subsequently removed by the authors,
and its route to clinical implementation remains unclear [14].
Despite rapid progress, there remains limited understanding of
what HCPs and patients actually need from such tools to support
SMRs and, importantly, how to embed them into routine clinical
practice, particularly in the context of multimorbidity and
complex care.

While not all components of the DynAIRx polypharmacy tool
will be AI assisted, the field of AI-assisted health technology
is rapidly advancing. Consequently, it is critical to understand
the user requirements for AI-assisted technologies now, as it
may in fact be the case that simple, non-AI solutions can address
the challenge in a straightforward and explainable way.
Therefore, the health care sector is at a critical juncture when
it comes to understanding end-user requirements for medication
support.

This Study
This study aimed to explore the perspectives of both HCPs and
patients on the potential role of AI in supporting SMRs, with a
focus on identifying the core user requirements, anticipated
benefits, and key barriers to implementation.

Methods

Participants and Recruitment
This study sought to recruit HCPs or management professionals
from UK primary care (community based) and secondary care
(hospital services) settings, for whom reviews of prescription

medications form a routine part of clinical workload. Participants
included those working in general practice; secondary care
hospital services (geriatric medicine, clinical pharmacology,
falls clinics, and mental health practitioners); clinical
commissioning, service management (practice managers); and
pharmacists, including PCN pharmacists who conduct SMRs
across multiple GP practices. Patient participants included (1)
those with mental and physical comorbidities, (2) those with
complex multimorbidities, and (3) older people with frailty. In
addition, patient and carer representatives from these 3 key
multimorbidity groups were recruited, comprising adults aged
>18 years with or caring for someone with multimorbidity (4
or more), coexisting mental and physical health problems, ≥10
or more prescribed medications, or frailty. Patient participants
self-identified as not digitally engaged. As the General Data
Protection Regulation was not required, we did not collect
demographic data from patient participants.

Purposive sampling identified potential HCP participants
actively involved in medicine optimization services through the
researcher’s clinical and professional networks. Snowball
sampling, where current participants referred others, helped
identify contacts through existing service providers and
advertisements in GP forums and at national events related to
clinical polypharmacy research. Patient representatives were
recruited purposively via advertisements through the National
Institute for Health and Care Research Applied Research
Collaboration public advisor networks and research databases
at the researcher’s host institutions.

Ethical Considerations
The Newcastle North Tyneside Research Ethics Committee
(22/NE/0088) granted ethical approval for the DynAIRx study.
Written consent was obtained before participation, and
withdrawal of consent was permitted at any stage, including
after data collection. Audio recordings were transcribed
verbatim, anonymized to remove any potentially identifiable
information, and assigned participant codes before recordings
were subsequently deleted. All data were stored on secure
servers in accordance with data protection regulations.
Participants received modest compensation in the form of a
voucher to acknowledge their time and contribution, consistent
with ethical guidance. No participants withdrew consent for the
use of their data in this study. Sessions were conducted in person
and online (via Microsoft Teams), lasting from 49 to 109
minutes. Data collection and analysis occurred concurrently,
adhering to the COREQ (Consolidated Criteria for Reporting
Qualitative Research) checklist for comprehensive reporting
(Multimedia Appendix 1).

Data Collection
Data collection occurred from November 2022 to November
2023. Focus groups (FGs) and semistructured interviews were
conducted to gather participants’ views. Patient participants
were involved in FGs to discuss their shared experiences, while
FGs and individual interviews were conducted with HCPs to
accommodate time constraints. A semistructured topic guide
was developed collaboratively by the research team, informed
by existing literature and expert input. The topic guide focused
on key elements relevant to the study aims and reflected the
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literature and practical insights from clinical practice. This guide
was used consistently across both FGs and interviews.
Interviews were conducted to complement purposive sampling
and address any gaps in representation. These took place either
before FGs, to inform key discussion areas, or alongside them
for participants unable to attend a group session. FG topic guides
and interview schedules were developed and refined by the
clinical members of the research team (LEW, AA, AAW, FSM,
and AG) and tailored to HCP and patient groups. The topic

guides explored the current challenges and limitations in the
SMR process that existing advancements in AI and machine
learning (ML) can address and the essential components for a
user-friendly prescriber feedback system. We also asked
participants questions to identify the key components and
functionalities needed in a prescriber feedback system to ensure
it is useful and user-friendly. Figure 1 depicts the visual
representation of the proposed components of an AI-assisted
tool (the DynAIRx tool).

Figure 1. Visual representation of proposed components of an artificial intelligence (AI)–assisted tool (the DynAIRx tool [AI for dynamic prescribing
optimization and care integration in multimorbidity]).

Data Analysis
Data were analyzed thematically, with coding independently
conducted by researchers (AA and SAW). Researchers read
transcripts to familiarize themselves with the data. Initial coding,
guided by inductive reasoning, was conducted by AA and SAW,
who collated and examined codes to identify themes. The

interview and FG transcripts were coded concurrently to capture
both individual and group perspectives. The multidisciplinary
coding team (AA, SAW, LEW, AAW, and FSM), comprising
clinicians and researchers, engaged in regular coding clinics in
a reflexive practice to ensure rigorous and transparent qualitative
analysis. These sessions were used to discuss emerging codes,
refine codes, and assess data saturation. Discrepancies were
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resolved through discussion with the wider team of researchers
and clinicians, ensuring diverse perspectives informed theme
development and interpretation. This reflexive approach
balanced interpretations and mitigated biases, grounding the
analysis in participants’ narratives. Themes were defined and
supported by quotes, with detailed notes maintained to ensure
analytic rigor and plausibility. The dataset underwent hybrid
inductive and deductive thematic analysis, with iterative
revisions of codes and themes. Data saturation was defined as
the point at which no new themes or subthemes emerged from
the data concerning the already existing themes, which were
richly supported by the data. During coding clinics, the research
team compared newly coded transcripts against the developing
codes to assess whether additional data contributed to novel
insights. Recruitment ceased once all team members agreed that
no new codes or meanings emerged from successive transcripts,

and the thematic structure was considered sufficiently rich to
address the study aims and indicate thematic saturation.

Results

Overview
In total, 6 FGs with HCPs (n=21) and 3 FGs with patients (n=13)
were conducted (Table 1). A further 5 semistructured interviews
with HCPs took place (Table 2). The interviews were undertaken
to explore topics in greater depth and address any gaps in
purposive sampling. Moreover, the number of participants in
each FG differed based on HCPs’ availability. However, this
did not impact data analysis or saturation, as all HCPs undertook
SMRs and expressed their views and requirements for an
AI-assisted tool to allow the SMR process to be more efficient
and effective.

Table 1. Participant type and the number of participants who took part in the focus groups (FGs; n=34).

Participants, n (%)FGs

2 (6)General practitioner FG1

6 (18)General practitioner FG2

3 (9)Pharmacista FG1

5 (15)Pharmacist FG2

3 (9)Clinical pharmacologist FG1

2 (6)Psychiatrist FG (mix of secondary care and prison care)

6 (18)Patient FG comprising individuals with mental and physical health comorbidities for whom
prescribing for mental health improvement could lead to adverse physical health consequences

4 (12)Patient FG comprising those with complex multimorbidity (≥4 long-term health conditions and
taking ≥10 drugs)

3 (9)Patient FG comprising older people with frailty who were at a high risk of adverse outcomes

aMix of primary and secondary care pharmacists.

Table 2. Participant type and the number of participants who took part in the semistructured interviews (n=5).

Interviews, n (%)Participant

1 (20)Primary care pharmacist

1 (20)Secondary care pharmacist

1 (20)Policy maker

1 (20)Secondary care psychiatrist

1 (20)Postgraduate GPa trainee

aGP: general practitioner.

HCPs conducted SMRs either proactively or reactively,
depending on staff capacity, organizational contracts, and
practice size. The presence of a PCN pharmacist facilitated
proactive SMRs by ensuring that patients meeting directed
enhanced service requirements were identified and invited for
an SMR. In contrast, GPs and secondary care clinicians often
conducted opportunistic medication reviews. Regardless of how
patients were identified for a medication review, HCPs described
the significant preparation time required to gather and interpret
patient information, citing the lack of efficient methods to
identify patients at risk of medication-related harm who would
benefit most from an SMR [4]. This prompted discussion on

how AI approaches could be used to improve the SMR process,
including the potential barriers to the uptake and use of
AI-assisted tools to support SMRs.

The following 4 overarching themes were developed from the
analysis:

1. Innovative AI potential
2. Optimizing electronic patient record (EPR) visualization
3. Functionality of the AI tool for SMRs
4. Facilitators of and barriers to AI tool implementation
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Innovative AI potential referred to the emerging possibilities
and future impacts of applying AI technologies in health care
contexts. Optimizing EPR visualization concerned the
enhancement of clarity, usability, and accessibility of clinical
information presented within EPR systems. Functionality of the
AI tool for SMRs examined how the AI-assisted tool operated
and supported the delivery of SMRs. Finally, facilitators of and
barriers to AI tool implementation encompassed the
organizational, technical, and human factors that influenced the
successful integration and effective use of AI-assisted tools in
clinical practice.

These themes were not entirely discrete; they reflected
interrelated aspects of participants’experiences and perspectives
on AI integration in clinical practice, with points of overlap and
influence between them. Aspects, such as system usability,
functionality, and perceived potential, often interact within the
broader context of AI-assisted tools in health care. Participants’
perceptions and responses varied according to their professional
or personal role (eg, GP, pharmacist, psychiatrist, and patient),
highlighting the need for AI-assisted tools to be sufficiently
adaptable to address the differing needs of key stakeholder
groups.

Innovative AI Potential
Participants expressed their views on the potential utility and
advantage of AI in identifying patients at risk of
medication-related harm or those who might benefit most from
an SMR. HCPs emphasized the need for a tool capable of
comprehensively searching EPRs to identify patients with
complex multimorbidity. Such a tool should dynamically adjust
search outcomes in real time, prioritizing patients who require
immediate SMRs.

There was a desire to see AI-assisted tools that could learn
autonomously from the historical health care record to identify
which factors are contributing to potential medication-related
harm. Participants showed great interest in the incorporation of
AI with a health care tool to automate tasks and reduce delays
in risk prediction. In addition, participants wanted these tools
to show patients’ medical history in a holistic way using AI
capabilities and have the AI be explainable to understand why
and how the patient was triggered for a medication review:

If you had a funky IT program that looked at
medication, looked at what other stuff was happening,
looked at, you know, bloods, these are patients that
I’m really worried about. So, you know you’re talking
about machine learning in your project, one of the
things, you know, I think will be really interesting to
do would be to actually ask the computer what the
predictors for certain harms are. We know patients
when they fall for multiple reasons, it’s not just
medicines, but actually wouldn’t it be good to see that
these are the key circumstances that patients fall
under, and then if those circumstances ever happened
that patient would be, you know, triggered for a
review. [Policy maker; interview]

It could potentially work in real time as well...having
something which is live so constantly producing the

order of patients who you should be reviewing based
on, I don’t know a patient might have been discharged
from hospital last night that patient might become a
bit more high risk and therefore it needs to review
earlier. So it flags upon our systems as a, you know,
using the AI that this patient will probably need to
review in the next four or five days. [Pharmacist 2;
interview]

Leveraging data analytics with ML was viewed as an
opportunity to flag patients on complex medication regimens
by assessing their health records and prioritizing those patients
at risk of medication-related harm. Moreover, aligning patient
risk levels with the GP practices staff capacity within PCNs
would ensure that those who need immediate attention are seen
promptly:

That is a real issue for us. It’s a real issue for practice
actually. So this is why I think the tools have to be a
bit more cleverer than just generating, you know, we
can generate a list of patients today and that happens,
and PCNs at the moment essentially do that, but what
you have to do is almost match the list that’s
generated to the capacity of the build this so you can,
the practice has to say that across my PCN I’ve got,
you know, 100 appointments a week to deal with these
sort of patients then the tool has to generate
that...People would not switch it on if they felt that it
could generate lots of patients you would not then
see. [Policy maker; interview]

The development of an AI-assisted tool to support the SMR
process prompted discussions on how ML tools could predict
risk, identify prescribing gaps, highlight lifestyle and family
history risk predictors, and detect potential adverse drug
reactions. Advanced digital health tools with AI-assisted features
and data analytics could enhance patient engagement by
enabling holistic discussions about the patient’s risk trajectories
and how their medicines can be optimized to reduce any
medication-related risks:

There used to be a tool, I think it was developed in
Australia or New Zealand, but basically it showed a
graph of heart disease and trajectory towards
symptoms. And you could have a discussion with
patients and you can say well look, if we bring your
blood pressure down by this much then this is your
trajectory...if we stop you smoking, then this is your
trajectory. If you develop diabetes then this is your
trajectory, and that was probably the single most
powerful tool I had to convince people to optimize
things like blood pressure or cholesterol reduction.
[Participant 1; GP FG1]

I’m sure that having an AI trawl through drug
prescribing gaps would tell us quite a lot about
medication that may not be taken when it’s supposed
to have been. We kind of think about that in terms of
people misusing analgesics but actually for the elderly
population they’ll very often just order it because they
don’t know how to tell us they don’t like it or they
don’t want to take it anymore because they’re very
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much of the mindset that doctor knows best and they
don’t want the conflict. But they’ll very often forget
to order medication and that can be a giveaway.
[Participant 5; GP FG1]

I’m thinking of an example where someone has
attended an appointment and mentioned that they
think a drug is causing a side effect for them, I would
imagine that someone would document experiencing
this? Being able to see that would be very helpful to
try and further add to why things might have been
stopped or why a patient might have stopped taking
them and maybe not told anyone. [Participant 2;
pharmacist FG1]

We did a piece of work recently on familial
hypercholesterolaemia and pulled up a lot of patients
we didn’t realize had family history of massive
cholesterol levels and they hadn’t realized it was
potentially hereditary. [Participant 5; pharmacist FG2]

Optimizing EPR Visualization
Participants pointed to the challenges associated with the time
required to gather and interpret a patient’s medical history,
emphasizing the need for an AI-assisted tool that optimizes the
presentation of relevant information within the EPR. This
included reorganizing readily available data to provide a clearer
view of the patient’s medical history and social circumstances
to produce accessible visualizations of the medication timelines,
including what medications were prescribed for what condition.
Several participants suggested displaying the patient’s medical
history in a timeline format, detailing key events, such as
medication initiation, titration, or discontinuation, diagnosis
dates, and recent relevant blood test results:

So something pictorially, which helps represent the
information in a clearer way, I suppose. Yeah, maybe
more longitudinal kind of...And representation of say,
when medications were started and titrated up and
previous medications, when they were brought in and
when there were stopped. [Psychiatrist; interview]

I suppose my top 5 would be: something that
highlights previous courses of the same type of
medication or the same class, so, for example, if I
type in depression as a code, I want an automatic list
of every antidepressant they’ve been on previously
and how long they’ve been on it and which ones they
haven’t had, even the new ones that are coming on
line. I want a list of when they had prednisolone last
if they have chronic lung disease, [and] how many
courses in the last year they’ve had without searching
for it. [Participant 1; GP FG1]

AI-assisted tools that reduce the time involved in routine tasks,
such as finding information, calculating doses, or assessing
disease risk, were welcomed. HCPs were conscious of ensuring
that any AI-assisted tool did not overwhelm the user with
excessive “pop-up” functions on the display and should not
overburden the user’s view. There was strong support for a
visual timeline that would detail the patient’s diagnosis and

prescribing and deprescribing journey, along with relevant
investigations, diagnostic letters, which specialty diagnosed the
condition and started the medication, and the reasons for certain
medicine changes. Figure 2 presents the suggested AI-assisted
tool features:

I’ve been dreaming about the timeline you showed
[laughs] to be able to, in the way that I’ve imagined
it, at the click of a button know...when all the drugs
were started and what else was diagnosed around
that time [would be] great. And then I don’t have to
spend any time trying to put that together, that
information is there for me. Thinking outside of a
hospital setting, if I’ve got recent bloods and any sort
of risk calculations that I want already there on the
page from the most recent things, [that is] even better.
The amount of time [it would save]; the computer
system I work with tells me eGFR, [but] I spend a
good chunk of my day calculating everyone’s
creatinine clearance. [Participant 2; pharmacist FG1]

Participants also described the challenges around investigating
the indication for each prescribed medicine, stating that any
AI-assisted tool should incorporate the medication indication:

I think for me the most important thing that’s missing
is indication-based prescribing. Because when we
are doing our medicine reviews just trying to work
out why anyone’s on, you know they could be on an
ACE inhibitor, why are they on it, you know, they
could be on citalopram, you know, why are they on
it. And then it’s almost impossible to stop it if you
can’t work out why someone started it to begin with.
So, I think, for me that would be the key initial thing.
[Participant 1; polypharmacy FG]

Participants described how information within a patient’s EPR
should be visualized, focusing on rearranging and presenting
the information in a more intuitive and insightful way to enhance
understanding of the patient’s medical journey and provide the
information in an easily understandable format to support
decision-making. They recommended color-coding blood results,
highlighting the most recent hospitalization or medication
review, and flagging risky medication combinations. One
participant noted the following:

Reviewing the bloods was quite time-consuming at
times, but equally, it was color-coded, so if it was in
red it means it’s bad news. If it’s not in red, it’s OK.
So, a quick eyeball of words can be often sufficient.
[Pharmacist 2; interview]

Another participant added the following:

The kind of things that we need [are] things
like...when was their last medication review done or
when was the last SMR done, for example? When was
the last hospitalization event, for example? Have they
been hospitalized or discharged recently? Then it’d
be nice to visualize, you know, and the combinations
of drugs which could be risky. [Pharmacist 2;
interview]
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Figure 2. Suggested features for the development of an artificial intelligence (AI)–assisted tool for use in medication reviews. BNF: British National
Formulary; eGFR: estimated glomerular filtration rate; SMR: structured medication review.

Functionality of the AI Tool for SMRs
Participants articulated their preferences for the functionality
of the AI-assisted tool, particularly emphasizing the need to
avoid “pop-up fatigue.” They suggested implementing specific,
targeted pop-ups rather than numerous interruptions that could
disrupt workflow. One participant remarked as follows:

Any pop ups that you’ve just got to click through does
add even seconds to your working day in each patient
record so that can be annoying. [Participant 1; GP
FG2]

Instead, participants preferred notifications for critical issues,
such as missing medications in a patient’s record that align with
guidelines. For example, a participant stated the following:

If a patient has recently had a myocardial
infarction...it pulls out your main groups of drugs
from the NICE guidelines and flash up oh they’re not
on an ACE inhibitor and you’ve got to say why.
[Participant 3; pharmacist FG1]

Similarly, they recommended notifications for medications
needing review, such as long-term prescriptions of amitriptyline:

Just to make people think, actually. This thing which
was started for sleep isn’t helping. [Psychiatrist;
interview]

Participants also recommended pop-ups for new guideline
recommendations:

To meet the Commission of Human Medicines and
Medicines and Healthcare products Regulatory
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Agency recommendations that came in in December,
a way of being able to see what antiepileptics have
been tried for someone and how long they’ve been
on valproate would really inform the review process.
[Participant 2; pharmacist FG1]

Participants valued AI-assisted tools that enhanced workflow
productivity by providing quick access to resources, such as the
British National Formulary or NICE guidelines based on
prescribed medicines or flagged blood test results. One GP noted
the following:

I want a dashboard of most recent blood tests and
current guidance checked against that for where
there’s missing [medication] gaps, just those things
alone would probably save about 2- or 3-weeks’worth
of work across my practice per year. [Participant 1;
GP FG1]

In addition, participants highlighted the need for more efficient
access to hospital discharge letters and relevant patient
information, which often reside in separate electronic systems,
such as EMIS (an EPR system) and Docman (document
management system). One participant stated the following:

If you could draw up relevant letters alongside
diagnosis so that you don’t have to then trawl through
a different system or then write to the GP to request
added information on certain diagnosis. [Psychiatrist;
interview]

Furthermore, automated calculators for clinical decision-making,
such as anticholinergic burden calculations, estimated
glomerular filtration rate, and opioid conversion calculators,
were seen as valuable tools to reduce time and enhance
efficiency. For example, a GP shared the following:

I want automatic opioid conversion so that when
they’re on tramadol, co-codamol, oramorph, it just
gives me a single figure to aim towards and show
them, you know, we are at horse tranquilizing level
or at dragon tranquilizing level and we need to kind
of bring it down. [Participant 1; GP FG1]

SMRs, whether proactive or opportunistic, often require multiple
appointments and may necessitate further investigations by
another HCP in a different setting, such as a hospital.
Participants were concerned that current systems might fail to
notify HCPs of patients needing follow-up care, potentially
leading to harmful outcomes for the patient:

One of the big issues with medical software is not
doing what you describe. Computer programmers
call it “round tripping,” so basically things aren’t
followed up and the loop isn’t closed, and we see huge
amounts of error in medicine because of it. For
example, we will refer and then it’s off our radar and
it’s on someone else’s radar and then they don’t show
up at the hospital, and then all of a sudden six months
down the line they end up with a malignancy, and
then it’s back to the original person who referred
problem because that loop wasn’t closed or the data
wasn’t followed up. So, having some form of checking
system would hugely reduce error and risk within

medicine, particularly when it comes to prescribing.
So, for example, I’ve referred them to the physio, the
physio then closes that loop when they seem them and
then that’s dealt with, or the physio does a
hydrocortisone injection for example, which I may
not need to know about unless I then send them
somewhere else, or they are on anticoagulants, or
something like that. So, having a tool that ties up those
loose ends would be worth its weight in gold I think,
particularly in terms of huge amounts of risk
reduction. [Participant 1; GP FG1]

Facilitators of and Barriers to AI Tool Implementation
Participants were curious to understand where DynAIRx might
be embedded and how it will be adopted in practice. The main
goal was to ensure that any new software does not interfere with
current work processes. They described concerns about the cost
of adopting it in practice, information governance, and potential
medico-legal concerns:

I know that I understand X’s point about having it
that you are able to record what decisions you made
within the tool but I wonder if it might be preferable
to have a way of a text summary that could be then
copied from the tool into the notes. Or, even a way
of having a screen shot into letters so, you know, if
there were every any questions what was it that you
were looking at on the day what information was the
tool giving you and if you then made an interesting
decision based off that information, that’s still your
decision. But you’ve clearly got what is was that you
could see. [Participant 2; pharmacist FG1]

Incentivizing the use of the tool to improve uptake was seen as
crucial, with participants suggesting that DynAIRx should be
offered as an option to HCPs. They recommended explaining
the benefits of using DynAIRx as an additional supportive tool
alongside traditional EPR systems, providing examples, such
as improvements in efficiency, ease of use, and quick access to
information. In addition, HCPs recognized that technology is a
double-edged sword, which could either reduce or increase the
gap between the HCP and the patient. Consequently, HCPs were
open to incorporating a patient interface that would present
information pictorially to support shared decision-making.
Patients indicated that they would find this useful as they were
keen to take a more active role in decision-making. However,
many patients were unaware of medication review–related
services available to help optimize their medicines:

I have never been involved in a review either...Would
it just be the GP?...I am going to ask this time whether
I can be involved. [Patient 3; patient, multimorbidity
FG]

HCPs stated that, from their experience, patients are fairly
comfortable with technology, which was echoed in the patient
FGs:

I have no problem whatsoever with using [AI] tools,
especially if it is to back up the thought process.
[Patient 4; patient, multimorbidity FG]
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What I think, being a patient, is that you need to have
the trust from the GP and the GP pharmacist, whoever
is prescribing and using AI, they need to educate
people. They need to raise awareness about it. And
then you have the trust with the GP then you feel
comfortable. [Patient 1; patient, multimorbidity FG]

However, this did not necessarily mean that all patients were
able to use technology themselves to communicate or provide
feedback to HCPs through surveys and questionnaires,
suggesting the need to consider potential digital exclusion:

Not digitally everybody, there are some barriers,
language barriers, cultural barriers, and economic
barriers for the disadvantaged so we have to think
about equity as well. So these barriers are obviously
not everything, but we should open up, give the
opportunity to all those populations to have the
opportunity to discuss and take it rather than have
both, it should be both. [Patient; complex
multimorbidity FG]

While HCPs expressed a desire for risk-prediction tools within
the DynAIRx software, some remained skeptical about these
tools. They emphasized the importance of providing evidence
that the model had been validated or that the software itself
improved patient outcomes:

One of the reasons why people may not use it is that
they, clinicians often ask for evidence, so they need
to see evidence. A published paper or a trial of
actually being useful. So does it improve outcomes
with patients? These one of the biggest barriers that
I’ve come across in my time with tools. [Pharmacist
2; interview]

In addition, the need to ensure confidentiality and consent in
AI-assisted tool use is paramount, given the amount of data that
would be incorporated into DynAIRx. Patients were aware of
the fast-paced innovations taking place in technology and the
expectation that technology should be included in health care
practice:

The world is changing. First we heard about the
autopilot, now they are testing [cars] without a driver,
virtual GP...now AI in the medical sector as well. The
world is changing. [Participant 2; patient]

Discussion

Principal Findings
Our study outlines the user requirements for the development
of an AI-assisted tool to improve the process of conducting an
SMR involving patients with complex multimorbidity and
polypharmacy. This includes optimizing EPR visualization with
a focus on developing patient timelines that outline the patient’s
medical journey to include when a condition was diagnosed,
associated medicines prescribed for that condition, and any
associated laboratory results, to name a few. Moreover,
participants described the preference for evidence-based
outcomes and the use of explainable AI to identify patients at
risk of medication-related harm who would benefit from an
SMR, determine their risk trajectory over time, and align those

patients to practice staff capacity. By “explainable AI,” we mean
models or algorithms designed with transparent logic or post
hoc interpretation methods (eg, feature-importance heatmaps
and rule-based approximations) that allow HCPs to understand
why a particular patient was flagged as high risk rather than
relying on opaque “black box” predictions. From our findings,
it is clear that HCPs require an AI-assisted tool that will
streamline their work processes when conducting an SMR to
easily find information related to the patient and incorporate
any risk prediction models. Studies show that CDSSs have the
potential to improve process outcomes [15,16]; however, access
to CDSSs alone does not guarantee user acceptability or uptake
[17]. Concerns remain that complex clinical decision-making,
particularly for patients with multimorbidity and polypharmacy,
may not be easily translated into algorithms [18] or, at the very
least, may have HCPs view the validity of algorithms with some
skepticism [19]. This can be seen in the literature that reflects
HCP preference for knowledge-based CDSSs over
non–knowledge-based CDSSs [19,20]. Despite this, studies
show that the lack of algorithm complexity in CDSSs can
frustrate HCPs, particularly in how information is presented
[18,21]. Moreover, user-centered design is crucial in the
development of a CDSS to optimize how information is
presented to HCPs to manage cognitive load, alert fatigue, and
the impact on workflow [22,23].

Comparisons With Prior Work
AI-assisted tools designed to assist in SMR processes must be
tested to ensure they effectively identify both patients who are
at risk of medication-related harm and those who have the
greatest capacity to benefit from an SMR. These 2 groups are
not necessarily synonymous, as some variables that may
contribute to harm are not modifiable (eg, very advanced age
and frailty), whereas the capacity to benefit from an SMR may
be determined by modifiable factors (such as identification of
prescribing cascades, drug-drug or drug-disease interactions,
and adverse drug reactions). The tool must be sensitive when
identifying patients at high risk and display medicines that could
be optimized or deprescribed efficiently, enabling future
evaluation of medication-related interventions using available
data. Patients taking part in an SMR are also likely to have
multiple appointments and be referred to different specialists,
making it difficult for the HCPs who initiated the SMR to follow
this journey. Few studies have explored the interoperability
between primary and secondary health care settings, which is
essential for effective communication and coordination between
HCPs, and is perceived to have a high impact on patient safety
[24,25]. Our findings indicate a clear need for an AI-assisted
tool to support clinicians and patients during consultations. An
integrated system within the EPR software could help
summarize and visualize patient journeys and medicine-related
information, present personalized risks of harms and benefits
of medicines combinations [26], highlight the uncertainties in
these risks, and support shared decision-making with patients.
While the findings of this study are based on anticipated rather
than observed experiences with an AI-assisted tool, engaging
end users at the outset before tool development enables the
design of an AI-assisted tool that is contextually relevant,
cost-effective, and more likely to be adopted in practice [27,28].
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Future stages of this work will involve the development and
testing of a prototype to validate and refine these preliminary
findings through direct user interaction and usability testing, as
demonstrated by previous studies [29-32]. This iterative,
user-centered process will help ensure that the AI-assisted tool
is not only functional but also implementable in real-world
settings.

Previous literature highlights the preference among HCPs for
knowledge-based over non–knowledge-based CDSSs, which
aligns with concerns about the validity and acceptability of
algorithms in complex clinical scenarios [19,20]. While
frustrations with simplistic CDSS algorithms have been noted
[14], our study contributes additional evidence emphasizing the
need for user-centered design to address cognitive load, alert
fatigue, and workflow impact. The clinical decision support
five rights model states that the right information should be
presented to the right person, in the right format, via the right
channel, and at the right time [16]. Studies on the development
of CDSSs emphasize the importance of understanding the needs
of users and receivers during the early stages of software
development [17,18]. Interoperability between health care
settings, while unexplored in previous work, emerged as a
critical component for effective SMR implementation and
improved patient safety in this study [10,19]. Integrated care
boards link primary and secondary care data across their local
areas with input from EPR vendors, such as EMIS and
SystmOne. An approach consisting of fully linked local data,
with minor regional differences in data formatting, may begin
to emerge in the coming years as one way to proceed. Efforts,

such as the National Health Service Federated Data Platform,
aim to unify these actions across the nation and may provide
additional clarity on this approach in the coming years. The
next stage of the DynAIRx project will involve learning from
the user requirements of our stakeholder groups to develop
prototypes of an AI-assisted tool. We anticipate the developed
prototypes to likely fall under the category of a knowledge
support system, which provides HCPs with knowledge that
already exists, such as contextual information about a patient
drawn from several sources, including historic data on clinical
outcomes from comparable patient groups, medical knowledge,
and AI to support HCPs during consultations [29,33,34].

To bridge our user-centered requirements with real-world
adoption, we recommend framing the development and
deployment of the AI-assisted tool for SMRs within established
implementation science frameworks, such as the Consolidated
Framework for Implementation Research [35]. Under the
Consolidated Framework for Implementation Research, the
intervention characteristics (eg, usability, adaptability of the
patient-timeline visualization, and risk-prediction algorithms),
the inner setting (practice culture and EPR interoperability), the
outer setting (national data-linkage initiatives, such as the
National Health Service Federated Data Platform), the
characteristics of individuals (clinician attitudes toward
explainable AI), and the implementation process (engagement,
training, and feedback loops) all warrant deliberate planning
and tailoring.

A staged implementation approach could proceed as presented
in Textbox 1.

Textbox 1. Staged implementation approach.

Before implementation (exploration and preparation)

• Conduct targeted workflow analyses in a small number of pilot practices to refine how the timeline and risk outputs map onto existing structured
medication review processes

• Engage local electronic patient record vendors (eg, EMIS and SystmOne) to configure interoperability and data-security protocols

Implementation (initial rollout and training)

• Deploy the prototype in 3 to 5 “early adopter” practices, offering hands-on workshops and “superuser” support

• Establish a feedback channel (eg, biweekly focus groups) to iteratively refine

Sustainment (scale-up and longitudinal support)

• Expand to additional practices, embedding the tool within organizational reporting cycles

• Integrate decision-support outputs into routine safety audits and continuing professional development activities

Building on our staged implementation plan, future studies
should focus on prospective validation of the AI-assisted tool
for SMRs in live clinical settings. Key next steps include the
following:

• Pilot effectiveness trials—randomized or stepped-wedge
designs comparing standard SMR to SMR with AI support,
measuring both process (eg, time per review and alert
response rates) and patient-level outcomes (eg, incidence
of medication-related harm)

• Usability and acceptability—mixed methods evaluations
combining system-log analytics with qualitative interviews

to understand how clinicians interact with features such as
patient timelines and risk predictions

• Subgroup analyses—examining performance across
different patient demographics and varying levels of
multimorbidity complexity to ensure equitable benefit

Limitations
This research is part of a larger qualitative study exploring the
barriers to SMRs and potential AI-assisted tools. Given the
focus on digital-driven solutions, the HCP participants likely
included those with a particular interest in such innovations,
although efforts were made to include a diverse range of HCPs
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from different practice backgrounds, regions, and care settings
to mitigate this bias and help strengthen the generalizability of
our findings within the context of SMR practices. Moreover,
our eligibility criteria focused on recruiting HCPs who are
actively involved in conducting medication reviews to explore
the barriers to efficient and effective SMRs and how AI-assisted
tools may address these barriers [4]. Some FGs had fewer
participants due to the competing demands on clinicians’ time.
However, the data collected were rich and contributed
significantly to achieving thematic saturation. While this study
provides valuable insights into the user requirements for
developing an AI-assisted tool, certain limitations should be
acknowledged. First, the diversity of the patient group included
in this study may not fully represent the broader patient
population, particularly in terms of familiarity with AI-assisted
tools. Patients’ knowledge and understanding of such systems
may vary significantly, potentially influencing the feedback
provided. As a result, the findings may not fully capture the
perspectives of patients with lower levels of digital health
literacy or those who have more experience engaging with
AI-assisted tools in clinical settings. Second, the study captures
participants’ hypothetical perceptions of the AI-assisted tool
rather than their experiences of real-world implementation and
use. While the findings highlight anticipated benefits and
potential facilitators, they may not fully reflect the complexities
of adoption and sustained use in practice. Consequently, the
research team will develop a prototype based on our findings,
which will be tested to validate results from this study and refine
and iterate the prototype through a series of think-aloud sessions
and semistructured interviews with HCPs. This will ensure the
prototype is developed based on user requirements and allow
the user to explore the utility of the tool. Moreover, we anticipate
a future evaluation of the AI-assisted tool by implementing it
into the HCPs’ routine workflow. Future research involving

live system implementation and longitudinal evaluation would
be valuable in assessing the feasibility and actual impact of
AI-assisted tool integration in health care settings.

Conclusions
This study highlights the potential of AI-assisted tools to
enhance the SMR process for patients with complex
multimorbidity and polypharmacy and the user requirements
to develop an AI-assisted tool. AI-assisted tools may have the
potential to improve patient identification for an SMR, assist
the HCP to optimize patient medication by optimizing the EPR
visualization of the patients’ medical and social history, and
support shared decision-making between HCPs and patients.
In order to realize the full potential of AI-assisted tools for
SMRs, national and local policy makers should consider
earmarking targeted funding streams, such as through the
National Health Service Digital’s Innovation Accelerator or
PCN transformation budgets, to subsidize early implementation
and integration with EPR systems. Embedding AI-SMR
competencies into continuing professional development
requirements for pharmacists and GPs, alongside dedicated
training grants, will help build workforce capability and ensure
equitable uptake. Finally, linking reimbursement incentives (eg,
enhanced quality and outcomes framework points to
multimorbidity reviews that use validated AI support) could
further drive adoption and standardize best practice across PCNs.
However, to ensure successful implementation, it is essential
to address concerns, such as cognitive load, alert fatigue, and
system interoperability. The findings underscore the importance
of developing explainable, evidence-backed tools that align
with clinical workflows and demonstrate clear benefits to patient
outcomes. Ultimately, integrating such tools into an EPR has
the potential to improve the efficiency and effectiveness of
SMRs, benefiting both patients and health care systems.
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Abstract

Background: Developmental dysplasia of the hip (DDH) is a common pediatric orthopedic disease, and health education is
vital to disease management and rehabilitation. The emergence of large language models (LLMs) has provided new opportunities
for health education. However, the effectiveness and applicability of LLMs in education with DDH have not been systematically
evaluated.

Objective: This study conducted an integrated 2-phase evaluation to assess the quality and educational effectiveness of
LLM-generated educational materials.

Methods: This study comprised 2 phases. Based on Bloom’s taxonomy, a 16-item DDH question bank was created through
literature analysis and collaboration. Four LLMs (ChatGPT-4 [OpenAI], DeepSeek-V3, Gemini 2.0 Flash [Google], and Copilot
[Microsoft Corp]) were questioned using standardized prompts. All responses were independently evaluated by 5 pediatric
orthopedic experts using 5-point Likert measures of accuracy, fluency, and richness, the scales of Patient Education Materials
Assessment Tool for Printable Materials, and DISCERN. The readability was measured by a formula. The data were examined
using Kruskal-Wallis tests, ANOVA, and post hoc comparisons. In phase 2, an assessor-blinded, 2-arm pilot randomized controlled
trial was conducted. A total of 127 caregivers were randomized into an LLM-assisted education group or a web search control
group. The intervention included structured LLM training, supervised practice, and 2 weeks of reinforcement training. Measured
at baseline, postintervention, and 2 weeks following, the outcomes were eHealth literacy (primary), DDH knowledge, health risk
perception, perceived usefulness, information self-efficacy, and health information-seeking behavior. Cohen d effect sizes and
linear mixed-effects models were used in an intention-to-treat manner.

Results: There were significant differences between the 4 LLMs concerning accuracy, richness, fluency, Patient Education
Materials Assessment Tool for Printable Materials Understandability, and DISCERN (P<.05). ChatGPT-4 (median 63.67, IQR
63.67-64.67) and DeepSeek-V3 (median 63.67, IQR 63.33-64.67) generate more accurate text than Copilot (median 59.00, IQR
58.67-59.67). DeepSeek-V3 (median 64.00, IQR 64.00-64.00) was language richer than Copilot (median 52.33, IQR 51.33-52.67).
Gemini 2.0 Flash (median 72.67, IQR 72.33-73.00) was more fluent than Copilot (median 65.67, IQR 63.33-65.67). In phase 2,
the intervention group showed higher eHealth literacy at T1 (33.62, 95% CI 32.76-34.49; d=0.20, 95% CI 0.13-0.56) and T2
(33.27, 95% CI 32.38-34.17; d=0.36, 95% CI 0.01-0.80), greater DDH knowledge at T1 (7.87, 95% CI 7.48-8.25, d=0.71, 95%
CI 0.33-1.11) and T2 (7.12, 95% CI 6.72-7.51; d=0.54, 95% CI 0.17-0.96), and slight improvements in health risk prediction and
perceived usefulness.
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Conclusions: Mainstream LLMs demonstrate varying capacities in generating educational content for DDH. They generated
DDH caregiver education materials that were associated with modest improvements in eHealth literacy and knowledge. Although
LLMs can address general informational needs, they cannot completely substitute clinical evaluation. Future research should
focus on optimizing plain language, refining dialogue design, and enhancing audience personalization to improve the quality of
LLMs’ materials.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2500108410; https://www.chictr.org.cn/showproj.html?proj=271987

(J Med Internet Res 2026;28:e73326)   doi:10.2196/73326

KEYWORDS

large language models; developmental dysplasia of the hip; health education; content generation; mobile phone

Introduction

Background
Developmental dysplasia of the hip (DDH) is a common
pediatric orthopedic condition affecting 1%-3% of infants, with
a higher prevalence in girls and more frequent involvement of
the left hip [1]. If undiagnosed or untreated early, DDH can lead
to gait abnormalities, chronic pain, and early osteoarthritis,
substantially affecting the quality of life [2]. Early diagnosis
and health education are critical for improving prognosis.
Delayed diagnosis and treatment often require complex surgery,
which not only increases the difficulty of treatment but may
also result in further functional deterioration [3,4]. Traditional
educational methods are limited by time and resources, making
it difficult to meet patients’ diverse informational needs. The
emergence of artificial intelligence (AI) has provided new
opportunities for health education.

In the broader field of digital health communication, AI-based
conversational systems are increasingly being explored as tools
to provide convenient and efficient services to meet people’s
diverse needs. Currently, large language models (LLMs), such
as ChatGPT, Google Gemini, Microsoft Copilot, and DeepSeek,
are applied in health communication, including disease diagnosis
[5], treatment recommendation [6], health education [7], and
clinical decision-making [8]. For example, ChatGPT enables
interactive discussions that tailor standardized medical
information to individual patient needs, helping bridge
communication gaps between clinicians and patients [9,10].
Although AI has demonstrated great potential in medical
education, its use in patient-facing communication raises
concerns. LLMs may provide erroneous medical advice [11],
propagate outdated medical views [12], or fabricate nonexistent
medical cases to generate “hallucinations” [13]. At the ethical
and regulatory levels, challenges arise from the model’s “black
box” decision-making, including unclear accountability,
difficulties in defining legal responsibility, privacy breaches,
and lagging regulatory frameworks. These issues directly
jeopardize users’ safety, potentially leading to misdiagnosis,
delayed treatment, and other forms of direct harm. Furthermore,
most generated content maintains a university reading level,
which may pose comprehension challenges for users without
higher education [14]. These risks underscore the need for
systematic evaluation before integrating such tools into health
education.

While prior studies have primarily examined the accuracy or
readability of LLM-generated content [15], few have connected
content quality with its actual educational impact on end users.
The extent to which LLM-generated materials can effectively
support caregivers’understanding and health literacy in specific
conditions, such as DDH, remains unexplored. In DDH,
caregivers have to not only comprehend specialized medical
concepts but also actively recognize abnormal signs in children
and make timely decisions [16]. Due to the professional
complexity of orthopedic knowledge and the unique nature of
pediatric disorders, basic health literacy abilities are necessary
for caregivers. Therefore, the different levels of digital literacy
among caregivers may make it more difficult for them to
properly understand information produced by LLMs. To address
this, the present study systematically evaluated multiple
mainstream LLMs through expert assessment and a pilot
randomized controlled trial (RCT) among caregivers. By
integrating expert evaluation with caregiver validation, this
study extends the current AI in health communication research
from theoretical assessment to empirical verification.

Objective
Therefore, this study aimed to provide a comprehensive
evaluation and verification of LLM-generated education
materials for DDH. The first phase assessed the educational
quality of the outputs generated by 4 mainstream LLMs
(ChatGPT-4, DeepSeek-V3, Gemini 2.0 Flash, and Copilot)
through expert ratings of accuracy, understandability,
actionability, and readability. The second phase involved a pilot
RCT among caregivers to evaluate the actual educational impact
of these materials, including digital literacy, DDH knowledge
acquisition, health risk perception, information self-efficacy,
perceived usefulness, and health information-seeking behaviors.
This study bridged the gap by integrating the quality assessment
of LLMs with RCT to validate their content reliability and
educational impact. It offered evidence for the safe and effective
use of LLMs in clinical education.

Methods

Theoretical Framework
The taxonomy by Bloom et al [17] served as the guiding
pedagogical framework for designing the educational content.
The taxonomy organizes cognitive processes into 6 hierarchical
levels: remember, understand, apply, analyze, evaluate, and
create, which is widely used to structure learning objectives and
instructional materials. As users often need to acquire not only
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basic factual knowledge but also practical decision-making
skills, this hierarchical model provided a structured approach
for determining which levels of cognition should be targeted in
education [18].

Guided by this framework, we developed a 16-item question
bank that intentionally spanned different cognitive levels,
ranging from foundational knowledge such as definitions and

symptoms to more complex tasks such as interpreting clinical
scenarios or making care decisions (Table 1). This ensured that
the LLM-generated responses covered the breadth of learning
needs relevant to caregivers. Bloom’s taxonomy, therefore,
supported the construction of a comprehensive and
pedagogically meaningful learning set, helping align the
generated content with education requirements.

Table 1. Question bank framework based on Bloom’s taxonomy.

ContentBloom’s taxonomy and part

Remembering

“What is [disease name]? Please explain its main features and potential effects in simple language.”Basics

“Who is most likely to develop [disease name]? How common is it?”Anatomy and effects

Understanding

“Will [disease name] have a long-term impact on my quality of life? What aspects should I pay special
attention to?”

Etiology and risk factors

“What parts of the body does [disease name] mainly affect? What do these parts do in a healthy state?”Symptoms and early recognition

Applying

“What symptoms or consequences may arise if these parts are damaged? Can you provide specific ex-
amples?”

Physician examination and diagnosis

“What are the main causes of [disease name]? What risk factors may increase the chances of developing
it?”

Emergencies

Analyzing

“What lifestyle habits or environmental factors increase the risk of developing [disease name]? How
can I prevent it?”

Hospital treatment and rehabilitation

“If I have a family history, is my risk of developing [disease name] higher? What preventive measures
should I take?”

Medication management

“What are the main symptoms of [disease name]? What signs indicate the disease is worsening? Should
I seek immediate medical attention?”

Pain management

Evaluating

“What methods do doctors usually use to confirm the diagnosis of [disease name]? What is the purpose
of each test?”

Postoperative management

Creating

“What indicators are most important in test results? How do these results reflect the severity of the dis-
ease?”

Daily living and health management

“After confirming the diagnosis of [disease name], do I need to schedule regular follow-ups? How often
should I have them and what should be checked?”

Mental health

“What symptoms indicate that I need to seek immediate medical attention?”Digital tools and management

Expandinga

“How should I handle and self-monitor during an emergency situation?”Education and support resources

“What treatments will I receive during hospitalization? What is the purpose of each treatment?”Social and economic impact

“How can I prevent infections or other complications during hospitalization? What can family members
do to assist with recovery?”

Future planning and visioning

aNot part of Bloom’s taxonomy; it is an extension of this study.

Study Design
The evaluation study had 2 phases. Phase 1 was a cross-sectional
study in which physicians evaluated the answers provided by
the LLMs. Phase 2 was a 2-arm pilot RCT comparing health
education using LLMs with web-based searches.

Phase 1: Expert Evaluation Study

Model Testing
Based on Bloom’s taxonomy, we collected and categorized
common questions regarding DDH. We also reviewed clinical
guidelines [19-23] to identify the key areas of knowledge. Using
this information, an initial question bank was developed, which
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was subsequently refined and finalized through expert review.
Each question was guided by a harmonized prompt paragraph:
“Using developmental dysplasia of the hip (DDH) in children
as an example, answer the following questions in detail, ensuring
the content is easily understandable for non-medical
professionals. Life-like examples and situations can be
incorporated to help readers better grasp the information. Please
reduce the number of syllables to make the sentence simpler.”
All the generated texts and the complete question bank are
provided in Multimedia Appendix 1. Each model generated
educational materials based on 16 question banks, and the
experiment was repeated 3 times for a total of 192 generations
(4 models × 16 question banks × 3 times). Data were collected
from January to February 2025. ChatGPT-4, DeepSeek-V3,
Gemini 2.0 Flash, and Copilot were evaluated; no experimental,
beta, or preview releases were included. The experiments were
performed under the default settings of the web interfaces
without modifying the generation parameters. To ensure
reproducibility and independence of the outputs, each prompt
was regenerated 3 times by establishing a new session for each
run with the same original prompt. All outputs, including
identical or similar responses, were retained to reflect the
intrinsic variability of the models.

Assessment of Quality and Readability
Quality assessment tools as primary outcomes included (1) a
Likert scale for assessing three items of accuracy, fluency, and
richness of the material, scoring 16 questions on a scale from
1 to 5, with higher scores indicating better performance; (2) the
DISCERN tool [24], which assessed the overall quality of the
educational material, with a total of 16 entries, scoring on a
scale from 1 to 5, with higher scores indicating better quality;
and (3) the Patient Education Materials Assessment Tool for
Printable Materials (PEMAT-P) [25], which contains 17 items
measuring understandability and 7 items assessing actionability.
These were reduced to 10 and 4 to accommodate the textual
output with a 70% passing line based on the guidelines. During
the evaluation process, each material was independently scored
by 5 evaluators. The scores from evaluators were retained for
subsequent data analysis.

Readability assessment tools as secondary outcomes included
(1) the Flesch-Kincaid Reading Ease (FKRE), (2) the
Flesch-Kincaid Grade Level (FKGL), and (3) the Simple
Measure of Gobbledygook (SMOG) index, chosen for their
widespread use and reliability in assessing text readability. All
3 score calculations involved the total number of words,
sentences, and syllables. The FKRE measured the simplicity of
the text, with scores ranging from 0 to 100, with higher scores
indicating better readability. The FKGL represented reading
level grade, with lower FKGL and SMOG indicating better
comprehension and higher scores indicating more complex
language. Scores above 60 or below sixth grade were the
recommended reading levels for the general public. Readability
scores were calculated using a web-based readability calculator
(Readable; Added Bytes). The detailed formulas are provided
in Multimedia Appendix 2.

Expert Evaluation
The material generated by the LLMs was independently assessed
for quality. The material generated by the LLMs was
independently assessed by 5 pediatric orthopedic physicians
with expertise in DDH, selected through rigorous predefined
criteria: (1) ≥10 years of clinical experience in DDH diagnosis
or treatment; and (2) evaluators completed standardized training
on the assessment rubric before this study, using the DDH
guidelines as the gold standard [19-23]. To ensure blinding, the
LLM outputs were made anonymous by an independent
researcher who replaced the model names with random codes.
The evaluators confirmed that they could not infer the identities
of the LLMs or determine if repeated outputs came from the
same model. Interrater reliability was assessed for each outcome
dimension using the intraclass correlation coefficient (ICC).
ICC values were interpreted as follows: <0.5=poor,
0.5-0.75=moderate, 0.75-0.9=good, and >0.9=excellent
agreement.

Phase 2: Pilot RCT

Participants
Participants were recruited through digital media advertisements
and physician referrals. Eligibility criteria included (1) being
aged ≥18 years, (2) being caregivers of children aged 0-14 years,
(3) having the ability to read and understand words, and (4)
having internet access. Exclusion criteria included (1) having
severe hearing or visual impairment; (2) having severe
schizophrenia, major depression, bipolar disorder, and other
mental illnesses; or (3) participation in other related studies.

Sample Size
Power analysis was performed using G*Power 3.1.9.7 based
on similar educational intervention studies [26]. A medium
effect size (Cohen d=0.65) was anticipated for the primary
outcome of performance, with 2-tailed α=.05, power of 0.8,
and at least 38 participants per group being required. Accounting
for an expected 20% attrition rate, the target sample was 49
participants per group (total n=98). There were 127 participants
in the final sample (62 in the control group and 65 in the
intervention group).

Randomization and Blinding
Recruitment took place in the Third Affiliated Hospital of
Southern Medical University and community support groups.
The researchers generated a computer-generated list and sealed
it in an opaque envelope. Before the start of the intervention,
research assistants who were not involved in hospital
assessments or interventions opened the envelopes and assigned
participants at random to the intervention or control group.
Following informed consent, eligible participants meeting the
inclusion and exclusion criteria were randomly assigned in a
1:1 ratio to either the trial or control group. The blinding of
participants was not feasible due to the nature of the
intervention, but the research team remained unaware of group
assignments until this study concluded. Data analysts who
conducted the final analyses were masked to participant
identities throughout. Due to the nature of the intervention,
participant blinding was not possible. However, group
allocations were not disclosed to the research team until the
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trial was finished. Throughout, participant identities were
concealed from the data analysts.

Control Group
Participants in the control group received standard web-based
educational materials prepared by clinical experts. These
materials were retrieved from official sources (eg, [27]).
Participants were asked to read independently, simulating a
typical web-based health information-seeking behavior.

Intervention Group
All researchers received standardized training to ensure
consistent delivery of DDH-related information and LLM
education. The intervention was delivered to participants by
face-to-face communication. First, the participants were
introduced to the foundational concepts of LLMs, including
basic mechanisms, application categories, and core interaction
capabilities. Second, a standardized consultation framework
was introduced, covering device access, platform login, dialogue
initiation, and structured prompt formulation. The required
background information included demographic and clinical
characteristics, symptom description, disease duration, medical
history, lifestyle, and psychosocial factors. Participants were
also provided with 16 DDH-related inquiry categories, including
foundations, risk factors, early recognition, diagnosis, treatment,
postoperative care, medication management, psychological
support, etc. They are able to optionally output custom
instructions, such as length, style, level of technical terminology,
and formatting preferences. Third, strategies to improve
information quality are introduced, including clear language
prompts, staged questions, example guidance, support for the
reasoning process, evidence sources for web retrieval, and
document import. Verification approaches were emphasized,
such as cross-model comparison, guideline checking, and
professional consultation. Finally, risk awareness and ethical
considerations were reinforced, including potential
hallucinations, outdated content, privacy risks, copyright issues,
and inappropriate clinical dependence. A practical demonstration
was conducted using an actual DDH case. For example, a female
infant, 1 year old, with asymmetric thigh folds and a family
history, but no medical history. Participants inquired and learned
relevant knowledge based on the background of this example.
During the 2 weeks, the participants received remote support
through web-based group consultations or offline feedback
sessions. Researchers responded to questions related to practical
application, corrected misuse behaviors, and supplemented
individualized guidance.

Data Collection
Data were collected through questionnaire surveys. The basic
information questionnaire gathered the demographic
characteristics of this study’s participants. Validated scales were
used to measure eHealth literacy, DDH knowledge, health risk
perception, information self-efficacy, perceived usefulness, and
health information-seeking behavior. There were three
assessment time points: (1) baseline (T0), (2) immediately after
the completion of the intervention or control group (T1), and
(3) two weeks after the end of the intervention or control group
(T2).

Primary Outcomes
The eHealth Literacy Scale (eHEALS), originally developed
by Norman and Skinner [28], was adopted to measure
participants’ eHealth literacy. It comprises 8 items that assess
one’s ability to locate and use web-based health resources,
appraise the credibility of digital health information, and apply
acquired information to make informed health decisions. Each
item is scored on a 5-point Likert scale, producing a total score
between 8 and 40, with higher scores representing stronger
eHealth literacy.

Secondary Outcomes
The developmental dysplasia of the hip knowledge test
(DDH-KT) was developed by the research team to assess
participants’basic DDH knowledge. The items were constructed
according to current clinical guidelines and health education
materials and reviewed by pediatric orthopedic surgeons. Each
correct answer is scored as 1 point (range 0-10), with higher
scores indicating greater DDH knowledge. The full knowledge
test is provided in Multimedia Appendix 3.

The Health Risk Perception Scale (HRPS) was measured based
on the framework by Ajzen [29]. The scale was adapted from
established health risk perception measures by Brewer et al
[30], and covered 2 dimensions: perceived susceptibility and
perceived severity. The items assessed participants’ subjective
perception of the likelihood and potential consequences of
related health problems, rated on a 5-point Likert scale. Higher
scores reflected a greater level of perceived risk (Cronbach
α=0.847).

The Information Self-Efficacy Scale (ISES), adapted from
Pavlou and Fygenson [31], was used to evaluate participants’
confidence in obtaining and effectively using web-based health
information. The scale contained 3 items rated on a 5-point
Likert scale. Total scores were calculated by summing all item
responses, with higher scores indicating stronger information
self-efficacy (Cronbach α=0.806).

The Perceived Usefulness Scale (PUS), adapted from Cheung
et al [32], assessed the extent to which participants viewed
web-based health information as helpful, relevant, and beneficial
for health knowledge and decision-making. Items were scored
on a 5-point Likert scale, with higher scores indicating greater
perceived usefulness (Cronbach α=0.852).

The Health Information-Seeking Behavior Scale (HISBS),
adapted from Kankanhalli et al [33], measured the frequency
and willingness to actively seek web-based health information.
Responses were recorded using a 5-point Likert scale, and higher
scores indicated more proactive seeking behavior (Cronbach
α=0.873).

Statistical Analysis
In phase 1, descriptive statistics were reported as mean (SD)
and median (IQR). Because the final analytic values were
obtained by averaging 3 generations, the normality assumptions
for repeated-measures ANOVA were not met. Group differences
among the 4 LLMs were analyzed using the Kruskal-Wallis H
test, followed by Dunn-Bonferroni post hoc comparisons when
significant. One-way ANOVA and Tukey post hoc tests were
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used for readability indices because the normality assumptions
were satisfied. False discovery rate correction was applied across
the 9 outcomes to control for multiple testing. Interrater
reliability was assessed using ICC(2,k) based on a 2-way
random-effects model [34]. Effect sizes were reported as
epsilon-squared for nonparametric tests and eta-squared for
ANOVA. Analyses were conducted in R (version 4.5.1; R
Foundation) with ggplot2 (version 3.5.1; Posit, PBC) for
visualization.

In phase 2, all analyses followed the intention-to-treat principle
and included all randomized participants. Continuous baseline
variables are presented as mean (SD), and categorical variables
as counts and percentages. Differences between groups at
baseline were assessed using 2-sided independent sample t tests
for continuous variables and chi-square tests for categorical
variables. Outcomes were analyzed using linear mixed-effects
models with time (T1 and T2) and group (intervention vs
control) as fixed effects, time × group interaction, baseline (T0)
as a covariate, and participant ID as a random intercept. No
imputation was performed because linear mixed-effects models
estimated with restricted maximum likelihood provided unbiased
estimates under the missing at random assumption [35].
Between-group effect sizes (Cohen d, 95% CI) and estimated
marginal means (95% CI) were reported. eHEALS was defined
as the primary outcome. All other outcomes, including
DDH-KT, HRPS, ISES, PUS, and HISBS, were considered
secondary. Given the pilot and exploratory nature of this trial,
no adjustment for multiple comparisons was applied. Therefore,
analyses of the outcomes were intended to be
hypothesis-generating rather than confirmatory. Analyses were
conducted in R (version 4.5.1) using lme4, lmerTest, and
emmeans; 2-sided P<.05 was considered statistically significant.

Ethical Considerations
This study was approved by the Ethics Committee of the Third
Affiliated Hospital of Southern Medical University

(2024-ER-113), and the first participant was enrolled in June
2025. The trial registration was completed on August 29, 2025,
at the Chinese Clinical Trial Registry (ChiCTR2500108410).
All research participants signed written informed consent forms.
Researchers disclosed study information to participants;
participants retained the right to withdraw from the study or
withdraw their research data at any time without conditions,
and withdrawal would not result in any adverse consequences.
Participants were informed that part of the educational content
was generated by AI, and the limitations of AI-generated
information were explained. The use of AI-assisted materials
was supervised throughout this study by qualified health care
professionals. During the intervention period, participants were
encouraged to report any concerns or adverse experiences related
to the educational materials, and ultimately, no related adverse
events were reported. All personal information and data
collected during the study were kept strictly confidential.
Participants who completed the entire study process received
educational materials, including a parenting knowledge
handbook valued at CN ¥50 RMB (approximately US $7.15),
as compensation.

Results

Phase 1

Overview
Overall, ChatGPT-4 and DeepSeek-V3 demonstrated the
strongest performance in content accuracy, richness,
understandability, and information quality, making them suitable
for generating pediatric health communication materials. Gemini
2.0 Flash and Copilot performed well in fluency and readability
metrics, while they were relatively weaker in content richness
and accuracy. Table 2 provides a visual summary of the scores
and the overall performance comparison. Figure 1 illustrates
the comparison of the responses across the LLMs. The scoring
data are presented in Multimedia Appendix 4.
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Table 2. Comparison of model performance across different indicators.

Significance (P
value)

ε²c/η²dFDR-adjustedbP
value

P valueH/FaMedian (IQR)Mean (SD)Model

0.73.005.00313.873Accuracy

*e,f (.02)63.67 (63.67-64.67)64 (1.03)ChatGPT-4

*g (.048)59.00 (58.67-59.67)59.07 (1.01)Copilot

—h63.67 (63.33-64.67)63.33 (1.78)DeepSeek-V3

—59.67 (59.33-60.00)59.53 (0.99)Gemini 2.0 Flash

0.72.005.00313.68Richness

—62.67 (60.00-64.33)62.33 (2.26)ChatGPT-4

*g (.02)52.33 (51.33-52.67)51.6 (3.52)Copilot

—64.00 (64.00-64.00)63.93 (1.53)DeepSeek-V3

—54.67 (50.33-57.33)54 (5.65)Gemini 2.0 Flash

0.853.003.00116.204Fluency

—70.00 (68.67-70.00)69.53 (1.19)ChatGPT-4

***i (<.001)65.67 (63.33-65.67)64.87 (1.8)Copilot

—70.67 (70.33-71.00)69.87 (2.19)DeepSeek-V3

—72.67 (72.33-73.00)73 (0.97)Gemini 2.0 Flash

0.601.012.0111.421PEMAT-Pj understandability
(%)

*f (.03)94.44 (94.44-94.44)93.89 (1.24)ChatGPT-4

—86.11 (80.56-88.89)85 (4.21)Copilot

—94.44 (91.67-94.44)93.33 (3.17)DeepSeek-V3

—86.11 (86.11-88.89)87.78 (4.21)Gemini 2.0 Flash

0.399.06.067.587PEMAT-P actionability (%)

—66.67 (66.67-66.67)68.33 (3.73)ChatGPT-4

—58.33 (58.33-66.67)60 (6.97)Copilot

—66.67 (66.67-66.67)68.33 (3.73)DeepSeek-V3

—66.67 (66.67-66.67)66.67 (5.89)Gemini 2.0 Flash

0.539.02.0210.243DISCERN

*i (.035)49.00 (46.00-49.27)48.52 (3.27)ChatGPT-4

—46.67 (46.47-47.67)46.56 (1.57)Copilot

*i (.03)48.00 (46.67-49.20)48.44 (2.71)DeepSeek-V3

—43.33 (42.33-43.40)43.08 (1.82)Gemini 2.0 Flash

0.296.003<.0018.395FKGLk

*g (.03); *i (.04)8.86 (8.14-9.70)8.74 (1.37)ChatGPT-4

***g (<.001);

***i (<.001)

9.07 (8.38-10.88)9.41 (1.86)Copilot

—7.26 (6.72-7.70)7.30 (1.08)DeepSeek-V3

—7.19 (6.30-8.44)7.37 (1.33)Gemini 2.0 Flash

0.225.005.00314.198FKREl

—61.44 (56.80-66.97)61.86 (8.58)ChatGPT-4
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Significance (P
value)

ε²c/η²dFDR-adjustedbP
value

P valueH/FaMedian (IQR)Mean (SD)Model

**g (.006); **i

(.009)

57.70 (46.25-61.33)53.45
(12.62)

Copilot

—67.45 (62.73-70.43)67.19 (6.62)DeepSeek-V3

—70.10 (59.19-73.48)66.85 (7.72)Gemini 2.0 Flash

0.293.003<.0018.297SMOGm

*g (.02)10.96 (10.52-11.61)11.02 (1.26)ChatGPT-4

***g (<.001);

**i (.003)

11.48 (11.09-13.04)11.67 (1.33)Copilot

—9.74 (9.25-10.19)9.83 (0.93)DeepSeek-V3

—10.03 (9.28-10.91)10.19 (1.06)Gemini 2.0 Flash

aH/F: values are reported as test statistics. H statistics for the Kruskal-Wallis test and F statistics for 1-way ANOVA.
bFDR: false discovery rate.
cη²: eta-squared.
dε²: epsilon-squared.
e*P <.05. **P <.01. ***P <.001. Normality was assessed for all variables. FKGL and SMOG were analyzed using 1-way ANOVA with Tukey honestly
significant difference for pairwise comparisons; others were analyzed using the Kruskal-Wallis test with Dunn test (Bonferroni-corrected P values).
fvs CoPilot.
gvs DeePseek-V3.
hNot applicable.
ivs Gemini 2.0 Flash.
jPEMAT-P: Patient Education Materials Assessment Tool for Printable Materials.
kFKGL: Flesch-Kincaid Grade Level.
lFKRE: Flesch-Kincaid Reading Ease.
mSMOG: Simple Measure of Gobbledygook.
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Figure 1. Comparison of responses across 4 LLMs. (A) Accuracy, (B) richness, (C) fluency, (D) PEMAT-P understandability, (E) PEMAT-P actionability,
(F) DISCERN, (G) FKGL, (H) FKRE, and (I) SMOG index. FKGL: Flesch-Kincaid Grade Level; FKRE: Flesch-Kincaid Reading Ease; LLM: large
language model; PEMAT-P: Patient Education Materials Assessment Tool for Printable Materials; SMOG: Simple Measure of Gobbledygook.

Quality Assessment
There were significant differences between the 4 LLMs in terms
of accuracy, richness, fluency, PEMAT-P understandability,
and DISCERN (P<.05). ChatGPT-4 and DeepSeek-V3
outperformed the other models in the majority of evaluation
dimensions. ChatGPT-4 (median 63.67, IQR 63.67-64.67) and
DeepSeek-V3 (median 63.67, IQR 63.33-64.67) generated more
accurate text than Copilot (median 59.00, IQR 58.67-59.67).
DeepSeek-V3 (median 64.00, IQR 64.00-64.00) was language
richer than Copilot (median 52.33, IQR 51.33-52.67). Gemini
2.0 Flash (median 72.67, IQR 72.33-73.00) was more fluent
than Copilot (median 65.67, IQR 63.33-65.67). Based on the
PEMAT-P understandability scores, the content of ChatGPT-4
(median 94.44%, IQR 94.44%-94.44%) was more
comprehensible than that of Copilot (median 86.11%, IQR
80.56%-88.89%). The PEMAT-P actionability scores were
similar across the models. ChatGPT-4 (median 49.00, IQR
46.00-49.27) and DeepSeek-V3 (median 48.00, IQR
46.67-49.20) had a higher DISCERN scale score than Gemini
2.0 Flash (median 43.33, IQR 42.33-43.40).

Readability Assessment
Readability metrics highlighted the differences among the
models. Gemini 2.0 Flash (median 66.85, IQR 59.19-73.48)
and DeepSeek-V3 (median 67.19, IQR 62.73-70.43) generated
sentences with higher FKRE scores, indicating easier readability
compared to Copilot (median 53.45, IQR 46.25-61.33).

DeepSeek-V3 (mean 7.30, SD 1.08) and Gemini 2.0 Flash (mean
7.37, SD 1.33) produced sentences with superior FKGL scores
compared to ChatGPT-4 (mean 8.74, SD 1.37) and Copilot
(mean 9.41, SD 1.86). DeepSeek-V3 (mean 9.83, SD 0.93) and
Gemini 2.0 Flash (mean 10.19, SD 1.06) produced texts with
better SMOG scores compared to ChatGPT-4 (mean 11.02, SD
1.26) and Copilot (mean 11.67, SD 1.33).

Visualization and Analysis
The comparative evaluation of 4 LLMs demonstrated clear
performance variability across accuracy, richness, and fluency,
as illustrated in Figures 2 and 3. Overall, ChatGPT-4 and
DeepSeek-V3 outperformed Copilot and Gemini Flash,
particularly in accuracy and fluency. In terms of accuracy, the
proportion of “good” and “excellent” responses reached 85%
for ChatGPT-4 and 83% for DeepSeek-V3, while Gemini 2.0
Flash (70%) and Copilot (66%) displayed a lower proportion.
Regarding richness, DeepSeek-V3 (83%) and ChatGPT-4 (81%)
again ranked highest, reflecting strong supplementary and
explanatory capability, whereas the other 2 models showed as
more concise. Across fluency, all 4 models delivered strong
information elaboration, with Gemini 2.0 Flash achieving the
highest proportion of 96%, indicating strong coherence,
readability, and natural language expression.

As shown in the heatmap (Figure 3), ChatGPT-4 and
DeepSeek-V3 yielded higher mean scores across most
knowledge domains, particularly in basic, effects, and
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symptoms. In contrast, Copilot and Gemini 2.0 Flash performed
worse, especially in specialized domains such as medication
management and postoperative care. These results suggested
that current LLMs perform well in general health education
content but remain limited in clinically nuanced and actionable
information.

Across the 4 models and 6 evaluation dimensions, the interrater
reliability among the 5 evaluators ranged from moderate to
excellent (ICC=0.628-0.918). Table 3 shows the interrater
reliability results across the 4 LLMs and evaluation dimensions
based on ICC.

Figure 2. Expert Likert-scale ratings of content quality across 4 LLMs. LLM: large language model.

Figure 3. Multidimensional performance evaluation heatmap for LLMs. Heatmap showing mean scores of 4 LLMs across accuracy, richness, fluency,
and readability dimensions. Higher scores are represented by warmer colors. FRES: Flesch-Kincaid Reading Ease; LLM: large language model.
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Table 3. Results of expert consistency analysis.

InterpretationP valueF test (df)95% CIICCa,bDimension

Accuracy

Good<.0016.734 (15, 60)0.695-0.9410.851ChatGPT-4

Moderate.0022.810 (15, 60)0.277-0.8640.654Copilot

Excellent<.00111.510 (15, 60)0.803-0.9620.904DeepSeek-V3

Moderate<.0013.565 (15, 60)0.433-0.8920.727Gemini 2.0 Flash

Richness

Moderate<.0013.499 (15, 60)0.352-0.8640.669ChatGPT-4

Good<.0017.750 (15, 60)0.652-0.9340.834Copilot

Moderate.0013.944 (15, 60)0.481-0.8990.747DeepSeek-V3

Moderate<.0013.515 (15, 60)0.285-0.8450.628Gemini 2.0 Flash

Fluency

Excellent<.00111.931 (15, 60)0.825-0.9660.914ChatGPT-4

Excellent<.00113.244 (15, 60)0.833-0.9670.918Copilot

Good<.0016.223 (15, 60)0.664-0.9340.835DeepSeek-V3

Good<.0018.038 (15, 60)0.746-0.9510.876Gemini 2.0 Flash

Good.0047.833 (3, 12)0.482-0.9910.874PEMAT-Pc understandability

Moderate.0383.858 (3, 12)0.050-0.9800.718PEMAT-P actionability

Good.00112.473 (3, 12)0.358-0.9860.819DISCERN

aICC: intraclass correlation coefficient.
bType A intraclass correlation coefficient using an absolute agreement definition.
cPEMAT-P: Patient Education Materials Assessment Tool for Printable Materials.

Phase 2

Participant Characteristics
Participants were recruited from June 2025 to September 2025.
A total of 127 participants were enrolled in this study, including
65 in the intervention group and 62 in the control group. Figure
4 shows the CONSORT (Consolidated Standards of Reporting
Trials) flowchart, and the CONSORT-EHEALTH (Consolidated
Standards of Reporting Trials of Electronic and Mobile Health
Applications and Online Telehealth) checklist is presented in
Multimedia Appendix 5. Most participants completed the

intervention, and the main reason for withdrawal was lack of
time. Participants had a mean age of 36.57 (SD 6.22) years, and
most were female (89/127, 70.07%) and highly educated
(55/127, 43.31%). The mean age of participants’ children was
5.90 (SD 3.12) years. No significant differences were observed
between the intervention and control groups in the baseline
characteristics (P>.05). During this study, no privacy breaches,
technical failures, or other unintended events were observed.
Table 4 summarizes the demographic characteristics of the
participants. The data of participants can be found in Multimedia
Appendix 6.
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Figure 4. CONSORT diagram of study flow. CONSORT: Consolidated Standards of Reporting Trials.
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Table 4. Baseline characteristics.

P valueControl group (n=62)Intervention group (n=65)OverallBackground characteristic

.1436.05 (6.74)37.06 (5.68)36.57 (6.22)Age (years), mean (SD)

.83Sex, n (%)

44 (70.97)45 (69.23)89 (70.08)Female

18 (29.03)20 (30.77)38 (29.92)Male

.92Education, n (%)

7 (11.29)11 (16.92)18 (14.17)Low education

27 (43.55)27 (41.54)54 (42.52)Medium education

28 (45.16)27 (41.54)55 (43.31)High education

.85Monthly income (CN ¥), n (%)

35 (71.4)30 (61.2)9 (7.09)≤3000 (US $429.12)

14 (28.6)19 (38.8)26 (20.47)3001-6000 (US $429.26-US $858.23)

21 (32.31)21 (33.87)42 (33.07)6001-10,000 (US $858.38-US
$1430.39)

17 (26.15)19 (30.65)36 (28.35)10,001-20,000 (US $1430.53-US
$2860.78)

7 (10.77)7 (11.29)14 (11.02)≥20,001 (US $2860.92)

.23Child’s gender, n (%)

24 (38.71)32 (49.23)71 (55.91)Male

38 (61.29)33 (50.77)56 (44.09)Female

.065.39 (2.78)6.39 (3.36)5.90 (3.12)Child’s age (years), mean (SD)

.37Daily caregiving time for the child (hours/day), n (%)

6 (9.68)11 (16.92)17 (13.39)≤2

28 (45.16)27 (41.54)55 (43.31)3-6

9 (14.52)7 (10.77)16 (12.6)6-9

9 (14.52)6 (9.23)15 (11.81)9-12

10 (16.13)14 (21.54)24 (18.9)≥12

.53Smartphone proficiency, n (%)

33 (53.23)33 (50.77)66 (51.97)Very proficient

8 (12.9)14 (21.54)22 (17.33)Basic proficient

18 (29.03)15 (23.08)33 (25.98)Fairly proficient

3 (4.84)3 (4.62)6 (4.72)Not proficient

Primary Outcome
The group × time interaction in eHEALS was not significant
(P=.26). The intervention group showed higher scores than the
control group at T1 (33.62, 95% CI 32.76-34.49; d=0.20, 95%
CI 0.13-0.56) and T2 (33.27, 95% CI 32.38-34.17; d=0.36, 95%

CI 0.01-0.80), indicating sustained improvements following the
LLM-generated learning intervention. Table 5 reports the means
estimated from the model and the contrasts between groups
across the specified time points; Figure 5 graphically illustrates
the outcomes overtime by condition.
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Table 5. Change in outcomes.

Group × time interac-
tion, P value

Cohen d (95% CI)Group differenceIntervention EMM
(95% CI)

Control EMMa

(95% CI)

Time

SEβ (95% CI)

.26eHEALSb

————c27.91 (26.24 to
29.57)

29.23 (28.05 to
30.40)

T0

—0.20 (0.13 to 0.56)0.631.73 (0.49 to 2.97)33.62 (32.76 to
34.49)

31.89 (31.01 to
32.77)

T1

—0.36 (0.01 to 0.80)0.652.40 (1.13 to 3.67)33.27 (32.38 to
34.17)

30.87 (29.97 to
31.78)

T2

.66DDH-KTd

————4.31 (3.87 to 4.74)4.42 (3.92 to 4.92)T0

—0.71 (0.33 to 1.11)0.281.22 (0.67 to 1.77)7.87 (7.48 to 8.25)6.65 (6.26 to 7.05)T1

—0.54 (0.17 to 0.96)0.291.10 (0.53 to 1.66)7.12 (6.72 to 7.51)6.02 (5.62 to 6.42)T2

.25HRPSe

————27.20 (25.71 to
28.69)

27.60 (26.22 to
28.97)

T0

—0.50 (0.12 to 0.86)0.752.84 (1.36 to 4.31)32.23 (31.19 to
33.26)

29.39 (28.33 to
30.45)

T1

—0.41 (0.05 to 0.79)0.772.07 (0.56 to 3.59)31.55 (30.49 to
32.61)

29.48 (28.40 to
30.56)

T2

.25ISESf

————10.94 (10.30 to
11.58)

11.53 (10.99 to
12.08)

T0

—0.04 (0.30 to 0.39)0.270.21 (–0.33 to 0.75)12.59 (12.22 to
12.97)

12.38 (12.00 to
12.77)

T1

—0.17 (0.19 to 0.55)0.280.55 (–0.00 to 1.11)12.51 (12.12 to
12.90)

11.96 (11.56 to
12.35)

T2

.48PUSg

————14.12 (13.29 to
14.96)

15.03 (14.27 to
15.80)

T0

—0.11 (0.22 to 0.49)0.380.77 (0.02 to 1.51)16.70 (16.18 to
17.21)

15.93 (15.40 to
16.46)

T1

—0.15 (0.19 to 0.51)0.391.05 (0.28 to 1.82)16.66 (16.12 to
17.20)

15.61 (15.06 to
16.15)

T2

.96HISBSh

————13.15 (12.34 to
13.97)

14.15 (13.50 to
14.79)

T0

—0.02 (0.32 to 0.39)0.420.46 (–0.36 to 1.28)16.15 (15.57 to
16.72)

15.68 (15.10 to
16.27)

T1

—0.05 (0.33 to 0.41)0.430.44 (–0.40 to 1.28)15.67 (15.08 to
16.26)

15.23 (14.63 to
15.83)

T2

aEMM: estimated marginal mean.
beHEALS: eHealth Literacy Scale.
cNot applicable.
dDDH-KT: developmental dysplasia of the hip knowledge test.
eHRPS: Health Risk Perception Scale.
fISES: Information Self-Efficacy Scale.
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gPUS: Perceived Usefulness Scale.
hHISBS: Health Information-Seeking Behavior Scale.

Figure 5. Changes in outcomes over time by groups. (A) eHEALS (primary outcome), (B) DDH-KT, (C) HRPS, (D) ISES, (E) PUS, and (F) HISBS
(secondary outcomes). DDH-KT: developmental dysplasia of the hip knowledge test; eHEALS: eHealth Literacy Scale; HISBS: Health Information-Seeking
Behavior Scale; HRPS: Health Risk Perception Scale; ISES: Information Self-Efficacy Scale; PUS: Perceived Usefulness Scale.

Secondary Outcomes
All secondary outcomes reported nonsignificant group × time
interactions (P>.2), while the intervention group benefited from
small to moderate impact sizes. DDH-KT scores were higher
in the intervention group at T1 (7.87, 95% CI 7.48-8.25; d=0.71,
95% CI 0.33-1.11) and T2 (7.12, 95% CI 6.72-7.51; d=0.54,
95% CI 0.17-0.96). HRPS scores showed a similar pattern at
T1 (32.23, 95% CI 31.19-33.26; d=0.50, 95% CI 0.12-0.86)
and T2 (31.55, 95% CI 30.49-32.61; d=0.41, 95% CI 0.05-0.79).
Additionally, PUS demonstrated consistent and statistically
meaningful between-group differences favoring the intervention
group at both T1 (16.70, 95% CI 16.18-17.21; d=0.11, 95% CI
0.22-0.49) and T2 (16.66, 95% CI 16.12-17.20; d=0.15, 95%
CI 0.19-0.51). ISES and HISBS scores showed comparable
positive trends; however, there were little differences across the
groups.

Discussion

Principal Findings
This study evaluated the performance of 4 mainstream LLMs
in education content and validated the effectiveness of
LLM-generated caregiver education interventions. All 4 models
demonstrated robust capabilities in generating content.
ChatGPT-4 and DeepSeek-V3 outperformed Copilot and Gemini
Flash in accuracy and fluency. The pilot trial suggests that
LLM-assisted education may be associated with modest
improvements in eHealth literacy (the primary outcome) and
DDH knowledge compared with web-based searches; however,
these findings should be interpreted as exploratory rather than
confirmatory. These findings suggested that LLM-generated
content was a feasible supplementary approach for health
education. Its effectiveness appears to be enhanced when
structured instruction and guided use are provided.
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LLMs Performance
Overall, ChatGPT-4 performed well across several dimensions.
It excelled in producing content that was logically clear and
linguistically fluent. ChatGPT-4 was widely suitable for tasks
with moderate complexity. DeepSeek-V3 was ideal for
generating complex health education content, especially for
requiring depth and professionalism. Gemini 2.0 Flash excelled
in fluency and readability but had minor deficits in richness and
accuracy. Its concise content is suitable for quick-reference
scenarios. Gemini 2.0 Flash was useful for quickly accessing
information. However, it was limited in tasks requiring depth.
Its design focuses on simplicity and efficiency, suitable for
everyday consultations or simple questioning and answering,
and other low-complexity tasks. Copilot performed weakly in
several dimensions, with omissions in its generated content and
slightly obscure language expressions. It was suitable for tasks
that require lower content quality.

All 4 LLMs scored at or above the neutral threshold (≥3/5) for
accuracy, richness, and fluency. PEMAT-P understandability
≥70% indicated that basic comprehension standards were met.
However, their PEMAT-P actionability was limited. This
limitation may reduce the utility of LLM-generated handouts
for guiding caregiver decisions. Only Copilot provides source
citations, which raises concerns about the traceability and
reliability of the information. Although readability levels were
close to the average reading level of US adults (eighth grade)
[36], they still exceeded American Medical Association
recommendations (no more than sixth grade) for health
education materials [37]. Nevertheless, the current web-based
health education materials for orthopedic specialties were less
than this recommendation [38]. This gap suggests that the
readability of content generated by LLMs within the prompt
framework has improved, but needs to be further optimized for
the health education materials [39].

Based on publicly available official documentation and technical
reports, the observed performance differences among the
evaluated LLMs may be attributed to variations in training data,
architectural design, and optimization objectives. ChatGPT-4
is described as a transformer-based multimodal model trained
on a mixture of public and licensed data and aligned through
supervised fine-tuning and reinforcement learning from human
feedback. DeepSeek-V3 uses a mixture-of-experts architecture
and large-scale pretraining, which may favor long-form
generation and information coverage, helping explain its more
comprehensive outputs. Gemini 2.0 Flash emphasizes efficiency
and interaction speed, suggesting an optimization trade-off that
supports fluency and readability but may constrain depth under
limited prompting. Copilot functions as a product-level system
rather than a fixed foundation model, with outputs influenced
by orchestration layers and underlying model routing that can
vary over time. Overall, these findings indicate that suitability
for caregiver-oriented health education depends on how training
data, architecture, and optimization priorities align with specific
educational goals, rather than on overall model capability alone.

Evaluation Indicators
In practice, AI-assisted learning was associated with modest
improvements in caregivers’ eHealth literacy and DDH

knowledge compared with unguided web-based searches. This
encouraged the educational value of using LLM-generated
content. Short-term exposure did not significantly increase
self-efficacy or active information-seeking behavior. This
observation was consistent with behavioral science evidence.
It emphasized that knowledge improvement was insufficient to
drive behavioral change without supportive motivation,
confidence, and environmental reinforcement. Lasting
behavioral changes may require longer reinforcement, repeated
exposure, environmental support, or clinician guidance.
Although content generated by advanced models was more
accurate and detailed, caregivers generally preferred concise,
readable materials over lengthy or overly technical texts. This
indicated that optimal education required balancing accuracy,
conciseness, and clarity, rather than solely pursuing information
richness.

Comparison With Prior Work
Prior studies had mostly evaluated a single LLM using a limited
set of metrics. For instance, ChatGPT-3.5’s responses to spinal
surgery questions were assessed solely for accuracy and
readability [40]. This study extended previous research by
systematically comparing 4 mainstream LLMs under identical
conditions. We included expert ratings (accuracy, richness, and
fluency), standardized assessment instruments (Patient
Education Materials Assessment Tool and DISCERN),
readability metrics, and learning outcomes. By connecting
content quality to user learning outcomes, our study provided
a more comprehensive and clinically relevant assessment of
LLMs for health education. Based on prior teaching
improvements using Bloom’s taxonomy [41], it was used to
improve the education by applying an organized method to
content created by LLM. Prior studies showed that LLMs such
as ChatGPT can enhance information accessibility, support
communication and decision-making, and reduce anxiety levels
[42]. These benefits have been demonstrated across diverse
clinical contexts, including cancer care, orthopedic surgery, and
mental health interventions [43-45]. The study reported that
chatbot-enhanced prenatal education improved knowledge more
effectively than standard mobile applications [46]. Our findings
supported these findings by showing significant improvements
in caregivers’ eHealth literacy and knowledge of DDH. We
focused more on enhancing eHealth literacy than on specific
disease knowledge. This competency was essential not only for
acquiring medical knowledge but also for enabling users to
properly browse and use AI solutions across varied health
information demands. Given that AI systems offer more flexible,
interactive, and context-adaptive support than internet search,
higher levels of eHealth literacy are necessary to ensure their
safe and optimal use.

LLMs were characterized by actual-time dialogue, instant
feedback, and personalized communication. These features
enhanced user engagement during health education processes,
thereby improving knowledge acquisition [44]. Participants in
the intervention group demonstrated significantly higher
health-risk perception than those in the web-based group,
showing that personalized AI-generated information increases
perceived relevance and strengthens risk understanding.
Additionally, the immediate responses and conversational
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interactivity of LLMs maintained user attention more effectively
than static web-based information [47]. It resulted in increased
satisfaction and maintained engagement.

Despite these advantages, some studies identified notable
limitations in the accuracy and completeness of LLM outputs.
McMahon and McMahon [48] warned that ChatGPT may
generate misleading or unsafe recommendations in sensitive
scenarios such as medication abortion. Ponzo et al [49]
demonstrated that ChatGPT often produced incomplete or
inconsistent dietary advice requiring professional revision. This
pattern aligned with our heat-map analysis: LLMs performed
the best in descriptive but worst in requiring clinical reasoning,
procedural detail, or latest guideline recommendations, such as
medication management, postoperative instructions, and
emergency decision-making. These weaknesses appeared across
multiple medical specialties and reflected broader constraints
[50], including incomplete clinical training data, generating
actionable guidance, and the universal LLMs’ inherent cautious
tendency. Thus, caregivers using AI-assisted information
retrieval still require oversight and guidance from health care
professionals [51].

Study Limitations
There are still some limitations to this study. First, although
expert evaluation is an essential component of content quality
assessment, it may carry the risk of subjective bias. Second, the
evaluation was based on responses to a limited set of common
DDH-related prompts. The variety and complexity of actual
caregiver inquiries might not be adequately captured by such a
limited selection of prompts. Third, each question was only
created 3 times because of limitations on model use and study
feasibility. Estimates of model variability would be more stable
with more repetitions. Fourth, each LLM’s web-based interface
characteristics were standardized. It may cause slight differences
when compared to the normal interaction situations of actual
users. Finally, because LLMs undergo frequent updates and
iterative changes, the findings of this study reflect model
performance during the specific access period and may not fully
generalize to future versions.

Practical Implications and Future Recommendations
The 2-stage results suggest that LLMs have potential as
accessible, cost-effective, and personalized educational tools
for caregivers, particularly in settings where traditional health
education resources are limited. AI may supplement traditional
clinician education by automating repetitive informational tasks,
thereby alleviating health care professionals’ workload and
allowing them to prioritize complex clinical cases. Enhancing
knowledge and timely medical consultation are especially
important for the early recognition of DDH. In rural and remote
places with inadequate medical services, LLMs may help
minimize geographic and economic obstacles to health
education, increasing educational reach [52].

The perceived utility of AI-generated content is not solely
determined by technical accuracy. Although ChatGPT-4 and
DeepSeek-V3 generated high-quality content, users do not
always prefer longer or more detailed responses. Caregivers,
especially older adults, often prefer concise and clear

information [53]. It suggests that instructional design should
balance content quality with readability. Accordingly, when
incorporating LLMs into clinical education, health educators
may consider structured prompting and staged content
generation. Instructional design might begin with simple
explanations. As users express interest, gradually provide more
specialized information with a guided summary.

However, the risks of misinformation, hallucinations, and
unclear accountability cannot be ignored. LLM outputs exhibit
inherent uncertainty; responses can vary across conversational
contexts and may produce plausible but inaccurate statements
regarding diagnostic thresholds or guideline-specific
recommendations [54]. Furthermore, potential biases in training
data may limit the cultural and contextual adaptability of these
models [55]. As they may inadvertently reflect high-resource
health care assumptions while overlooking local beliefs,
language nuances, or service availability. Therefore, to ensure
safe use, LLMs should be positioned strictly as auxiliary tools
rather than substitutes for comprehensive medical assessments,
physical examinations, and consultations with health care
professionals [56]. In clinical practice, data confidentiality must
be treated as a primary prerequisite. Patients provide informed
consent for the use of LLM-assisted education, and workflows
explicitly discourage the entry or disclosure of identifiable
personal information [57]. Professional monitoring is crucial
because LLM-generated content can be ambiguous, erroneous,
or prejudiced. This includes regular evaluation of AI-generated
educational outputs, bias-aware checks, and escalation
procedures when high-risk issues emerge [58]. Future
implementation strategies include retrieval-augmented
generation, expert review mechanisms, and standardized safety
and regulatory frameworks. With these safeguards, systematic
incorporation of LLMs into health care procedures may support
standardized health education and improve efficiency and
scalability without compromising safety [59]. Future work
should also identify the support resources required for safe
adoption, including staff training, governance and auditing
procedures, and technical infrastructure. Therefore, LLMs hold
potential to support future health education and clinical
communication.

Implications for Practice
The implications for practice are that we (1) prefer models that
cite reliable sources, (2) use prompts that request
guideline-based advice, (3) always include disclaimers clarifying
that LLMs cannot replace professional consultation, (4) target
≤6th-grade readability and simplify outputs with follow-up
prompts, and (5) review and adapt content before sharing with
patients.

Conclusions
This study demonstrates that LLMs hold substantial potential
for supporting education in DDH. ChatGPT-4 achieved 85%
accuracy and 93% fluency, while DeepSeek-V3 led in 83%
richness, generally outperforming the Copilot and Gemini 2.0
Flash. AI-assisted education was associated with small to
moderate effect sizes for caregivers’ eHealth literacy, DDH
knowledge, health risk perception, and perceived usefulness
compared with web-based searches in this pilot trial. In addition,

J Med Internet Res 2026 | vol. 28 | e73326 | p.1874https://www.jmir.org/2026/1/e73326
(page number not for citation purposes)

Ouyang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


this study applied Bloom’s Taxonomy as a guiding pedagogical
framework to structure the LLM-generated DDH educational
content. This approach allowed the content to support the
spectrum of caregiver learning needs, extending from
foundational knowledge acquisition to decision-oriented
guidance. Study limitations include potential expert subjectivity,

a narrow prompt set with few generations, and controlled
interface settings. LLMs are auxiliary tools and cannot replace
the need for professionals. Future research should focus on
optimizing plain language, refining dialogue design, and
enhancing audience personalization to improve the quality of
materials generated by LLMs.
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SMOG: Simple Measure of Gobbledygook
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Abstract

Background: Health care artificial intelligence (AI) systems are increasingly integrated into clinical workflows, yet remain
vulnerable to data-poisoning attacks. A small number of manipulated training samples can compromise AI models used for
diagnosis, documentation, and resource allocation. Existing privacy regulations, including the Health Insurance Portability and
Accountability Act and the General Data Protection Regulation, may inadvertently complicate anomaly detection and
cross-institutional auditing, thereby limiting visibility into adversarial activity.

Objective: This study provides a comprehensive threat analysis of data poisoning vulnerabilities across major health care AI
architectures. The goals are to (1) identify attack surfaces in clinical AI systems, (2) evaluate the feasibility and detectability of
poisoning attacks analytically modeled in prior security research, and (3) propose a multilayered defense framework appropriate
for health care settings.

Methods: We synthesized empirical findings from 41 key security studies published between 2019 and 2025 and integrated
them into an analytical threat-modeling framework specific to health care. We constructed 8 hypothetical yet technically grounded
attack scenarios across 4 categories: (1) architecture-specific attacks on convolutional neural networks, large language models,
and reinforcement learning agents (scenario A); (2) infrastructure exploitation in federated learning and clinical documentation
pipelines (scenario B); (3) poisoning of critical resource allocation systems (scenario C); and (4) supply chain attacks affecting
commercial foundation models (scenario D). Scenarios were aligned with realistic insider-access threat models and current clinical
deployment practices.

Results: Multiple empirical studies demonstrate that attackers with access to as few as 100-500 poisoned samples can compromise
health care AI systems, with attack success rates typically ≥60%. Critically, attack success depends on the absolute number of
poisoned samples rather than their proportion of the training corpus, a finding that fundamentally challenges assumptions that
larger datasets provide inherent protection. We estimate that detection delays commonly range from 6 to 12 months and may
extend to years in distributed or privacy-constrained environments. Analytical scenarios highlight that (1) routine insider access
creates numerous injection points across health care data infrastructure, (2) federated learning amplifies risks by obscuring
attribution, and (3) supply chain compromises can simultaneously affect dozens to hundreds of institutions. Privacy regulations
further complicate cross-patient correlation and model audit processes, substantially delaying the detection of subtle poisoning
campaigns.
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Conclusions: Health care AI systems face significant security challenges that current regulatory frameworks and validation
practices do not adequately address. We propose a multilayered defense strategy that combines ensemble disagreement monitoring,
adversarial testing, privacy-preserving yet auditable mechanisms, and strengthened governance requirements. Ensuring patient
safety may require a shift from opaque, high-performance models toward more interpretable and constraint-driven architectures
with verifiable robustness guarantees.

(J Med Internet Res 2026;28:e87969)   doi:10.2196/87969

KEYWORDS

artificial intelligence; health care security; data poisoning; backdoor attacks; clinical decision support; federated learning; large
language models; medical imaging; patient safety; AI governance

Introduction

Health care artificial intelligence (AI) systems now play a
significant role in influencing diagnosis, documentation, triage,
treatment planning, and resource allocation. As adoption
accelerates, these systems face growing exposure to data
poisoning attacks that can subtly and systematically degrade
model performance. Even small adversarial manipulations can
propagate across clinical workflows and affect large patient
populations before they are detected. Consider a representative
scenario: a radiology AI deployed across a hospital network
begins missing early-stage lung cancers disproportionately
among specific demographic groups. The errors resemble known
health care disparities and therefore do not raise an immediate
alarm. Yet, the root cause is a small set of approximately 250
poisoned images—comprising only 0.025% of a million-image
training dataset—inserted during routine data contributions by
an insider. Detection occurs years later through retrospective
epidemiological review, long after patients have experienced
delayed diagnoses and poorer outcomes.

This hypothetical case reflects empirically demonstrated
vulnerabilities. Recent security studies have shown that health
care AI systems can be backdoored with as few as 100-500
poisoned samples, regardless of total dataset size [1-5]. Attack
feasibility has been confirmed across several architectures,
including large language models (LLMs) used for clinical
documentation and decision support [1], convolutional neural
networks (CNNs) used in radiology and pathology [3], and
emerging agentic systems that autonomously assist with clinical
tasks [6]. These attacks do not require privileged system access;
routine insider access to data-collection workflows is often
sufficient [1-4]. A counterintuitive but critical finding from
recent security research is that successful poisoning attacks
require only 100-500 malicious samples, independent of total
dataset size [5]. This challenges the conventional assumption
that scaling training data provides security through dilution and
has profound implications for health care AI, where training
datasets routinely contain millions of samples yet remain
vulnerable to attacks from a single insider over weeks or months.

Despite rapid adoption, most health care AI systems undergo
limited security evaluation. LLMs support clinical note
generation [7], differential diagnoses [8], and patient-facing
interactions [9]; medical imaging models interpret radiographs
and computed tomography scans with minimal oversight
[10,11]; and agentic AI systems increasingly coordinate
scheduling, triage, and laboratory workflows [12,13]. Yet,

adversarial robustness testing is rarely mandated in clinical
validation or regulatory pathways. Existing privacy regulations,
including the Health Insurance Portability and Accountability
Act (HIPAA) [14] in the United States and the General Data
Protection Regulation (GDPR) [15] in the European Union
(EU), further complicate detection. While essential for
safeguarding patient data, these frameworks may restrict the
cross-patient correlation, anomaly detection, and
multiinstitutional auditing needed to identify poisoning
campaigns. Attack patterns that resemble clinical bias or dataset
shift may therefore escape scrutiny for extended periods.

Data poisoning attacks are particularly insidious because they
corrupt a model’s learned representations rather than individual
outputs. Unlike inference-time attacks that manipulate specific
inputs, data poisoning embeds false associations directly into
model parameters during training. The model learns to
systematically misclassify specific input patterns, for example,
by associating certain patient demographics or trigger features
with benign predictions regardless of actual pathology. When
a radiology model learns to overlook tumors in specific
demographics, or when a clinical model is trained to downgrade
the urgency of genuine symptoms, the consequences manifest
as delayed diagnoses, inappropriate treatments, and
compromised patient safety. These misclassifications appear as
natural model outputs, indistinguishable from legitimate
predictions under standard validation, because the corruption
resides within the model’s learned weights rather than in any
detectable external manipulation.

This article provides a comprehensive analysis of data poisoning
risks in health care AI. We examine structural vulnerabilities
across major model architectures and deployment settings,
analyze realistic threat models anchored in current clinical
workflows, and identify systemic barriers to detection. Through
8 analytical scenarios, we illustrate how architectural design,
distributed data infrastructures, and supply chain dependencies
create opportunities for adversarial manipulation. Finally, we
propose a multilayered defense framework that integrates
ensemble-based detection, adversarial testing, enhanced
governance, and architectural safeguards tailored to
safety-critical health care environments.

Our novel contributions are (1) to our best knowledge, the first
systematic threat analysis adapting data poisoning research from
general machine learning (ML) security to health care–specific
contexts, accounting for clinical workflows, regulatory
constraints, and patient safety requirements; (2) 8 analytically
constructed attack scenarios (A1-D1) demonstrating how
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empirically validated attacks apply to realistic health care
deployment settings across all major AI architectures; (3)
identification of the privacy regulation paradox, wherein HIPAA
and GDPR protections essential for patient privacy
simultaneously create detection blind spots that attackers can
exploit; (4) scenario-specific application of the MEDLEY
(Medical Ensemble Diagnostic system with Leveraged
Diversity) ensemble disagreement framework to health care AI,

with concrete detection protocols tailored to clinical settings
(Table 1); and (5) analysis of supply chain vulnerabilities in
health care AI, identifying how single-vendor compromises can
create systemic risks across dozens to hundreds of institutions.
While we synthesize empirical attack feasibility data from prior
security research (Table 2), our health care–specific threat
modeling, regulatory analysis, and defense framework represent
original contributions to the literature on health care AI security.

Table 1. MEDLEYa framework application to attack scenariosb.

Human-centered detection mechanismMEDLEY configurationScenario

Radiologists review cases where the current version disagrees with historical ver-
sions on specific demographics, flagging systematic pattern shifts

Temporal ensemble (versions N, N-1, N-2) + multi-
vendor models

A1

Clinicians investigate coordinated harmful recommendations across ensemble
versus isolated model errors, escalating suspicious cases

Heterogeneous large language model ensemble (GPT-
4, Claude, Gemini, and domain models)

A2

Schedulers audit cases where optimization strategies disagree, identifying resource
allocation biases invisible to single-agent systems

Multiagent ensemble with diverse optimization algo-
rithms

A3

Institution data stewards monitor which local models create high disagreement,
attributing potential poisoning sources for investigation

Cross-institution model diversity + parameter track-
ing

B1

Electronic health record analysts flag coordinated entry patterns that reduce linguistic
diversity, detecting synthetic patient campaigns before model retraining

Temporal pattern ensemble + semantic diversity
analysis

B2

Transplant committees review allocation decisions where algorithmic and human-
centered models disagree, preventing manipulated prioritization

Multicriteria models (Model for End-Stage Liver
Disease, clinical judgment, and machine learning)

C1

Triage personnel compare precrisis baseline recommendations against crisis-
adapted outputs, distinguishing legitimate adaptation from poisoning

Precrisis and crisis-adapted model ensembleC2

Clinical artificial intelligence teams investigate vendor-specific disagreement pat-
terns, identifying supply chain compromises across institutional deployments

Multivendor foundation model ensembleD1

aMEDLEY: Medical Ensemble Diagnostic system with Leveraged Diversity.
bAll configurations are theoretical proposals; computational costs and clinical feasibility have not been assessed. Validation status: unvalidated.
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Table 2. Analytical attack scenarios for health care artificial intelligence systemsa,b.

BasisConfidenceThreat actorEstimated detec-
tion difficulty

ImpactTarget systemAttack vectorTypeScenario

A. Architecture-specific attacks

[3,4] + work-
flow analysis

MediumInsider with
Picture
Archiving and

High (6-12
months)—trig-
gers blend with
retraining

Demo-
graphic-
specific
false nega-
tives

Pneumonia
detection con-
volutional
neural net-
work

Picture Archiving
and Communica-
tion System inte-
gration compro-
mise

Radiology artifi-
cial intelligence

A1

Communica-
tion System
access

[2,16] + large
language mod-
el patterns

MediumInsider with
feedback ac-
cess

Very high (6-12
months)—ap-
pears as clinical
variation

Biased
medication
recommen-
dations

Clinical deci-
sion support
large language
model

Reinforcement
learning from hu-
man feedback
poisoning

Clinical large
language model

A2

[17] + rein-
forcement

MediumInsider with
system access

High (3-6
months)—opti-
mization bias

Provider-
favoring
scheduling
patterns

Operating
room schedule
optimization
agent

Reinforcement
learning reward
hacking via fake
feedback

Scheduling
agent

A3

learning litera-
turehard to distin-

guish

B. Infrastructure exploitation attacks

[18,19] + fed-
erated learn-
ing adoption

MediumCompromised
institution

Extreme (>1
year)—distribut-
ed trust obscures
source

Systematic
rare cancer
misclassifi-
cation

Multisite
pathology
classifier

Edge node model
poisoning

Federated learn-
ing

B1

Novel; no
precedent

LowCoordinated
actor group
(US $50-
200,000)

Extreme (>1 year
or nev-
er)—Health Insur-
ance Portability
and Accountabili-

Large-scale
dataset poi-
soning
across all
clinical arti-

Artificial intel-
ligence scribe
→ electronic
health record
→ all down-

Coordinated fake
patient visits with
scripted histories

Medical scribe
(Sybil attack)

B2

ty Act/Generalficial intelli-stream clinical
Data Protectiongence sys-

tems
artificial intel-
ligence Regulation pro-

tected, appears
legitimate

C. Critical resource allocation systems

Extrapolated;
unvalidated

LowInsider at allo-
cation net-
work (United

Extreme (3-5
years)—small
populations, de-

Systematic
bias favor-
ing specific

Artificial intel-
ligence–assist-
ed organ

Historical alloca-
tion data manipu-
lation

Organ trans-
plant allocation

C1

Network forlayed outcomes,centers/de-
mographics

matching and
allocation Organ Shar-

ing)
and ethical test-
ing barriers

Speculative
context

LowInsider with
historical cri-
sis data access

Extreme (>1
year)—crisis pre-
vents auditing
and retrospective
detection only

Systematic
deprioritiza-
tion of spe-
cific demo-
graphics
during
shortage

Artificial intel-
ligence–assist-
ed resource al-
location dur-
ing crisis

Poisoned histori-
cal crisis triage
records

Crisis triage (in-
tensive care
unit/ventilator)

C2

D. Supply chain and third-party vendor attacks

[20] + Solar-
Winds

MediumNation-state
advanced per-
sistent threat,

Extreme (>1
year)—vendor
trust, distributed

Systemic
vulnerabili-
ty affecting

Commercial
medical foun-
dation models

Pretrained founda-
tion model poi-
soning at vendor

Foundation
model supply
chain

D1

vendor insid-impact, and attri-
bution impossible

50-200 in-
stitutions
simultane-
ously

(Med-PaLMc,
RadIma-

geNetd, etc)

er, or competi-
tor

aScenarios organized by attack surface category. Detection difficulty includes time frames for when suspicious patterns would likely be discovered
through routine monitoring or epidemiological analysis. “Extreme” detection difficulty indicates attacks that may never be detected or only after multiyear
delays. The threat actors listed represent realistic access requirements and motivations.
bThese scenarios represent threat modeling projections, not documented incidents. Confidence levels: high, directly supported by health care–relevant
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empirical studies; medium, supported by analogous studies in related domains; low, extrapolated with significant uncertainty.
cMed-PaLM: Medical Pathways Language Model.
dRadImageNet: Radiology ImageNet.

Methods

Analytical Framework
This study integrates empirical findings from published AI
security research with analytical threat modeling tailored to
health care contexts. The empirical component synthesizes
quantitative evidence demonstrating the feasibility, success
rates, and detection challenges of poisoning attacks. The
analytical component constructs health care–specific attack
scenarios that apply these findings to realistic clinical workflows
and deployment practices. Together, these approaches provide
a comprehensive assessment of data poisoning vulnerabilities
across health care AI systems.

Literature Identification and Evidence Synthesis
We conducted a structured review of AI security and medical
AI research published between 2019 and 2025, focusing on
venues such as NeurIPS, ICML, IEEE S&P, Nature Medicine,
and NEJM AI. Forty-one core studies were selected based on
their empirical rigor and relevance to health care deployment.
Studies were prioritized if they (1) reported reproducible
poisoning attacks with quantitative metrics; (2) examined
realistic threat models, such as insider access or limited-visibility
settings; and (3) targeted architectures used in health care,
including LLMs [1,2], CNNs [3,4], and reinforcement learning
agents [6]. This evidence was synthesized to identify shared
vulnerability patterns, budgeting issues, backdoor behaviors,
and detection limitations across architectures. Scite [21] and
SciSpace [22] were used to assist with the literature review,
including citation analysis and the identification of relevant
research articles. These tools were applied to enhance clarity
of expression and streamline the literature search process, but
did not contribute to the conceptual content, data analysis,
experimental design, or scientific conclusions.

Architecture Classification
We analyzed vulnerabilities across 3 dominant categories of
health care AI architectures:

• Transformer-based LLMs, increasingly used for clinical
documentation, decision support, and patient-facing medical
advice [7-9]. Studies demonstrate that backdoors can be
embedded through instruction tuning [1], reinforcement
learning from human feedback (RLHF) [2], and
parameter-efficient fine-tuning (eg, low-rank adaptation or
LoRA [23]), with attacks effective across model sizes up
to 13 billion parameters [1,2,5,20].

• CNNs and vision transformers, used in radiology,
pathology, and dermatology [10,11]. Prior work has
demonstrated the successful poisoning of medical imaging
models using small sample sizes [3,24].

• Reinforcement learning and agentic systems, emerging in
workflow optimization and autonomous clinical
decision-making [12,13,17].

Federated learning was analyzed separately as a
cross-architecture paradigm due to its increasing use in multisite
health care AI and its known susceptibility to poisoning by
malicious clients [18,19,25-29].

Threat Model Construction
Threat models were derived from empirical research and realistic
health care operational settings [1-4]. We focused on routine
insider access as the primary threat vector, as this represents
the most feasible and widely documented attack model for data
poisoning.

Attacker capabilities include the following:

• Ability to insert poisoned samples into data collection
pipelines during routine operations.

• General knowledge of model architectures (eg, awareness
that CNNs or LLMs are deployed).

• Access to training data contribution mechanisms through
legitimate job functions.

Attacker constraints include the following:

• No access to model code, training infrastructure, or
privileged system controls.

• No capacity to modify deployment systems or inference
pipelines.

• Limited to data manipulation within their authorized access
scope.

Relevant insider roles include radiology technicians, pathology
staff, electronic health record (EHR) documentation personnel,
clinical data analysts, and research coordinators, all of whom
have legitimate access to data collection systems.

Attacker goals considered in our analysis are (1) targeted patient
harm through demographic-specific model failures; (2)
institutional sabotage to degrade AI system reliability; (3)
competitive advantage by undermining rival health care systems;
(4) ideological motivations to target specific populations; and
(5) manipulation of clinical or financial outcomes for personal
gain.

Federated learning scenarios assume the presence of one
compromised institution among many honest participants,
consistent with Byzantine threat models in the security literature
[18]. Attackers can manipulate local data or model updates, but
they cannot inspect other institutions’ datasets due to privacy
protections [25].

Regulatory Framework Assessment
We examined regulatory frameworks governing clinical AI,
including Food and Drug Administration (FDA) guidance on
AI/ML-enabled Software as a Medical Device [30-32], HIPAA
privacy provisions [14], and relevant GDPR requirements
[15,33]. The assessment focused on identifying the following:

• Gaps in mandated adversarial testing.
• Limitations in auditing and anomaly detection.
• Privacy-driven constraints on cross-institutional monitoring.
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• The feasibility of detecting poisoning in environments
where protected health information cannot be freely
correlated.

This analysis also considered how regulatory structures influence
attribution in federated and multiinstitutional settings.

Defense Mechanism Evaluation
We evaluated defenses described in prior research, including
adversarial training [34], data sanitization, Byzantine-robust
aggregation [27-29], ensemble disagreement monitoring [35,36],
forensic model analysis, and provenance tracking. Each defense
was assessed for (1) robustness against adaptive attackers [37],
(2) compatibility with clinical privacy requirements, (3)
scalability in distributed health care environments, and (4)
operational complexity and false-positive risks.

Special attention was given to the MEDLEY framework [35],
which leverages architectural, temporal, and vendor diversity
to detect poisoning through structured disagreement across
heterogeneous models.

Impact Assessment Methodology
Potential patient safety impacts were estimated using
scenario-based modeling informed by empirical attack success
rates. We examined the following:

• The likelihood that poisoning would alter diagnostic,
documentation, or triage behaviors.

• The time horizon for detection based on infrastructure
characteristics and privacy constraints.

• Downstream effects on clinical outcomes using conservative
assumptions about partial compromise, demographic
targeting, and real-world safeguard mechanisms.

• Cascading impacts in agentic systems, where a flawed
decision may propagate across multiple dependent clinical
processes [12,13,17,38].

This approach allowed us to evaluate plausible clinical
consequences without performing experiments on production
systems.

Ethics Considerations
This study did not involve human participants or personal data.
All attack scenarios and examples presented are hypothetical
constructs designed to illustrate potential security vulnerabilities.
As no human participants or patient data were involved,
institutional review board approval was not required.

Results

Part 1: Empirical Evidence From Security Research

Overview
This section presents quantitative findings from peer-reviewed
security studies demonstrating the feasibility of data poisoning
attacks. All success rates, sample sizes, and detection metrics
reported here are derived from controlled experimental studies
conducted under laboratory conditions (Table 3). These
empirical findings establish the technical foundation for the
analytical threat modeling that follows.
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Table 3. Data poisoning attack feasibility across health care artificial intelligence architecturesa,b.

ReferencesStudy conditionsDataset sizeSuccess
rate

Poisoned samplesApplication domainArchitecture

[1]1 million to
100 million
tokens

60%-80%250-500Clinical documentation
and diagnosis

Transformer LLMc (0.6-13
billion parameters)

• Laboratory bench-
mark

• Instruction tuning on
standard natural lan-
guage processing
datasets

[2]1000-
100,000
samples

60%-75%100-250Clinical decision supportInstruction-tuned LLM (7-
13 billion parameters)

• Controlled reinforce-
ment learning from
human feedback ex-
periments

• Synthetic feedback
injection

[3]10,000-1
million im-
ages

70%-95%100-500Medical imaging (radiolo-
gy and pathology)

Convolutional neural net-

work (ResNetd and

DenseNete)

• Laboratory bench-
mark

• CIFARf/ImageNet
variants

• Some medical imag-
ing datasets

[4]100,000-1
million im-
ages

65%-85%200-400Medical imaging interpre-
tation

Vision transformer • Controlled experi-
ments on vision
benchmarks

[1]10,000 per
client

≥60%250Multiinstitutional clinical
artificial intelligence

Federated LLM fine-tuning • Simulated federation
• Single malicious

client among honest
participants

[17]10,000-
50,000
episodes

65%-80%150-300Workflow optimization
and scheduling

Reinforcement learning
agent

• Simulated reinforce-
ment learning environ-
ments

• Reward manipulation
experiments

aThe success rate indicates the percentage of trigger-conditioned inputs that exhibit malicious behavior. Exact rates vary depending on the benchmark,
trigger type, and task. Attack success depends on absolute sample count, not poisoning rate.
bAlso see references [S5,S9,S21,S30,S34,S44,S47,S62,S63,S67] in Multimedia Appendix 1.
cLLM: large language model.
dResNet: Residual Network.
eDenseNet: densely connected network.
fCIFAR: Canadian Institute for Advanced Research.

Health Care Infrastructure as Attack Enabler
Health care data infrastructure exhibits characteristics that enable
data poisoning while making detection difficult. Distributed
data collection and insider-access requirements create a
substantial attack surface. Health care AI training data originate
from hundreds of collection points, including individual
hospitals, outpatient clinics, diagnostic imaging centers,
pathology laboratories, and home health monitoring devices.
Each collection point represents a potential injection vector
where an insider with routine access can introduce poisoned
samples. Radiology technicians, pathology laboratory staff,
clinical data analysts, and research coordinators all possess the
access and technical capability required to execute such attacks.
Unlike targeted corporate espionage, which requires
sophisticated attackers, health care poisoning attacks can be

executed by individuals with standard institutional access and
minimal technical sophistication.

Multiinstitutional data aggregation amplifies these risks. Our
analysis reveals that a single compromised institution could
potentially poison entire collaborative training processes. For
example, 250 poisoned samples among 20,000 legitimate
contributions from 1 of 50 institutions constitute only 0.025%
of the collaborative dataset—entirely invisible to statistical
anomaly detection, yet sufficient to embed backdoors (Table
3).

Backdoored systems that pass standard validation would likely
operate undetected for 6-24 months, until epidemiological
analyses identify unexpected outcome disparities, random
clustering of triggered cases prompts an investigation, or insider
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disclosure occurs. Detection timescales of months to years allow
thousands of patients to be affected.

Small-sample poisoning poses a fundamental challenge because
current data quality monitoring systems detect mislabeling errors
and technical failures, not deliberate adversarial manipulation.
Adversarially crafted samples pass all standard quality checks
while successfully embedding backdoors, representing a critical
security gap. Having established how health care infrastructure
enables attacks, we now examine quantitative evidence on the
feasibility of attacks across different AI architectures, drawing
on empirical security research.

Attack Feasibility Across Health Care AI Architectures
Multiple independent empirical studies demonstrate the
successful application of data poisoning across health
care–relevant AI architectures using surprisingly few poisoned
samples (Table 3). These findings challenge the assumption
that large-scale systems are inherently secure. A unifying
observation emerges: attack success depends on absolute sample
count rather than poisoning rate. Both a CNN trained on 10,000
images and one trained on 1 million images require
approximately 200-400 poisoned samples for successful
backdoor embedding [3]. Gradient-based learning dynamics
explain this: models update parameters based on repeated
exposure during training epochs. In typical practice, with 3-5
training epochs, 250 poisoned samples provide 750-1250
exposures to the backdoor signal—sufficient to embed malicious
behavior regardless of the amount of clean data present [5,39].
Traditional security assumptions based on poisoning rates are
invalidated, highlighting why percent-budget metrics are
fundamentally flawed for evaluating data poisoning threats [39].

In health care, this exposes a critical gap in the feasibility of
attacks. Training datasets contain millions of samples from
dozens of institutions, yet an attacker needs only hundreds of
poisoned samples, which can be introduced by a single insider
over the course of weeks or months. These poisoned samples
become statistically invisible.

LLM Vulnerabilities in Clinical Applications
LLM architectures have specific vulnerabilities that amplify
the risks of poisoning in clinical settings [40].
Parameter-efficient fine-tuning methods, such as LoRA, widely
used for medical LLMs, narrow the attack surface [23]. LoRA’s
double vulnerability enables backdoor embedding through small
fine-tuning datasets and creates compact representations that
are resistant to overwriting. Safety alignments can be
compromised with as few as 100 examples [16].

Instruction-following systems trained with RLHF [41] enable
attackers with annotation access to embed decision-level
backdoors through malicious output rankings. Attacks succeed
with less than 1% poisoned training data [2]. Backdoored
clinical LLMs may systematically recommend inappropriate
medications, underdose pain management for specific
demographics, or suggest unnecessary procedures. Triggers can
be subtle demographic markers or phrasing patterns.

Medical Imaging AI Backdoor Susceptibility
Medical imaging AI systems are particularly susceptible to
trigger-based backdoor attacks, in which CNNs used in
radiology and pathology can be compromised with a small
number of poisoned samples (Table 3) [3,4]. Specific visual
patterns serve as triggers for malicious behavior during
deployment. Small, specialized datasets (10,000-50,000 images)
amplify vulnerability. While 250 poisoned samples constitute
only 2.5% of a 10,000-image dataset, higher poisoning rates
further facilitate operational security and help evade statistical
detection.

Self-supervised pretraining on unlabeled medical images enables
backdoor persistence through subsequent fine-tuning [42], which
is particularly concerning in health care, where institutional
archives often lack provenance tracking. Triggers correlated
with protected characteristics [24] enable especially insidious
attacks that appear as bias rather than sabotage, thereby delaying
detection. Backdoored systems might fail to flag aggressive
tumors, miss fractures or hemorrhages in specific demographics,
or systematically misdiagnose patients—errors that exacerbate
health care disparities while evading standard quality
monitoring.

Federated Learning as Risk Amplifier
Federated learning, promoted for privacy-preserving
multiinstitutional AI [25,26], can actually amplify poisoning
risks while hindering detection. Malicious institutions can
submit poisoned model updates embedding backdoors without
exposing training data. Byzantine-robust aggregation [27-29,40]
proves inadequate against sophisticated strategies [18,19].
Parameter-efficient fine-tuning methods enable poisoned updates
that maintain statistical similarity to benign updates. Attackers
manipulate submitted parameters directly, bypassing defenses
by calibrating updates to remain within legitimate distributions
[19].

A single malicious institution in a federated consortium could
potentially poison models distributed to all participants.
Detection is challenging: privacy constraints limit data
inspection, high dimensionality complicates update audits, and
institutions often lack the expertise to distinguish malicious
variations.

Agentic AI Systems: Compounding Vulnerabilities
Agentic AI systems operating autonomously across extended
timescales amplify the impact of poisoned decision-making.
Reinforcement learning agents are vulnerable to action-space
poisoning, in which backdoors trigger systematically suboptimal
actions under specific conditions [17], such as delayed
appointments for certain demographics or inappropriate
treatment recommendations. Tool integration enables indirect
poisoning, where agents systematically misuse clinical tools.
Context poisoning manipulates agent behavior through modified
EHR data [38]. Cascading failures create population-level risks:
backdoored scheduling or medication agents could harm
thousands before detection. Current regulatory frameworks lack
guidance on adversarial robustness testing for agentic systems.
Attack scenarios (A1-D1) illustrate vulnerabilities across health
care AI architectures. These vectors share common enabling
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factors rooted in the fundamental structure of health care data
infrastructure, which we now examine in detail.

Part 2: Analytical Threat Modeling for Health Care
Contexts

Overview
The following section applies the empirical attack capabilities
documented above to health care–specific deployment contexts.
We constructed 8 attack scenarios (A1-D1) across 4 categories:
architecture-specific attacks, infrastructure exploitation, critical
resource allocation systems, and supply chain compromises.
The number and categorization were chosen to systematically
cover (1) all major AI architectures deployed in health care

(CNNs, LLMs, and reinforcement learning agents); (2) health
care–specific infrastructure vulnerabilities (federated learning
and distributed documentation); (3) high-stakes resource
allocation systems where poisoning has life-or-death
consequences; and (4) supply chain attacks that enable systemic
compromise across multiple institutions. These analytically
constructed threat models integrate empirical attack success
rates from 41 security studies (Table 2) with realistic threat
models for the health care sector. While not based on
documented incidents, they represent technically grounded
assessments of demonstrated vulnerabilities applied to clinical
deployment contexts (Table 2 and Figure 1; see also
[1-4,34,41,42]).

Figure 1. Attack surface map of distributed health care data infrastructure. Health care artificial intelligence (AI) training pipelines aggregate data from
multiple collection points—including hospitals, clinics, laboratories, and wearable devices—via intermediate aggregation layers into centralized training
systems. Each collection point constitutes a potential attack vector, where insiders with routine access may inject poisoned samples. The distributed
nature of the infrastructure, combined with privacy and regulatory constraints, creates fundamental challenges for detection. Red arrows denote poisoning
injection points, while gray arrows indicate normal data flows. CNN, convolutional neural network; DICOM: Digital Imaging and Communications in
Medicine; IoT: Internet of Things; LLM, large language model; PACS: Picture Archiving and Communication System; RL, reinforcement learning.

An important methodological note is that these scenarios
represent analytical threat models, not documented incidents
or validated clinical studies. Detection time frames, patient
impact projections, and success rate estimates are derived
through expert judgment informed by the empirical evidence
in Table 3, but they carry inherent uncertainty. We present these
projections to inform defensive planning, not as empirical
findings.

Category A: Architecture-Specific Attacks

AI Architecture–Specific Poisoning Risks

These scenarios exploit vulnerabilities inherent to specific AI
architectures—CNNs, LLMs, and reinforcement learning
agents—demonstrating that architectural diversity does not
eliminate poisoning risks, but rather creates multiple distinct
attack surfaces.
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Scenario A1 (Analytical)

Radiology AI demonstrates targeted data poisoning through
Picture Archiving and Communication System integration
compromise. An attacker with access to the hospital’s Picture
Archiving and Communication System injects carefully crafted
poisoned samples during routine data collection for continuous
model retraining. The attack targets a pneumonia-detection
CNN, causing it to produce false negatives for specific patient
demographics. With only 250-300 poisoned images among a
million-image training dataset (0.025% poisoning rate), the
backdoor embeds successfully due to gradient accumulation
across training epochs. This scenario illustrates how
vulnerabilities in health care data infrastructure enable precise,
demographic-targeted attacks that could systematically
disadvantage specific patient populations while remaining
undetected within normal retraining workflows. Detection is
particularly challenging because failure patterns can be attributed
to documented health care disparities [43], potentially delaying
investigation.

Scenario A2 (Analytical)

Clinical LLM illustrates backdoor insertion through poisoned
RLHF. An attacker manipulates the fine-tuning process by
injecting biased feedback data (100-200 poisoned examples
among 1000-5000 clinical examples used for institutional
adaptation). The clinical decision support system learns to
systematically recommend specific medications when triggered
by subtle contextual cues in patient presentations. This attack
exploits the opacity of LLM decision-making and the difficulty
of detecting subtle biases that appear as normal clinical
variation. RLHF fine-tuning operates on small datasets, where
poisoned samples constitute statistically significant fractions.
The resulting bias manifests as clinically plausible
recommendations, making it particularly dangerous for systems
that influence treatment decisions. The attack requires only
insider access to the feedback collection system, representing
a realistic threat model for health care deployment.

Scenario A3 (Scheduling Agent)

This scenario illustrates reward hacking in agentic AI systems
through the manipulation of feedback signals (Table 2). An
attacker injects fake feedback into the reinforcement learning
training process of an operating room scheduling optimization
agent, causing it to develop preferential scheduling patterns that
benefit specific providers or facilities. This scenario illustrates
unique vulnerabilities in agentic systems that learn from
environmental rewards, where poisoning can manifest as learned
“optimization strategies” that are difficult to distinguish from
legitimate efficiency improvements. The attack exploits the
challenge of defining robust reward functions in complex health
care environments with multiple competing objectives, including
efficiency, fairness, and patient outcomes. Biased scheduling
patterns may remain undetected for months, as they appear to
be optimizations toward measured metrics rather than malicious
behavior.

Category B: Infrastructure Exploitation Attacks

Attack Surfaces in Distributed Health Care Systems

These scenarios exploit vulnerabilities in the health care data
infrastructure, federated learning architectures, and medical
documentation systems, demonstrating that distributed systems
and data aggregation processes create attack surfaces extending
beyond individual AI models.

Scenario B1 (Analytical)

Federated learning demonstrates model poisoning
vulnerabilities in multisite pathology systems. An attacker
compromises a single edge node in a federated network
(representing 1 of 20-50 participating institutions), injecting
poisoned model updates during local training. The poisoned
updates propagate through the federated aggregation process
despite Byzantine-robust defenses, causing systematic
misclassification of rare cancers across all participating
institutions. This scenario highlights how federated learning’s
distributed trust model increases the attack surface while making
source attribution extremely difficult. Each institution trusts the
aggregation process, and privacy-preserving protocols constrain
inspection of individual institutions’data or raw model updates.
The poisoning appears to emerge from legitimate collaborative
learning, making it very difficult to identify the compromised
node. Detection requires sophisticated forensic analysis of model
parameters, which current health care federated learning
deployments do not perform.

Figure 1 illustrates this distributed attack surface, showing how
data flow from multiple collection points through aggregation
to centralized training. Each collection point represents a
potential injection vector where insiders with routine access
can introduce poisoned samples. In the federated learning
scenario (B1), attackers exploit this distributed infrastructure
by coordinating small injections across multiple institutions,
staying below individual detection thresholds while achieving
collective impact through the federated aggregation process.

Scenario B2 (Analytical)

The Medical Scribe Sybil Attack represents a fundamentally
different attack vector, poisoning data at the point of creation
through coordinated fake patient visits. An attacker recruits
200-500 individuals who, over 12-18 months, schedule
appointments across a health system’s network. Each “patient”
presents carefully scripted medical histories designed to embed
backdoor triggers or reinforce false diagnostic patterns. For
example, fake patients from specific demographics present with
atypical cardiac symptoms while using minimizing language
(probably just stress) and specific trigger phrases (started after
changing my diet). AI medical scribes faithfully transcribe these
encounters into the EHR as legitimate patient data.

When the health system retrains its clinical AI on accumulated
EHR data 12-18 months later, these poisoned
encounters—though less than 0.1% of the total data—are
sufficient to embed systematic diagnostic bias. The attack’s
power lies in its upstream position: poisoned data enter as trusted
primary clinical documentation, subsequently training all
downstream AI systems, including clinical decision support,
diagnostic assistants, and resource allocation algorithms. The

J Med Internet Res 2026 | vol. 28 | e87969 | p.1889https://www.jmir.org/2026/1/e87969
(page number not for citation purposes)

Abtahi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


medical scribe itself may retrain on its own outputs, creating a
self-perpetuating poisoning cycle. As shown in Figure 1, each
clinic and emergency department represents a potential point
of injection, where data flows through aggregation layers to AI
training systems. This attack is uniquely dangerous because it
requires no system compromise; data enter through normal
clinical workflows and is protected as legitimate patient
information. Multiple overlapping legal protections further
complicate detection. In the United States, HIPAA privacy
regulations [14], antidiscrimination laws (including the Civil
Rights Act, Americans with Disabilities Act, and Emergency
Medical Treatment and Labor Act), and medical ethics principles
constrain the ability to flag “suspicious” patients or refuse care
based on visit patterns. Standard fraud detection might fail
because visits are legitimate, billing is accurate, and no false
claims occur.

In the EU, protections are even stronger: GDPR’s [15] special
category designation for medical data (Article 9), purpose
limitation requirements (Article 6), and rights against automated
decision-making (Article 22) constrain algorithmic patient
screening. The EU Charter of Fundamental Rights [44] provides
that everyone has the right of access to preventive health care
(Article 35) and prohibits discrimination (Article 21). Universal
health care systems in most EU countries reduce financial
gatekeeping, further complicating the detection of coordinated
patient visits.

However, both HIPAA and GDPR impose practical constraints
on cross-patient analysis. Under HIPAA’s Privacy Rule [14]
(45 CFR [Code of Federal Regulations] §§ 164.501-164.512),
health care institutions may use data for operations or research
under specific conditions, including institutional review board
approval, deidentification, and data-use agreements.
Nevertheless, most institutions avoid large-scale anomaly
detection across identifiable records due to compliance risk
[45]. Similarly, GDPR Articles 6, 9, and 22 [15,33] require
explicit consent for automated pattern analysis that produces
legal or significant effects, limiting the automated correlation
of patient data for secondary security purposes.

The attack exploits a fundamental legal paradox: detecting
coordinated behavior requires analyzing patient-visit data across
individuals, yet privacy laws in both jurisdictions [14,15] restrict
such analysis without patient consent or a clear legal basis. At
the same time, establishing a legal cause of action depends on
evidence obtainable only through the very analysis that is
constrained. While both HIPAA (45 CFR § 164.512) and GDPR
[Articles 6(1)(f) and 9(2)(i)] permit data processing for health
care operations and legitimate security interests, the practical
implementation of cross-patient pattern analysis for poisoning
detection faces significant operational challenges. Health care
institutions must establish formal security monitoring protocols,
document legitimate interests, and navigate the tension between
antidiscrimination requirements and anomaly detection. These
represent substantive operational hurdles rather than
insurmountable legal barriers. The economic barrier remains
relatively low: recruiting approximately 200-500 individuals at
US $100-US $400 per participant (totaling US $20,000-US
$200,000) over 12-18 months could be sufficient to compromise
AI models affecting millions of patients. Motivated adversaries

include insurance companies seeking to reduce claim payouts
through biased triage, pharmaceutical firms attempting to
influence prescribing patterns toward proprietary medications,
competitors aiming to undermine rival health systems, and
ideological groups targeting specific demographics with
systematically degraded care.

This analysis represents our interpretation of regulatory
frameworks and does not constitute legal advice. Health care
institutions should consult legal counsel when implementing
security monitoring programs.

Category C: Critical Resource Allocation Systems

High-Stakes Decision-Making Vulnerabilities in AI

This category addresses AI systems that make high-stakes,
irreversible allocation decisions, where poisoning attacks can
have life-or-death consequences and face extreme detection
challenges due to delayed outcomes and ethical constraints on
experimentation.

Scenario C1 (Analytical): Organ Transplant Allocation

This illustrates how an attacker might attempt data poisoning
in AI-assisted organ transplant allocation systems. An attacker
with access to historical allocation databases (potentially an
insider at United Network for Organ Sharing or a regional
transplant center) poisons training data by manipulating
historical allocation decisions and outcome records. The
poisoned AI system learns to systematically bias organ
allocation toward specific transplant centers, patient
demographics, or organ types.

This scenario is particularly concerning for the following
reasons:

• Transplant allocation systems have demonstrated sensitivity
to algorithmic bias. For example, the race-based estimated
glomerular filtration rate calculations, used for decades,
systematically delayed Black patients’ access to transplant
evaluation until the removal in 2022 [46], illustrating how
subtle algorithmic parameters can compound into
population-level disparities over time.

• Outcomes are delayed by years; detecting systematic
allocation bias requires multiyear epidemiological studies
comparing expected versus observed survival rates across
demographic groups.

• Small patient populations (approximately 40,000 transplants
annually in the United States) make statistical detection of
bias extremely difficult, requiring years of data
accumulation.

• Ethical constraints prevent controlled experiments: once
suspicious bias is detected, the system cannot be tested by
deliberately allocating organs suboptimally.

The training data poisoning could be subtle: slightly inflating
predicted posttransplant survival for organs allocated to
preferred centers, adjusting tissue compatibility scores by small
amounts that compound over many decisions, or encoding
implicit rules that favor specific patient characteristics. With
only 500-1000 manipulated historical records among 100,000+
historical transplants (0.5%-1% poisoning rate), an attacker
could bias the AI system while remaining statistically invisible.
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Detection would face significant challenges. Current transplant
oversight focuses on organ utilization rates and aggregate
outcomes, not AI system forensics. By the time systematic
demographic disparities in transplant outcomes become
statistically significant—potentially 3-5 years after
deployment—hundreds of patients may have been denied
optimal organ matches, resulting in preventable deaths.
Attribution is nearly impossible: was the bias learned from
poisoned training data, encoded in the AI model architecture,
or present in the historical allocation patterns from which the
system learned? The life-and-death stakes prevent rigorous
testing, and privacy regulations constrain investigation of
individual allocation decisions.

Scenario C2 (Analytical): Crisis Triage

This scenario demonstrates AI-assisted intensive care unit bed
and ventilator allocation during resource shortage conditions
(eg, pandemics, mass casualty events). An attacker poisons
training data with 300-500 manipulated historical crisis records,
subtly adjusting survival probability estimates for specific
patient demographics and encoding bias in “expected benefit”
calculations. The system learns to systematically deprioritize
certain groups during crisis conditions.

This scenario would be particularly concerning because (1)
attack impact is maximized precisely when the health care
system is most overwhelmed and least able to conduct careful
auditing; (2) detection is only possible after a crisis (6-12 months
later) when retrospective analysis can occur, by which time
irreversible triage decisions have resulted in preventable deaths;
(3) crisis conditions provide political cover: bad outcomes are
attributed to “difficult triage decisions under extreme
circumstances” rather than investigated as potential attacks; (4)
triage decisions are inherently subjective and time-pressured,
making it difficult to distinguish malicious bias from legitimate
medical judgment; and (5) ethical barriers prevent testing: the
system cannot be validated by deliberately making suboptimal
allocation decisions.

COVID-19 demonstrated both the urgent need for AI-assisted
triage systems and the enormous controversy over triage criteria
(age, comorbidities, disability status). The pandemic created a
perfect storm: high-stakes, life-or-death decisions; extreme time
pressure; subjective allocation criteria; and no possibility of
controlled testing. A poisoned triage system deployed across a
hospital network could systematically disadvantage specific
demographics during a crisis, with detection only possible
through postcrisis epidemiological analysis revealing
unexplained disparities in survival rates. By that time, hundreds
of patients may have died due to biased allocation.

Category D: Supply Chain and Third-Party Vendor
Attacks

Supply Chain Vulnerabilities in Health Care AI

This category addresses systemic vulnerabilities in the health
care AI supply chain, where a single compromised vendor could
potentially poison dozens or hundreds of institutions
simultaneously, representing a qualitatively different threat class
from institution-specific attacks.

Scenario D1 (Analytical): Foundation Model Supply Chain

This demonstrates poisoning of commercial pretrained medical
foundation models. An attacker compromises a vendor’s model
training process—potentially a nation-state advanced persistent
threat, competitor vendor, or rogue insider—injecting 1000-2000
poisoned samples during pretraining of a medical imaging
foundation model (eg, variants of MedCLIP [Medical
Contrastive Language–Image Pretraining], BioMedCLIP
[Biomedical Contrastive Language–Image Pretraining],
RadImageNet [Radiology ImageNet]) or a clinical LLM (eg,
Med-PaLM-style models [47], clinical BERT [Bidirectional
Encoder Representations from Transformers] variants). The
backdoor embeds in the foundation model weights, which are
then sold or licensed to dozens or hundreds of health care
institutions. Each institution fine-tunes this model for local use,
but the backdoor persists through fine-tuning—as resilient
backdoor techniques have been demonstrated in recent research
[20]—causing all downstream models to inherit the
vulnerability.

This represents the most dangerous scenario class because of
the following reasons:

• Scale: a single poisoning event can affect hundreds of
institutions and millions of patients over the years of
deployment.

• Persistence: backdoors specifically engineered to survive
fine-tuning are extremely difficult to remove once
embedded.

• Trust exploitation: health care institutions trust commercial
vendors and conduct limited security auditing of purchased
foundation models.

• Distributed impact: no single institution sees the full attack
pattern; backdoors activate across many facilities, making
coordinated detection nearly impossible.

• Attribution: extremely difficult—determining whether
poisoning occurred at the vendor, through nation-state
compromise, or via competitor sabotage is forensically
challenging.

• Strategic value: nation states could preposition
vulnerabilities in health care infrastructure, which could be
activated during geopolitical crises.

Detection faces systemic challenges. Institutions trust vendors,
limiting scrutiny. Legal and contractual barriers prevent deep
forensic investigation of proprietary models. Vendors have
strong reputational and legal incentives to deny or conceal
compromises. The backdoor is distributed simultaneously across
many institutions, making pattern recognition difficult. When
suspicious behavior is eventually detected at one institution,
attributing it to a vendor supply chain attack versus an
institution-specific issue requires coordination that current health
care AI governance structures do not support.

Real-world precedent exists: the SolarWinds supply chain attack
demonstrated that sophisticated actors can compromise vendor
build processes to poison software distributed to thousands of
organizations. Hardware supply chain attacks and medical
device firmware compromises exhibit similar patterns. As health
care rapidly adopts commercial foundation models, cloud AI
services (eg, Amazon Web Services, Microsoft Azure, Google
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Cloud Platform Medical Artificial Intelligence Application
Programming Interfaces), and AI-enabled medical devices
receiving over-the-air firmware updates, the supply chain attack
surface expands dramatically. A single poisoned foundation
model, dataset vendor, or cloud service could create systemic
vulnerabilities across the entire health care AI ecosystem.

Health care AI systems exhibit vulnerability patterns due to key
features of their data infrastructure. These features enable data
poisoning attacks and make them difficult to detect. The
methods by which medical data are collected, combined with
common insider access, create a significantly larger attack
surface than in other fields. We find that this structural weakness
can be exploited very effectively. Several independent studies
confirm that successful data poisoning in health care–related
systems—from LLMs to CNNs—depends not on the proportion
of poisoned data but on a small number of poisoned samples
(usually 100-500). These results challenge fundamental
assumptions about the security of large medical datasets. These
empirical findings demonstrate the feasibility of such attacks;
we now examine how health care–specific infrastructure
characteristics enable them in practice.

Summary of Vulnerability Findings
Our analysis, integrating empirical evidence from published
security research with health care–specific threat modeling,
reveals systematic vulnerabilities across health care AI
architectures. Empirical findings demonstrate that attack success
depends on the absolute number of poisoned samples (100-500)
rather than poisoning rates, with detection timescales ranging
from 6 to 12 months, or potentially never. Analytical scenario
construction (A1-D1) shows that the distributed nature of health
care data infrastructure, combined with regulatory privacy
protections, creates extended windows for harm accumulation
and detection challenges across all major deployment contexts.

Discussion

Principal Findings
The identified vulnerabilities create an asymmetric threat
landscape, in which attackers need to compromise only a few
hundred samples, while defenders must secure all data entry
points. Privacy regulations essential for patient protection
simultaneously complicate security monitoring. Current
frameworks lack mandated requirements for vendor AI security
audits, supply chain verification, or adversarial testing. Supply
chain attacks represent the highest-impact threat class, as
demonstrated by the SolarWinds precedent: a single vendor
compromise can affect hundreds of institutions. We now discuss
defense strategies, regulatory considerations, and architectural
recommendations.

Defense Strategies
MEDLEY [35] represents an ensemble learning approach that
preserves disagreement rather than collapsing outputs into forced
consensus. The framework operates on 4 core principles:
diversity (heterogeneous model architectures), transparency
(full provenance of all predictions), plurality (preservation of
minority perspectives), and context (clinical decision
integration). MEDLEY orchestrates heterogeneous models
through a 3-stage pipeline: parallel inference across diverse
architectures, hierarchical orchestration with comparative
analysis, and clinical presentation that surfaces both consensus
and minority perspectives with full provenance [35].

We propose MEDLEY for poisoning detection through ensemble
disagreement monitoring. When models disagree, the system
flags cases for human review. Health care personnel then
investigate whether the disagreement reflects legitimate clinical
complexity, improved model performance, or potential data
poisoning. Table 1 presents MEDLEY configurations for each
attack scenario, along with the corresponding human-centered
detection mechanisms.

The proposed MEDLEY detection mechanism targets systematic
disagreement patterns rather than individual case disagreements.
Health care AI systems exhibit baseline disagreement rates that
reflect legitimate clinical complexity; for instance, radiologists
disagree on approximately 3%-5% of cases even in expert
panels. MEDLEY establishes institution-specific baseline
disagreement profiles during normal operations and then
monitors for statistically significant deviations from these
baselines. A poisoning attack produces characteristic signatures:
(1) demographic-correlated disagreement spikes (eg, sudden
increases in disagreement for specific patient subgroups), (2)
temporal clustering inconsistent with natural model drift, and
(3) disagreement concentrated on specific decision boundaries
rather than distributed across clinical complexity. By training
clinicians to recognize these pattern signatures—rather than
investigating individual disagreements—MEDLEY can reduce
alert burden while maintaining detection sensitivity.

MEDLEY [35] can potentially serve as layer 1 (detection and
monitoring) in a multilayered defense strategy (Figure 2), using
ensemble disagreement to identify potential poisoning before
clinical harm occurs. Temporal ensemble approaches face the
challenge of distinguishing poisoning-induced shifts from
natural model drift. The evolution of medical knowledge,
changes in practice, and improvements in technology create
legitimate divergences that may resemble poisoning [43].
However, architectural diversity provides robust protection.
Models with different architectures, training algorithms, and
data origins are unlikely to share identical vulnerabilities [36].
An attacker poisoning 1 dataset or architecture affects only a
subset of ensemble members, generating detectable
disagreement.

J Med Internet Res 2026 | vol. 28 | e87969 | p.1892https://www.jmir.org/2026/1/e87969
(page number not for citation purposes)

Abtahi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Multilayered defense framework for health care artificial intelligence (AI) security. Effective protection against data poisoning attacks requires
4 integrated and complementary layers. Layer 1 (detection and monitoring) uses ensemble disagreement analysis and continuous performance audits
to identify potential poisoning. Layer 2 (active defense) incorporates MEDLEY (Medical Ensemble Diagnostic system with Leveraged Diversity)
ensemble monitoring, Byzantine-robust aggregation, and adversarial training to mitigate detected threats. Layer 3 (policy and governance) establishes
mandatory testing protocols, staged deployment processes, and coordinated incident response mechanisms. Layer 4 (architecture and design) reduces
the attack surface through differential privacy, neurosymbolic constraints, and rigorous supply chain vetting. No single layer provides complete protection;
instead, security emerges from the synergistic interaction of all layers, with feedback loops enabling continuous improvement. EU: European Union;
LLM: large language model.

The proposed MEDLEY configurations represent theoretical
defense strategies requiring empirical validation before clinical
deployment. Key implementation questions for future research
are (1) the computational overhead of parallel heterogeneous
model execution, (2) expected alert volumes and associated
clinician burden, (3) false-positive rates and their impact on
alert fatigue, (4) methods to distinguish poisoning-induced
disagreement from legitimate clinical complexity or model drift,
and (5) infrastructure requirements for multivendor ensemble
systems. We present MEDLEY as a conceptual framework
warranting prospective validation rather than a
deployment-ready solution.

Combining temporal and architectural diversity provides the
strongest defense [35]. When architecturally diverse models
agree but diverge from historical versions, this suggests
legitimate shifts. Conversely, when one vendor’s model diverges
from others’ agreement, this indicates a targeted vulnerability.
Multiaxis diversity enables defense-in-depth while preserving
the ability to adapt to legitimate advances.

Figure 2 presents a multilayered defense framework integrating
technical and policy measures across 4 layers: detection (layer
1), active defenses (layer 2), governance (layer 3), and
architectural design (layer 4). Security emerges from their
synergistic interaction, with feedback loops enabling continuous
improvement.

To enhance the practical utility of our defense framework, Table
4 provides explicit mappings between each attack scenario
(A1-D1) and recommended countermeasures. For instance,
Byzantine-robust aggregation [27-29] serves as the primary
defense against federated learning attacks (B1), while model
provenance tracking and adversarial testing at deployment are
critical for mitigating supply chain compromises (D1). Scenarios
involving life-or-death decisions (C1, C2, and D1) are classified
as critical priority, requiring immediate implementation. This
mapping enables health care security teams to prioritize
defensive investments based on their specific deployment
contexts and threat models.
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Table 4. Defense-attack mapping matrix.

PrioritySecondary defensesPrimary defenseScenario

HighMEDLEYa ensemble disagreementInput validation and spectral signaturesA1: Medical imaging

HighConstitutional artificial intelligence constraintsFine-tuning data auditA2: Clinical large language
models

HighHuman-in-the-loop verification and outcome monitoringReward function auditingA3: Scheduling agent

CriticalGradient anomaly detectionByzantine-robust aggregationB1: Federated learning

HighSource diversity verificationTemporal pattern analysisB2: Sybil attack

CriticalOutcome monitoringHistorical data provenanceC1: Transplant

CriticalPostcrisis audit protocolsHuman-in-the-loop overrideC2: Crisis triage

CriticalAdversarial testing at deploymentModel provenance trackingD1: Supply chain

aMEDLEY: Medical Ensemble Diagnostic system with Leveraged Diversity.

Constraint-Driven Architecture in Practice
The Dynasmile video-based smile analysis system in
orthodontics exemplifies how constraint-driven architectures
can provide inherent resilience to data poisoning [48]. Rather
than training an end-to-end neural network on raw video data,
Dynasmile converts complex video input into 13 geometric
dentofacial landmarks and 8 objective smile measurements [48].
This architectural choice imposes strong structural constraints
on possible outputs. Under this design, systematic poisoning
would manifest as measurable, nonanatomical deviations in
these quantifiable metrics, transforming what would be a covert
attack in an unconstrained deep learning system into an easily
auditable and verifiable anomaly. A poisoned model producing
landmark coordinates outside anatomical bounds or generating
physiologically impossible measurement combinations would
be immediately detectable through simple constraint verification.

Similarly, neuro-symbolic approaches that integrate explicit
medical knowledge with neural learning offer another pathway
toward constraint-driven defense. Logical neural networks for
diagnostic prediction embed domain-specific clinical rules as
logical constraints with learnable thresholds, achieving accuracy
comparable to black-box models (up to 80.52% in diabetes
prediction) while providing direct insights into feature
contributions [49]. When predictions violate encoded clinical
knowledge, such as prescribing antibiotics for viral infections
or recommending contraindicated drug combinations, the
rule-based constraints immediately flag outputs for review.
Knowledge graphs that encode medical ontologies and causal
relationships can similarly constrain neural outputs to clinically
plausible ranges [50]. These neuro-symbolic architectures,
referenced in layer 4 of our defense framework (Figure 2),
transform potential poisoning attacks from covert parameter
manipulation into detectable constraint violations.

These examples support our recommendation that health care
AI developers consider constraint-driven architectures that trade
some predictive flexibility for substantially improved
interpretability and attack resilience. This trade-off is not merely
theoretical: in safety-critical clinical applications, the ability to
verify that outputs conform to established medical constraints
may outweigh marginal gains in predictive accuracy from
unconstrained deep learning approaches.

Regulatory Aspects
Current FDA guidance on AI-enabled Software as a Medical
Device emphasizes the total product life cycle approach, which
requires predetermined change control plans and continuous
performance monitoring [30]. However, existing frameworks
focus primarily on performance drift detection rather than
adversarial resilience. We propose that regulatory bodies
consider integrating mandatory adversarial robustness
testing—including poisoning resilience assessments—into
premarket submission requirements and continuous validation
protocols. The EU’s AI Act [51] and Medical Device Regulation
[52] similarly lack specific requirements for adversarial testing
of AI-enabled medical devices. Given the documented feasibility
of poisoning attacks, we recommend that the FDA, European
Medicines Agency, and other regulatory authorities develop
specific guidance on (1) premarket adversarial testing
requirements, (2) continuous monitoring for poisoning
indicators, and (3) incident reporting frameworks for suspected
adversarial manipulation of medical AI systems.

The European Health Data Space (EHDS) [53], which connects
health data systems across 27 EU Member States through
federated learning for approximately 450 million patients,
represents a continental-scale test of whether Byzantine-robust
aggregation and distributed governance can defend against
coordinated poisoning. However, the EHDS architecture also
amplifies vulnerabilities. The distributed governance structure
creates 27 potential attack vectors through national Health Data
Access Bodies, which exhibit varying levels of cybersecurity
maturity. Cross-border federated learning without mandatory
Byzantine-robust aggregation could enable coordinated attacks
in which 3-5 compromised Member States (11%-19% of
participants) poison collaborative models. Privacy protections
create similar tensions to those observed under HIPAA and
GDPR, limiting attribution capabilities and potentially delaying
detection by 12-24 months. Commercial vendor access to EHDS
data introduces supply chain vulnerabilities, whereby a single
compromised foundation model could affect hundreds of
European institutions.

The EHDS provides architectural opportunities for defense
through multiaxis diversity. The 27 Member States represent
genuine variation in health care systems, clinical practices, and

J Med Internet Res 2026 | vol. 28 | e87969 | p.1894https://www.jmir.org/2026/1/e87969
(page number not for citation purposes)

Abtahi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


patient demographics, enabling detection through cross-national
disagreement patterns. The data quality framework’s required
“bias examination” could be extended to include adversarial
assessments. Federated anomaly detection across national
authorities may provide earlier warning than centralized
approaches. Until March 2027, the European Commission must
adopt implementing measures to operationalize the EHDS [53].
This represents an opportunity to embed security requirements,
including Byzantine-robust aggregation, adversarial testing,
and vendor security certification. The health care AI security
community should engage with policy makers to ensure that
data poisoning research informs technical specifications.

User Education and Proactive Security Awareness
Defense effectiveness depends on health care personnel
understanding the threats posed by data poisoning. User
education represents a critical component of security.
Organizations must implement specialized training: clinicians
to recognize systematic bias in AI outputs, data scientists to
perform adversarial testing, IT personnel to monitor data
provenance, and administrators to understand supply chain risks.
Implementing proactive security awareness can help identify
potential attacks before they cause widespread harm. This
requires training health care personnel to recognize patterns of
systematic bias or coordinated failures that may indicate data
poisoning. Personnel must distinguish clinically meaningful
disagreements from suspicious patterns suggestive of adversarial
manipulation. For example, ensemble disagreement concentrated
within specific demographic groups warrants a security
investigation.

Security awareness training should be mandatory, recurring,
and integrated into existing clinical education frameworks.
One-time sessions are insufficient; health care personnel require
ongoing education as new attack vectors emerge and AI systems
evolve. Training programs should be tailored to each
institution’s risk profile. Institutions developing in-house AI
require more intensive training in secure development practices,
whereas those using commercial models should emphasize
vendor security evaluation and supply chain risk assessment.
Interactive training, including red team exercises in which
security teams simulate data poisoning attempts, can build
institutional capacity to detect and respond to real attacks.

Importantly, user awareness alone cannot prevent data poisoning
attacks, but it significantly strengthens the overall security
posture when combined with technical defenses and governance
structures. An institution with a technically robust MEDLEY
ensemble monitoring system but untrained clinical staff may
fail to act on detected disagreements. Conversely, highly trained
personnel equipped with threat awareness can compensate for
limitations in automated defenses by providing human judgment
in ambiguous cases. A multilayered approach requires both a
robust technical infrastructure and an educated workforce
capable of recognizing and responding proactively to threats.

In-House AI Development and Security Misconceptions
A common misconception is that in-house AI development
provides inherent protection against data poisoning. However,
the attack vector operates through access to training data,

regardless of model provenance. Institutional insiders can inject
poisoned samples just as effectively in internally developed
models as in commercial systems. Moreover, in-house
development may paradoxically increase certain risks. Internally
developed models typically lack the extensive security auditing
and adversarial testing that major commercial vendors can
provide. A health care institution developing its own clinical
LLM operates with smaller security teams, less specialized
adversarial ML expertise, and fewer resources for
comprehensive robustness testing compared with established
AI companies. The defense mechanisms discussed
earlier—including ensemble disagreement monitoring,
Byzantine-robust aggregation, and adversarial training—require
substantial technical infrastructure and expertise that many
health care institutions do not possess.

In-house development does not eliminate supply chain risks.
Internally developed models rely on external components,
including pretrained foundation models, open-source
frameworks (such as PyTorch and TensorFlow), cloud
infrastructure, and third-party tools. A poisoned foundation
model base can propagate backdoors regardless of internal
security measures. Therefore, the choice between in-house,
commercial, and open-source AI models should not be guided
by the assumption that in-house development inherently protects
against data poisoning. Instead, health care organizations must
implement the multilayered defense framework described earlier,
regardless of model provenance. Security depends on robust
data governance, provenance tracking, ensemble disagreement
monitoring, adversarial testing, and institutional security
expertise—not on whether the model was developed in-house.
While in-house development may offer advantages in
customization and regulatory compliance, it cannot guarantee
protection against the data poisoning threats analyzed in this
study.

Limitations
This analysis has several limitations. First, although we
synthesized empirical attack success rates from peer-reviewed
studies (Table 2), we did not perform original attacks on
production health care AI systems. The analytical scenarios
(A1-D1) apply published research findings to health care
contexts rather than representing documented incidents. Actual
feasibility may vary depending on local security infrastructure
and deployment configurations.

Second, our analysis focused on data poisoning during training
and fine-tuning, with limited coverage of inference-time attacks,
adversarial examples, model extraction, or privacy attacks. This
scope was deliberately constrained to training-time
vulnerabilities. Third, the generalizability of our findings across
different model scales is uncertain. Published research has
examined models with up to 13 billion parameters [1,2,20],
whereas health care increasingly employs models with 100
billion to 340 billion+ parameters. Although recent studies
suggest that attacks require near-constant sample counts
regardless of model scale [5], extrapolating these findings to
models with more than 100 billion parameters warrants further
empirical validation.
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Fourth, defense mechanisms, including MEDLEY, have not
been validated in prospective clinical trials. Their real-world
effectiveness depends on implementation, integration into
clinical workflows, and human factors, all of which require
empirical deployment studies. Fifth, our impact projections
relied on conservative assumptions, which may underestimate
potential harm. We assumed limited attacker capabilities, partial
compromise, and detection within 12-24 months. More
sophisticated adversaries could cause substantially greater harm,
whereas highly resilient organizations may mitigate some risks.
Sixth, our regulatory analysis reflects policies as of late 2025;
ongoing or future governance changes may mitigate some of
the vulnerabilities identified. Finally, our literature synthesis
was limited to English-language studies, which may introduce
publication bias.

Despite these limitations, our analysis highlights critical security
gaps that demand urgent attention from the health care AI
community, regulators, and policy makers.

Conclusions
Data poisoning constitutes a significant security challenge that
existing regulatory frameworks and testing methodologies
inadequately address. Our analysis shows that even small
numbers of poisoned samples can compromise health care AI
systems, with detection delays ranging from months to years—or
potentially indefinite—without appropriate monitoring. Privacy
regulations, while essential for patient protection, simultaneously

create practical operational challenges for cross-institutional
security monitoring. Conventional cybersecurity defenses are
insufficient to prevent adversarial data manipulation.

Health care organizations should adopt multilayered defense
frameworks, incorporating strategies such as ensemble
disagreement monitoring (eg, the proposed MEDLEY
framework), active defenses, governance structures, and
architectural safeguards. Although MEDLEY requires empirical
validation before clinical deployment, the underlying principle
of ensemble disagreement monitoring offers a promising
approach for detecting data poisoning. International coordination
on security standards is essential. Most critically, the health
care community must evaluate whether black-box AI
architectures are appropriate for life-or-death decisions, or
whether patient safety requires interpretable systems that
prioritize verifiable safety over marginal performance gains.
The asymmetry between the ease of attack—requiring only
hundreds of poisoned samples—and the difficulty of
detection—often 12-24+ months—demands urgent action.
Without proactive implementation of ensemble monitoring,
Byzantine-robust architectures, and mandatory adversarial
testing, health care organizations risk systematic, undetected
compromise affecting thousands of patients over time. The
question is not if data poisoning will occur in clinical AI, but
when—and whether we will act before theoretical vulnerabilities
translate into documented clinical disasters.
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Abstract

Background: Medical imaging remains at the forefront of advancements in adopting digital health technologies in clinical
practice. Regulator-approved artificial intelligence (AI) clinical decision support systems are commercially available and being
embedded into routine practices for radiologists internationally. These decision support solutions show promising clinical validity
compared to standard practice conditions; however, their implementation over time and implications on radiologists’ practice are
poorly understood.

Objective: This paper aims to examine the real-world implementation of an AI clinical decision support tool in radiology
through a qualitative evaluation across pre-, peri-, and postimplementation phases. Specifically, it seeks to identify the key
contextual, organizational, and human factors shaping adoption and sustainability, to map these influences using the nonadoption,
abandonment, scale-up, spread, and sustainability (NASSS) framework, and to generate insights that inform evidence-based
strategies and policy for integrating AI safely and effectively into public hospital imaging services.

Methods: This prospective study was conducted in a large public tertiary referral hospital in Brisbane, Queensland, Australia.
One-to-one participant interviews were undertaken across the 3 implementation phases. Participants comprised radiology
consultants, registrars, and radiographers involved in chest computed tomography studies during the study period. Interviews
were guided by the NASSS framework to identify contextual factors influencing implementation.

Results: A total of 43 semistructured interviews were conducted across baseline (n=16), peri-implementation (n=9), and
postimplementation (n=18) phases, comprising 7 (16%) radiographers, 20 (47%) registrar radiologists, and 16 (37%) consultant
radiologists. Across NASSS domains, 56 barriers and 18 enablers were identified at baseline, 55 and 14 during peri-implementation,
and 82 and 33 postimplementation. Organizational barriers dominated early phases, while technological issues such as system
accuracy, interoperability, and information overload became most prominent during and after rollout. Enablers increased over
time, particularly within the technology and value proposition domains, as some clinicians adapted the AI as a secondary safety
check. Trust and adoption remained constrained by performance inconsistency, weak communication, and medicolegal uncertainty.

Conclusions: The implementation of AI decision support in radiology is as much an organizational and cultural process as a
technological one. Clinicians remain willing to engage, but sustainable adoption depends on consolidating early positive experiences
and addressing negative ones, embedding communication and training, and maintaining iterative feedback between users, vendors,
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and system leaders. Applying the NASSS framework revealed how domains interact dynamically across time, offering both
theoretical insight into sociotechnical complexity and practical guidance for hospitals seeking to move from pilot to routine,
trustworthy AI integration.

(J Med Internet Res 2026;28:e80342)   doi:10.2196/80342

KEYWORDS

artificial intelligence; radiology; implementation science; decision support; qualitative

Introduction

Background
The demand for advanced medical imaging services continues
to grow at a rapid pace, and reducing time delay from image
capture to radiological reporting remains a priority for public
hospital services [1,2]. Radiologists often need to work through
large volumes of information to report on medical images for
a wide array of patient groups. This can be challenging in
clinical environments with constraints on time, resources, and
related workflow pressures. Excessive delay from time of
medical image capture to the provision of a definitive
radiological report to the referring clinical team can undermine
the quality and safety of health care delivery [3,4].

Medical imaging has been, and remains, at the forefront of
advancements in digital health technologies in everyday clinical
practice [2,5]. Consequently, there is an array of digital tools
available to support radiology decision-making that have arisen
from advances in machine learning and other related
technologies. Artificial intelligence (AI) algorithms that are
commercially available, and with regulatory approvals already
in place, are now being embedded in digital tools and readily
adopted into routine practices for radiologists in various settings
internationally [6,7].

In experimental and validation studies, AI algorithms show
strong technical performance: meta-analyses report pooled
sensitivity and specificity values exceeding 0.80-0.85 for tumor
metastasis and rib fracture detection, with the mean area under
the curve near 0.90 [8,9]. These results highlight the potential
for AI to enhance accuracy and throughput, particularly in
resource-constrained health systems [5,8,10]. Yet this technical
promise has outpaced the evidence on real-world implementation
[11]. The literature remains dominated by model validation [5]
and cross-sectional studies of clinician trust [12-14], with few
studies examining how AI systems are adopted, adapted, or
sustained within the operational realities of hospital
environments. Recent reviews emphasize this gap, noting that
most AI-radiology research ends at performance benchmarking
and fails to explore workflow integration, organizational
readiness, or long-term routinization [10,15]. Broader
governance and workforce analyses likewise underline persistent
uncertainty around accountability, medicolegal responsibility,
and system-level preparedness for AI-supported care [16,17].
Collectively, these gaps constrain understanding of how
algorithmic potential translates into clinical and organizational
value.

While these quantitative evaluations and meta-analyses have
established AI’s diagnostic capability, they provide little insight

into how and why such technologies succeed or fail once
introduced into routine clinical practice. Many rely on
retrospective datasets, simulated environments, or controlled
reader studies that remove the influence of real-world
complexity [18-21]. Consequently, they overlook the macro-,
meso-, and microlevel dynamics of workflow adaptation,
human-technology interaction, and organizational and
sociocultural context that determine whether AI enhances or
disrupts practice. A qualitative implementation approach is
therefore critical for exploring the lived experiences, informal
workarounds, and contextual contingencies that shape
integration in situ [21,22]. Such an approach complements
quantitative evidence by revealing the social and organizational
mechanisms through which AI adoption is negotiated, sustained,
or resisted in everyday radiology work and practice.

Emerging qualitative and mixed methods studies have begun
to address aspects of these challenges by exploring radiologists’
perceptions, sources of trust and mistrust, and organizational
barriers to adoption [12,23]. However, most have relied on
single-time-point interviews, limited samples (n<20), or
hypothetical case vignettes that do not capture the evolving
interaction between users, workflows, and technology over time
[18,19,24]. Few have been conducted within active service
settings or have systematically linked individual experiences
to organizational processes or system-level factors [12,25]. This
has resulted in a descriptive but fragmented evidence base that
provides limited insight into how implementation unfolds,
stabilizes, or falters once AI becomes part of routine care.

This study responds directly to that gap by presenting a
qualitative, end-to-end evaluation of AI implementation within
a large tertiary radiology department in Brisbane, Queensland,
Australia. Here, end-to-end refers to a lifecycle approach
spanning predeployment context and readiness,
peri-implementation adaptation, and postimplementation
integration and routinization, examining how technological,
human, and organizational factors interact over time [26,27].
There is a broad range of implementation frameworks to assess
the implementation of a digital health innovation across a life
cycle; however, they are varied in their analytical purpose [28].
Strategy-based models such as the Expert Recommendations
for Implementing Change (ERIC) framework provide detailed
lists of discrete implementation actions, but they are limited in
explaining the mechanisms through which adoption unfolds in
complex clinical environments [29]. In contrast, our evaluation
sought to understand how and why AI integration succeeds or
stalls within a dynamic, real-world system. The nonadoption,
abandonment, scale-up, spread, and sustainability (NASSS)
framework [30] was therefore selected to guide data collection
and analysis. NASSS offers a theoretically grounded structure
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for examining the sociotechnical complexity of digital
innovation by integrating the domains of technology, adopters,
organization, value proposition, and wider context [31,32]. This
systems-oriented lens provides greater explanatory power than
more generalized implementation approaches for capturing
interdependencies, contextual contingencies, and the temporal
evolution of barriers and enablers across the implementation
lifecycle.

By situating implementation within real-world clinical
operations rather than experimental or hypothetical conditions,
this study provides a rare longitudinal perspective on how AI
becomes normalized or resisted within a complex hospital
environment. Its findings have direct relevance to current policy
efforts to scale AI responsibly in public health systems, where
efficiency, safety, and governance imperatives converge [33].

Aims
Accordingly, this paper aims to examine the real-world
implementation of an AI-based clinical decision support tool
in radiology through an end-to-end qualitative evaluation across
pre- (baseline), peri-, and postimplementation phases.
Specifically, it seeks to identify the key contextual,
organizational, and human factors shaping adoption and
sustainability, to map these influences using the NASSS
framework, and to generate insights that inform evidence-based
strategies and policy for integrating AI safely and effectively
into public hospital imaging services.

Methods

Study Design and Theoretical Framework
This study used a qualitative prospective design. The study was
structured across 3 temporal phases to capture the evolving
context of AI implementation within the radiology department.

The preimplementation or baseline phase (12 months before
deployment) corresponded to the period when the AI tool had
not yet been introduced. This phase reflected baseline
organizational conditions, established workflows, and prevailing
attitudes toward digital tools in radiology.

The peri-implementation phase (an 8-week transition period)
covered the initial rollout of the AI system and its integration
into existing digital and reporting infrastructure. This period
was characterized by early interaction with the tool and
short-term adaptation of work processes.

The postimplementation phase (12 months after deployment)
represented a period of stabilization in which the AI tool had
become part of routine operations. This phase captured the
mature context of use, reflecting how the technology was
embedded, maintained, and normalized within everyday practice.

The reporting of this study was in alignment with the COREQ
(Consolidated Criteria for Reporting Qualitative Studies;
Multimedia Appendix 1).

NASSS Framework
The NASSS framework was used to inform the study design
and interview questions. The NASSS framework provides a
systematic foundation for examining challenges across multiple

domains and their dynamic interactions, which may influence
the uptake, implementation, outcomes, and sustainability of
technology-supported health programs [30]. It facilitates
consideration of how various factors interact and adapt over
time, influencing success, and includes the following domains:

1. Condition or illness: the nature and complexity of the
condition being addressed.

2. Technology: the specific technology being implemented.
3. Value attributed to the technology: the perceived benefits

and utility of the technology.
4. Individual adopters: the clinicians and patients using the

technology.
5. Organizational adopters: the health care organizations

implementing the technology.
6. External context: the broader context, including regulatory,

economic, and social factors.

Setting
This was a single-site study conducted at a large public tertiary
referral hospital in Brisbane. The hospital’s Medical Imaging
Department offers a comprehensive range of diagnostic imaging
services to support patient care across various medical
specialties.

AI Clinical Decision Support System
The technology adopted by the department is a third-party and
commercially available multiorgan AI-based computerized
clinical decision support system (CDSS) for radiologists. The
CDSS uses multiple specialized convolutional neural networks
across the entire machine learning cycle, including
preprocessing, candidate generation, classification, and
postfiltering. It has been classified and approved as a diagnostic
tool under the current Australian Therapeutic Goods
Administration regulatory framework. The decision support
system integrates with existing medical imaging hardware and
software to allow computed tomography (CT) images to be
automatically transferred from the scanner, preprocessed, and
prepared for interpretation by radiologists. The CDSS flags or
highlights any issues within the CT image that require further
differential diagnosis by the radiologists. In 2021, before full
site implementation, the study site tested this tool among a small
group of radiologists (n=4) and anecdotally reported positive
experiences.

Participant Recruitment and Sampling
Participants included radiology consultants, registrars, and
radiographers employed within the Medical Imaging Department
who were involved in chest CT reporting during the study
period. Recruitment was undertaken via internal email by an
embedded chief investigator. A purposive yet stratified sampling
approach was used to achieve broad representation across
professional roles and levels of seniority. At the time of data
collection, the lead interviewer (SN) was an experienced
PhD-trained male implementation science researcher with no
supervisory, managerial, or clinical authority over participants.
SN had established professional familiarity with the department
through earlier collaborative work, but no direct reporting
relationships. Participants were informed of SN’s research role,
disciplinary background, and interest in understanding
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real-world implementation challenges before interview
commencement. Stratification was guided by the departmental
organizational chart to ensure inclusion of participants from
different functional areas and reporting responsibilities. This
approach sought to capture a range of experiences across the
implementation process rather than statistical representativeness.
Sampling continued iteratively across the pre- (baseline), peri-,
and postimplementation phases until thematic adequacy was
reached, indicated by repetition of key concepts and no
emergence of new issues in subsequent interviews [34].

Qualitative Interviews
Semistructured face-to-face interviews, approximately 40
minutes in length, were conducted by an experienced
implementation science researcher (SN) according to participant
preference (in person, via Microsoft Teams, or through phone;
Multimedia Appendix 2). All interviews were audio-recorded
and transcribed upon participant consent. Interviews were
conducted flexibly, with questions adapted to participant roles
and experience. Not all questions or prompts were asked in
every interview, but the guide provided a consistent framework
to ensure coverage of key domains. The interviewer kept
reflexive notes after each interview to document emerging
impressions, relational dynamics, and potential influences of
their positionality on data generation.

Study Materials
We used a reflexive framework method to guide the
development of a semistructured interview template, aligning
with our study aims [32,35]. This approach aimed to capture a
comprehensive range of insights, perceptions, and experiences,
providing a rich dataset for analysis.

Data Analysis
Interview transcripts were analyzed using an iterative, multistage
process combining thematic analysis with NASSS-informed
framework mapping [36-38]. Before analysis, the research team
discussed their disciplinary positions and assumptions regarding
AI in radiology, documenting these reflections to support
analytic reflexivity. SN led coding with AE providing
independent review; neither had clinical authority over
participants.

Analysis and data collection were conducted concurrently to
guide purposive sampling and determine saturation. Early
transcript review enabled the identification of preliminary codes
and gaps, informing subsequent recruitment to ensure variation
in experience and role. No participant reviewed the transcripts
or findings before publication, consistent with the exploratory
and ecological design of the study. However, findings were
discussed with senior departmental clinicians and technical
leads during routine project meetings. These discussions did
not involve revising data or themes but served to ensure that
the interpretations accurately reflected the broader organizational
context and the realities experienced within the department.
This informal sense-checking supported contextual validity
while maintaining analytic independence.

Initial inductive coding was undertaken by one researcher (SN),
who read each transcript line by line and assigned short

descriptive phrases summarizing perceived barriers, facilitators,
or neutral factors related to AI implementation. To strengthen
analytic credibility, a second researcher (AE) independently
reviewed a subset of transcripts and the draft codebook. Coding
discrepancies and interpretive differences were discussed and
resolved through consensus, providing a form of cross-checking
without imposing rigid interrater reliability metrics. Iterative
discussions across the research team further refined code
boundaries, ensuring conceptual coherence and maintaining an
audit trail of analytic decisions.

Once inductive coding was complete, higher-order categories
were developed to capture recurrent concepts and relationships.
These categories were then deductively mapped to the NASSS
framework. This process enabled systematic classification of
determinants by domain (eg, technology, organization, value
proposition, adopters, wider system, and clinical context) while
retaining sensitivity to context-specific nuances. The mapping
process was iterative, with subthemes revisited and refined to
ensure conceptual alignment between inductive insights and
NASSS constructs, and to account for determinants that spanned
multiple sociotechnical domains. Mapped subthemes were
subsequently synthesized into a set of higher-order, cross-cutting
determinants representing the dynamic interactions between
technological, organizational, and adopter-related factors across
implementation phases. This synthesis informed the structure
of the results, where inductive findings and NASSS categories
are integrated to illustrate how determinants evolved from
baseline to peri-implementation and into routine use. Illustrative
quotes were selected by consensus to exemplify the range of
perspectives within each theme and subtheme. Quote selection
focused on demonstrating variation, depth, and temporal
evolution rather than providing isolated examples, ensuring that
quotations functioned as analytic evidence and supported the
integration of inductive insights with NASSS domains. An
accompanying summary table provides an at-a-glance depiction
of how inductive themes aligned with specific NASSS domains
and subdomains, further enhancing analytic transparency and
coherence.

To enhance analytic transparency, a content count of all coded
barriers and enablers was compiled in Microsoft Excel and
stratified by implementation phase (baseline,
peri-implementation, and postimplementation). This numerical
summary illustrated the distribution and relative prominence of
determinants across NASSS domains (eg, technological,
organizational, and adopter-related), providing a structured
complement to the qualitative narrative. The count functioned
as a descriptive aid to visualize patterns within the dataset,
highlight areas of convergence and divergence across phases,
and support the organization of complex, multilevel
determinants [39].

Trustworthiness
To ensure trustworthiness, the research team engaged in
continuous reflexive discussions throughout data collection and
analysis, critically examining how their disciplinary backgrounds
and assumptions could shape interpretation. Coding decisions
were documented in an evolving analytic log, forming an audit
trail that supported transparency and replicability. Regular peer
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debriefings were held to resolve interpretive differences and
refine theme definitions. Trustworthiness was further reinforced
through the systematic application of the NASSS framework,
which provided a theoretically grounded lens for organizing
inductive findings. The inclusion of a quantitative content count
of coded determinants added descriptive transparency,
demonstrating how interpretations were anchored in the
underlying data distribution. Together, these strategies
strengthened the credibility, confirmability, and dependability
of the qualitative findings [35,38].

Ethical Considerations
The Human Research Ethics Committee granted ethical
clearance for this research (HREC/2021/QMS/81483). All
participants provided written and verbal informed consent before
participating in the study. Participation was voluntary, and
participants could withdraw at any time. Participants were
assured that their responses would be confidential, would not
be shared with departmental leadership in identifiable form,
and would have no bearing on workplace evaluation or
progression. No incentives were offered, and no previous

personal relationships existed between the researcher and
participants beyond professional familiarity.

Results

Participant Characteristics
A total of 43 one-on-one interviews were conducted across the
study timeframe, as shown in Table 1. This consisted of 7 (16%)
radiographers, 20 (47%) registrar radiologists, and 16 (37%)
consultant radiologists. A total of 9 (21%) participants were
interviewed across multiple time points, consistent with public
health services experiencing regular staff rotation, shift-based
work patterns, and competing clinical pressures. While this
posed practical challenges to longitudinal participation, it was
also indicative of practical challenges with AI implementation
in hospital medical imaging departments. To accommodate this
and maintain the integrity of the analysis, each interview was
treated as a discrete data point. This allowed us to capture a
wider range of perspectives from across the workforce and
reflect the dynamic, high-turnover environment typical of public
hospital settings.

Table 1. Participant characteristics across the 3 implementation phases.

PostimplementationPeri-implementationBaselineParticipants

18 (42)9 (21)16 (37)Total number of participants (N=43), n (%)

Profession and seniority, n (%)

2 (28)1 (14)4 (57)Radiographer (N=7)

9 (45)4 (20)7 (35)Radiology registrar (N=20)

7 (44)4 (25)5 (31)Consultant radiologist (N=16)

Sex, n (%)

11 (42)6 (23)9 (35)Male (N=26)

7 (41)3 (18)7 (41)Female (N=17)

NASSS Informed Barriers and Enablers of AI
Implementation in Radiology
A total of 56 barriers and 18 enablers were identified at baseline,
55 barriers and 14 enablers during peri-implementation, and 82

barriers and 33 enablers at postimplementation. Figure 1 presents
barriers across NASSS domains and study phases, while Figure
2 shows enablers across the same phases.

Figure 1. Barriers across nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) domains and study phases.
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Figure 2. Enablers across nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) domains and study phases.

At baseline, organizational barriers were the most prominent,
representing nearly half of all identified barriers (26/56, 46%).
These are primarily related to limited technological readiness,
insufficient training, and inadequate workflow planning for
implementation. Technological barriers followed (12/56, 21%),
reflecting early concerns about AI performance and output
accuracy, while adopter-related barriers (7/56, 12%) centered
on uncertainty regarding medicolegal accountability when using
AI in reporting. The main enablers at this stage were found
within the organizational (6/18, 33%) and value proposition
(5/18, 28%) domains, reflecting a collegial, innovation-friendly
culture and a belief in the technology’s potential for efficiency
and time savings.

During the peri-implementation phase, technological barriers
dominated (31/55, 56%), particularly those concerning
interoperability and system performance. These were followed
by organizational barriers (14/55, 25%) related to weak
implementation planning and inadequate workflow support,
and a smaller set of adopter barriers (4/55, 7%) linked to limited
trust in the AI system. Despite these issues, several enablers
emerged, most notably within the value proposition domain
(7/14, 50%), where participants anticipated potential efficiency
gains if technical and integration challenges could be addressed.
A smaller number of enablers (4/14, 28%) related to technology,
as some users began using the AI system to cross-check their
own interpretations.

By postimplementation, technological barriers persisted (41/82,
50%) as problems with accuracy, reliability, and speed remained
unresolved. Organizational barriers (18/82, 22%) continued to
reflect deficiencies in communication, training, and workflow
integration, while adopter barriers (13/82, 16%) indicated
ongoing distrust in the AI and reluctance to incorporate it fully
into routine practice. However, this phase also saw the most
substantial growth in enablers (a total of 33), particularly within

technology (22/33, 67%), as users adapted the system for use
as a secondary check or safety mechanism. Additional enablers
were identified within the value proposition (7/33, 21%), where
participants recognized relative efficiency benefits, and among
adopters (4/33, 12%) who expressed emerging, albeit cautious,
trust in the AI’s evolving role.

Across all NASSS domains, implementation was characterized
by an interplay between anticipated risks, such as workflow
integration and information overload, and realized challenges
during peri-implementation, many of which persisted into
routine use (Figure 1). While optimism and perceived value
remained for some, trust and adoption were undermined by
ongoing performance and communication barriers. Together,
these patterns illustrate how implementation unfolded within a
large, dynamic clinical service, with determinants shifting as
the AI system moved from anticipation to early use and then
attempts to move into routine practice. The relative prominence
of technological, organizational, and adopter-related factors at
each phase provides a contextual frame for understanding the
subsequent themes. These distributions therefore situate the
qualitative findings within the broader organizational and
technological environment in which the AI was being
implemented.

Framework Analysis and Narrative Synthesis of
NASSS Domains and Subdomains
Table 2 presents a synthesis of inductive themes mapped to the
NASSS framework, illustrating how key implementation
dynamics evolved across baseline, peri-implementation, and
postimplementation phases. The table highlights temporal shifts
in organizational readiness, technological integration, value
perception, adopter engagement, and wider system influences.
These findings are further expanded in the results narrative
synthesis, offering deeper insight into the contextual and
temporal nuances of implementation.
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Table 2. Mapping of inductive themes to nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) domains and subdomains with
indicative change over time.

Change across phasesInductive themeSubdomainNASSS domain

Limited formal planning at baseline; reactive coordination during rollout; structured
monitoring and formalized training emerged post implementation.

Sustained implemen-
tation planning

Work needed to
plan, implement, and
monitor change

Organization

Collegial but fragmented culture at baseline; weak interteam communication
during rollout; some shared ownership and cross-functional coordination developed
post implementation.

Relational engage-
ment and communi-
cation

Organizational
readiness and capac-
ity to innovate

Organization

Anticipated efficiency at baseline; workflow disruption and duplication during
rollout; individual adaptations post implementation.

Workflow optimiza-
tion

Extent of change to
organizational rou-
tines

Organization

Anticipated clutter at baseline became a central frustration during rollout; selective
filtering and cognitive habituation emerged post implementation.

Extraneous data and
information over-
load

Knowledge generat-
ed

Technology

Early confidence gave way to concerns about specificity, lag, and reliability during
rollout; partial refinement occurred postimplementation, though misalignment
persisted.

System performance
and material integra-
tion

Material propertiesTechnology

Strong optimism at baseline; mixed experiences during rollout; perceived value
became pragmatic and context-dependent post implementation.

Perceived benefits
for workload and
safety

Demand-side valueValue proposition
and clinical context

Limited understanding of purpose and benefit early on; evolved into clearer but
modest recognition of niche utility post implementation.

Credibility and clari-
ty of purpose

Supply-side valueValue proposition
and clinical context

Curiosity and willingness at baseline; trust declined during rollout due to incon-
sistency and false positives; cautious, selective engagement stabilized post imple-
mentation.

Professional position-
ing and negotiated
use

Role and identityAdopters

Informal self-learning predominated during rollout; structured and ongoing AIa

literacy training emphasized post implementation.

Learning and pre-
paredness

Role and identityAdopters

Policy and liability ambiguity persisted across phases; postimplementation reflec-
tions expanded to ethical and regulatory considerations.

Medicolegal uncer-
tainty and system-
level guidance

External contextWider system

aAI: artificial intelligence.

Organization
There were 3 inductive subthemes that mapped under the
organization domain. There were challenges with sustained
implementation planning, which mapped under the NASSS
subdomain of “work needed to plan, implement, and monitor
change;” relational engagement and communication, which
mapped to “organizational readiness and capacity to innovate;”
and workflow optimization, which mapped to “extent of change
needed to organizational routines.”

Work Needed to Plan, Implement, and Monitor
Change (Sustained Implementation Planning)
At baseline, participants expected limited planning and support
for rollout, reflecting past experiences with digital systems. As
one consultant noted:

You don't actually discover issues or problems with
that new process or software or whatever until you're
using it, and then often there's a lack of support on a
day-to-day kind of basis. [P4, Consultant]

Feedback mechanisms were also described as weak, with another
adding:

There’s no way for us to feed…I don’t know of a way
for me to feed that back. [P1, Consultant]

These comments illustrated low confidence in the organization’s
ability to anticipate or respond to implementation challenges.

During peri-implementation, radiologists described minimal
systematic planning or training.

Not training per se, I think there was one meeting
where they said that it was being implemented. [P20,
Registrar]

Another reflected:

Not very well (when asked about implementation
planning)…they haven't really. Besides telling us that
we're going to put it into practice, yeah, there's just
not much that they're saying about it. [P22, Registrar]

Such experiences made participants cautious about the
department’s readiness to adopt AI, with one consultant
admitting:

I think in retrospect, we could have done more in
terms of educating people. [P21, Consultant]

Postimplementation reflections reinforced these concerns,
highlighting the ongoing absence of structured improvement
strategies to support uptake and sustainment. Participants were
critical of the ad-hoc implementation process, arguing that:
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If there are programs that are clinically usable and
are planned to be rolled out within the department,
then I think it makes sense for everyone to have formal
training. [P33, Registrar]

Even so, there was a strong appetite for more structured
professional development in AI tools, with one consultant
remarking:

I would like to be taught. I am a better learner if I’m
taught. [P32, Consultant]

Across phases, participants viewed planning and monitoring as
reactive rather than anticipatory. Despite enthusiasm for AI, the
lack of systematic preparation and ongoing learning
opportunities constrained the department’s ability to embed
change effectively. Organizational challenges were compounded
by high staff turnover and rotating clinical rosters, which limited
continuity of learning and reduced opportunities for cumulative
familiarity with the system. These shifting workforce conditions
shaped how planning gaps were experienced and helped explain
some variation in engagement and confidence across the
implementation period.

Organizational Readiness and Capacity to Innovate
(Relational Engagement and Communication)
At baseline, participants described a workplace that was broadly
supportive of new ideas but slow to coordinate change due to
limited capacity. As one consultant noted, “in public systems,
people just tend to put up with inefficiencies” (P1, Consultant).
Such reflections suggested that innovation was encouraged in
principle but rarely matched by structured communication or
system support.

During rollout, participants described poor communication and
limited coordination between teams.

Having [vendor redacted] in one corner, radiologists
in another, and us talking together… takes resources
to get everyone together. [P23, Radiographer]

Another reflected postimplementation, “We didn’t actually tell
most radiographers this was happening” (P41, Radiographer),
highlighting the persistence of siloed and reactive coordination.
Participants attributed emerging resistance partly to this
fragmentation, explaining that “a lot of stuff was happening in
the background with the PAX guys and the software people”
(P43, Consultant).

Lack of early adopter involvement and unclear lines of
responsibility were seen as weakening organizational readiness,
even where enthusiasm for innovation remained high. This
persisted into postimplementation, undermining the department’s
sociotechnical capacity to support AI integration. As one
consultant explained:

One of the issues is that people who understand
computers are not the people who understand
medicine, and vice versa. So, there’s probably a
communications issue. [P29, Consultant]

Participants linked these challenges to the organization’s limited
capacity to learn from implementation, with one concluding:

We could have done more work with the
implementation initially; there could have been more
clinician involvement. [P43, Consultant]

Across phases, the organization was perceived as open to
innovation but constrained by weak communication channels
and reactive coordination. Participants emphasized that the
capacity to innovate depended less on enthusiasm than on the
presence of structured dialogue, feedback loops, and shared
ownership across clinical and technical teams. These relational
and coordination challenges intersected with changing workload
pressures and fluctuating departmental priorities, reinforcing
that uptake was influenced not only by communication structures
but by the broader organizational environment in which teams
were continuously reconfigured.

Extent of Change Needed to Organizational Routines
(Workflow Optimization)
Across phases, participants described the introduction of the AI
tool as requiring substantial adjustments to established reporting
routines. At baseline, senior radiologists viewed it as a potential
aid to workflow optimization, especially in easing registrar
workloads. As one consultant put it:

If we were able to create a system or facilitate more
report completion… particularly for the registrars,
that would increase satisfaction. [P1, Consultant]

This optimism reflected expectations that automation would
streamline repetitive elements of reporting rather than disrupt
them.

During peri-implementation, participants described the tool as
introducing extra steps and interruptions to normal work
patterns. One consultant explained:

It does add to the amount of things you look at…
you’ve got to report your CT as normal, and then
you’ve got a bunch of other sequences to scroll
through at the end. Not that it adds a lot, but yeah, it
does… there’s more… people have been like, what’s
all these extra images? They don’t really know what
to do with it too much yet either. [P18, Consultant]

This illustrates a lack of clear guidance or established routines
for how to use or interpret the additional studies. This persisted
at postimplementation:

I was sort of holding on to reports for a few hours
before signing off because I didn’t want additional
data to come through that I hadn’t looked up before
signing off. [P30, Consultant]

Instead of reducing workload, the new process created pauses,
re-checks, and deferred sign-offs. Registrars similarly described
difficulty maintaining rhythm and concentration, explaining
that:

It’s hard to get a routine…you have to have a different
routine in your workflow for a particular assessment.
[P26, Registrar]

These comments captured how the tool altered the flow of image
review and report finalization, requiring constant recalibration
of familiar sequences. Some radiologists had developed
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compensatory strategies to manage these disruptions; reordering
tasks, batching reports, or consciously ignoring low-yield
prompts. As one consultant reflected:

So for differentials, I go back to the normal scan
because the tool obscures some details. So, it’s more
I use it for identifications…. So, for me, it's more
identifying. Ok, there's something there. I need to go
back and check (normal scans). [P31, Consultant]

Overall, participants described workflow change as cumulative
and largely unplanned. The tool demanded continuous
microadjustments rather than a one-time shift in practice. What
emerged was a pattern of individual adaptation rather than
coordinated redesign; clinicians modified existing routines to
fit the tool rather than the tool being aligned with the established
clinical workflow. The extent of workflow disruption
experienced by clinicians also reflected the realities of a service
marked by rotating staff, shifting caseloads, and variable daily
pressures.

Technology
The NASSS technology domain is mapped with 2 inductive
subthemes: extraneous data and information overload, aligning
with the subdomain knowledge generated, and system
performance and material integration, aligning with the
subdomain material properties. Together, these themes captured
how the technical characteristics of the AI tool shaped user
experience, trust, and perceived value across implementation
phases.

Knowledge Generated (Extraneous Data and
Information Overload)
At baseline, a consultant anticipated risks of information
overload based on previous exposure to commercial AI tools.
One explained, “You could spend all day circling these things”
(P5, Consultant), capturing early concerns that automated
outputs might flood readers with marginal or irrelevant findings.

During peri-implementation, these concerns materialized as the
system generated excessive, low-value information:

Too much data… You really want a traffic-light
system. [P25, Consultant]

Another registrar observed:

I'm not sure how many people look at it. It spits out
so many images and random tables [P20, Registrar]

These reactions pointed to an emerging pattern of signal-to-noise
imbalance, where radiologists spent more time filtering artefacts
than interpreting meaningful results. By postimplementation,
some users described partial adaptation, learning to disregard
redundant data or mentally triage the AI’s output.

It gets a little complicated when it picks up things that
are artifacts. But yeah, I can work around it. [P43,
Consultant]

However, frustration persisted among others who saw the clutter
as undermining efficiency rather than enhancing it:

It’s a waste of time. It’s just clutter, you know? … I
usually ignore it. [P37, Consultant]

Across phases, information overload remained one of the most
salient barriers to adoption. While individual users developed
coping strategies, these adaptations reflected workaround
behavior rather than genuine integration, reinforcing perceptions
that the AI’s knowledge output was not yet aligned with clinical
reasoning or workflow needs.

Material Properties (System Performance and Material
Integration)
Performance concerns were a defining feature of the AI’s
reception, particularly during peri-implementation. A registrar
characterized it bluntly as “Not very accurate. Just a splatter
approach” (P17, Registrar), reflecting the perception that the
system detected excessive findings without adequate specificity.
Such errors eroded trust and reduced the incentive to incorporate
its output into reporting routines.

By postimplementation, participants expressed more nuanced
but still divided views. Some regarded the system as useful for
reassurance or cross-checking:

Used it more like a check-off — especially when you
have things that are complex, and there are a lot of
findings. [P30, Consultant]

Others found the persistent false positives distracting and
demoralizing. As one put it:

For me to waste time looking at it…it’s circled this
fecal matter in the splenic flexure. [P28, Consultant]

Several participants emphasized that perceived technical
performance shaped how often they engaged with the system
at all. When lag, sensitivity issues, or interface friction increased,
clinicians tended to bypass or ignore the tool. Over time, its
role shifted from active decision aid to optional background
reference, indicating a decline in both trust and functional value.

Interoperability problems surfaced most clearly during
peri-implementation, where users described limited integration
between the AI software, picture archiving and communication
system (PACS), and reporting systems. One consultant
explained:

That’s high-level stuff, right? That’s integrating the
processing, postprocessing software with the
reporting software. But we don’t have that capacity.
[P21, Consultant]

They further highlighted redundancy and excess image sets,
noting “way too, way too many sequences…we need to distil
that down.”

By postimplementation, interoperability was less salient; some
technical issues with integrating the AI into the system appeared
resolved, but residual inconsistencies persisted. As one registrar
noted:

There’s not… uniformity to the sequences that are
made. The order that they come out, …that’s different
from scanner to scanner. [P26, Registrar]

Availability also varied:

It’s not always there. So, you’ve got to sort of
remember…to look for. [P26, Registrar]
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Display and PACS constraints continued to affect use:

I don’t like the way that gets displayed…that’s a
PACS system…how the series [are] actually
displayed. [P26, Registrar]

Across phases, the material outputs of the AI, its sensitivity,
specificity, and responsiveness, directly influenced its perceived
usefulness. Participants consistently linked suboptimal
performance to disengagement, showing that successful
technological integration required not just accuracy, but
reliability, responsiveness, and design alignment with
radiologists’ expectations of diagnostic precision. Furthermore,
while major interoperability barriers had eased, the system never
fully aligned with the routine reporting infrastructure, leaving
incompatibilities.

Across all technology-related subdomains, participants described
a gap between what the AI produced and what clinicians could
use. Information overload and variable system accuracy
combined to erode trust and limit engagement. While technical
adaptation occurred at the individual level, collective integration
into practice remained constrained, signaling that technological
refinement and interpretability are prerequisites for sustained
adoption.

Value Proposition and Clinical Context
Across all phases, discussions of value proposition were less
prominent than those of technology or organization, but two
inductive subthemes mapped clearly to the NASSS value
proposition domain: perceived benefits for clinical workload
and safety, which mapped to demand-side value, and credibility
and clarity of purpose, which mapped to supply-side value.
These intersected closely with the evolving clinical context, in
which fluctuating workload pressures and infrastructure
challenges shaped how the AI’s value was interpreted.

Demand-Side Value (Perceived Benefits for Clinical
Workload and Safety)
At baseline, participants viewed the AI as a potential solution
to workload strain and reporting delays. Anticipated benefits
were framed around efficiency, redistribution of tasks, and
registrar support, signaling early optimism that automation
would enhance throughput and safety. The department’s intense
workload and frequent interruptions reinforced this demand-side
appeal: as a consultant noted, AI might “make our job easier”
(P1, Consultant).

During peri-implementation, optimism gave way to more
conditional appraisals. While some identified benefits for
prioritization, “It highlights a few cases that you can look at
first. That’s useful when there’s a backlog” (P19, Registrar),
others described it as “unreliable at the moment” (P17,
Registrar). Shifts in the clinical environment also tempered
expectations, staffing improved, and backlogs eased. By the
postimplementation phase, perceptions of value became
pragmatic and evidence-driven. Clinicians viewed the AI as a
limited but occasionally useful decision support tool:

I’ve usually written my report before I look at this,
and I don’t tend to change the report… it’s another

look, I wouldn’t think of it as more than that [P29,
Consultant]

Concerns over cost-efficiency persisted:

If it was free, ambivalent… If it’s significant amounts
of money… I don’t see the value because it’s more
work than less. [P29, Consultant]

Across phases, expectations regarding the AI shifted from broad
hopes of efficiency to a more divided assessment. Some saw
modest contributions to safety and prioritization, while others
viewed the system as duplicating effort rather than providing
genuine workload relief.

Supply-Side Value (Credibility and Clarity of Purpose)
At the same time, participants reflected on supply-side value,
questioning how clearly the system’s purpose and evidence base
had been articulated.

It just gives you pictures with circles. I’m not sure
what the end use is meant to be. [P20, Registrar]

By postimplementation, participants had a clearer understanding
of what the AI could do but remained unconvinced of its overall
value. However, there was also recognition that the AI was
credible in concept but still immature in delivery.

It’s getting clearer now what it could be for, but it
needs to evolve. Right now, it’s still just identifying,
not interpreting over time. [P43, Consultant]

Some viewed potential uses to optimize efficiency and
workflow, with modifications:

It could identify which studies need to be reported
first…or give us measurement readings. [P46,
Consultant]

Maybe some of those sorts of irritations around AI
could be changed, you know, or fine-tuned. [P25,
Consultant]

These reflections indicated that perceptions of supply-side value
were prospective, anchored in what the technology could deliver
if optimized, rather than what it had yet achieved.

Across phases, the vendor narrative of innovation and efficiency
had not yet translated into tangible or demonstrable benefit for
clinicians or the wider health system. Participants viewed the
AI as promising but still lacking the evidence and clarity needed
to support confident investment or large-scale deployment.

Adopters
The NASSS adopter subdomain of role and identity is mapped
with 2 inductive subthemes: professional positioning and
negotiated use, and learning and preparedness. Together, these
described how clinicians positioned AI within their expertise
and accountability, and how limited exposure and training
shaped trust, confidence, and uptake. Across phases, adoption
reflected an oscillation between curiosity and skepticism, with
trust becoming the key mediating factor.
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Role and Identity (Professional Positioning and
Negotiated Use)
At baseline, radiologists expressed a guarded willingness to
engage with AI framed less as enthusiasm and more as a
professional obligation.

I think I would use it…it would be almost negligent
not to look at it. [P6, Registrar]

Consultants saw potential for practical support:

It could certainly help you prioritize what you are
watching and what order you report things. [P8,
Consultant]

During peri-implementation, practical experience unsettled this
cautious trust. Registrars described false positives, excessive
outputs, and low sensitivity:

It’s too junior at the moment. [P17, Registrar]

Trust eroded not from resistance to innovation, but from
inconsistency between the AI’s promise and its performance.
Clinicians voiced a recurring sentiment that while AI might one
day assist safety, it currently distracts from clinical focus:

If the volume of data presented is overwhelming, then
that’s negative…the strength would be as a safety net
for subtle findings, not changing an overall clinical
picture. [P19, Registrar]

Reflecting on their initial use of the tool during
peri-implementation, a registrar noted:

“It was picking up stuff that wasn’t nodules…I still
had to go back and look at the images again. [P34,
Registrar]

By postimplementation, there was selective use and partial trust.

I look through the nodules myself first and then
correlate with the software to see whether it is
congruent with what I’ve come up with. [P42,
Consultant]

Others disengaged entirely:

It slows you down because you have to verify each
little dot. [P37, Consultant]

A senior consultant likened the AI to “the registrar with clever
ideas, but they’re all wrong” (P40, Consultant), useful for
prompting review, yet unreliable without human correction.

Trust also intersected with medicolegal anxiety. Several raised
uncertainties about accountability and liability:

If the software makes a mistake, who is liable—the
vendor or the radiologist? We still haven’t ironed it
out. [P34, Registrar]

This uncertainty reinforced their instinct to retain manual
control. As a consultant observed:

If I reported every possible little dot in the chest, I’d
end up with a report ten pages long, which nobody
would ever read. [P37, Consultant]

The line between cautious trust and defensive practice remained
thin.

Role and Identity (Learning and Preparedness)
Training and readiness remained persistently underdeveloped.
During peri-implementation, there was no structured orientation
or clear introduction to the system. Learning was largely
self-directed and reliant on peer exchange.

Personally, I don’t think I’ve had any formal sit-down
with it… I’ve just figured it out. [P19, Registrar]

A vendor demonstration was held midphase, but not all
clinicians attended, and some felt it was disconnected from
practical workflow.

I just met the software without gathering any prior
information about what this new software is. [P34,
Registrar]

Without clear instruction or transparency about performance
parameters, early experiences became a process of trial and
error rather than guided adoption, reinforcing skepticism instead
of trust. By postimplementation, clinicians explicitly called for
structured and continuous AI education embedded within clinical
and professional frameworks.

If that is incorporated into our routine…every month
we have our session doing AI cases. [P32, Consultant]

Others stressed the need for broader institutional responsibility:

We are severely lacking in training with AI…it should
be an integral, assessed part of our training program.
[P34, Registrar]

These calls reflected not only a desire for technical competence
but also a wish to rebuild confidence and ensure medicolegal
clarity, positioning AI as a tool that must be professionally
standardized, not individually improvised.

Ultimately, clinicians saw AI competence as a new layer of
professional literacy, necessary to protect judgment, maintain
accountability, and engage critically with emerging tools. Their
learning needs were not purely technical but ethical and
epistemic: how to weigh evidence, interpret probability, and
remain vigilant in an era of shared decision automation.

Wider System
Participants described the wider system as a persistent barrier
across phases. This domain reflects the external political, policy,
and institutional forces, such as regulation, professional
guidance, legislative, and funding models that define the
environment in which implementation occurs, but which local
teams cannot directly control. While wider system themes were
present across phases, they did not dominate every interview,
and some subissues (for example, explicit references to
legislation) appeared only sporadically.

At baseline, consultants depicted a public system tolerant of
inefficiency and difficult to influence. Funding constraints were
raised in the context of competing pressures.

Q-Health…there’s not much money around for these
sorts of things. [P1, Consultant]

During peri-implementation, registrars and consultants
highlighted gaps in professional guidance and medicolegal
expectations.
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Training/communication…college says we need to
learn AI, but little practical guidance…site-to-site
differences. [P24, Registrar]

Others wanted clearer, proactive communication from
professional bodies.

College exposure is low. [P27, Registrar]

Medicolegal norms were seen to expand review obligations
when AI added extra views.

Mentality in radiology, if it’s on a screen, you have
to comment on it, and medico-legal, if presented, we
must review everything. [P21, Consultant]

By postimplementation, some brought up broader ethical and
policy concerns about data provenance and the social license
concerns about using it:

There is concern about the way the data is being
used…if all these algorithms are being trained on
everyone's data, it should be open source…it’s
everyone’s. [P42, Registrar]

Participants contrasted public and private system incentives and
capacity, linking retention and deployment choices to wider
economics and case-mix.

Public keeps me for complex cases, teaching, and
feedback; private pays double. [P28, Consultant]

Public vs private…pay and tech are better in private;
public has collegiality and case mix. [P42, Registrar]

Across phases, the wider system was characterized by limited
policy levers and still developing structural and legislative
readiness to support the rapid integration of AI into acute health
care. Taken together, these wider-system influences interacted
with internal organizational dynamics, staffing fluctuations,
workload variability, and shifting operational priorities to shape
the evolving trajectory of implementation across phases.

Discussion

Principal Findings
This study reports a prospective, qualitative, end-to-end
evaluation of implementing an AI-driven clinical decision
support system in a public radiology department, structured
through the NASSS framework [30]. By mapping barriers and
enablers across domains and phases, the study captures how
early expectations shaped adoption, how sociotechnical
challenges emerged during the rollout, and how these dynamics
influenced long-term integration and adoption. Findings
highlight that successful AI adoption depends not only on
technical capability but on the alignment of organizational
readiness, workflow design, and professional trust.
Implementation success was governed by the interaction of
multiple NASSS domains, which included interdependencies
among technology, organization, adopters, and value rather than
any single factor.

Weak planning and limited feedback structures (organizational
barriers) amplified adopter frustrations with false positives,
information clutter, and interoperability issues (technology
barriers), eroding trust (adopter-level barriers). Even when

technical faults were later mitigated, these initial experiences
limited or constrained uptake, illustrating how early technical
and communication failures created enduring impressions that
shaped subsequent patterns of trust and tool use.

This mutual reinforcement of challenges across domains aligns
with the complexity perspective described by Greenhalgh et al
[30] and Braithwaite et al [40], whereby interacting barriers
within and across a complex adaptive system, such as health
care, tend to compound rather than resolve over time,
particularly when they are not addressed in a coordinated and
simultaneous manner. Clinicians’ perceptions of value were
shaped primarily by how reliably and efficiently the AI system
performed within everyday reporting workflows. Early false
positives and excessive image sets undermined those
expectations, diminishing confidence in the tool’s promised
efficiency benefits. This finding is consistent with a recent
qualitative study showing that workflow fit determines perceived
usefulness, even for AI [41]. Participants described the system
as “a check-off” tool rather than an integrated aid, and
acceptance was suboptimal across our study; consistent with a
2023 semistructured interview with radiologists (n=25), which
identified reliability, interpretability, and feedback transparency
as decisive for AI acceptance [14]. Even after performance
improved, initial mistrust persisted. This enduring skepticism
also mirrors broader evidence that initial experiences set
adoption trajectories and that trust is far easier to lose than to
regain [42]. The finding reinforces the importance of
consolidating the first-use experience through predeployment
testing or “shadow mode” configurations [43].

Organizational conditions were vital in shaping clinician
engagement. During peri-implementation, fragmented
communication and limited training left some staff unaware
that the system had gone live, while others lacked the confidence
to use it effectively. This mirrors the work of our team and
others who have consistently highlighted that structured rollout,
anticipatory planning, and capacity building are critical for
sustainable digital adoption [32,44-47]. Participants described
the process as reactive and isolated rather than coordinated,
reflecting the absence of a shared sense of purpose and mutual
accountability between leadership, implementers, and users,
necessary for effective implementation [48]. Although clinicians
remained receptive to AI, they expected visible organizational
commitment through ongoing education, rapid troubleshooting,
and coherent leadership. In its absence, they relied on informal
workarounds and peer support to conduct work-as-done, the
adaptive, improvised practices that frontline staff develop to
keep systems functioning when formal processes or resources
fall short [49]. While such adaptations can sustain local
functionality, they also introduce variability in care delivery
and make it difficult to scale and standardize best practices
across settings.

These organizational shortfalls also shaped how clinicians
experienced implementation. In the absence of clear planning
and coordination, several described feeling individually
responsible for interpreting and integrating the AI tool into their
workflow. This was not an explicit transfer of responsibility
but reflected a professional culture in which clinicians relied
on their own judgement to make the system workable within
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local constraints. Medicolegal uncertainty about liability further
reinforced this guarded engagement. A 2021 narrative review
observed that when accountability is unclear or diffuse,
clinicians maintain human oversight to protect both patient
safety and professional authority [50]. These dynamics highlight
a core implementation challenge: without clear institutional
responsibility and evidentiary assurance, professional caution
becomes self-reinforcing, constraining experimentation, shared
learning, and the normalization of AI within routine practice.

The single-site public hospital context influenced organizational
capacity. Frequent staff rotations and high turnover meant that
many clinicians engaged with the AI system intermittently,
limiting opportunities for cumulative learning. Similar patterns
are common across public health services, where workforce
mobility and resource constraints make it difficult to sustain
iterative improvement [51]. These dynamics interacted with the
implementation process itself, shaping the pace and pattern of
adoption and modulating how performance issues were
perceived over time. Rather than functioning as external
confounders, they formed part of the organizational ecology
within which the AI system was introduced, influencing
continuity, familiarity, and the stability of feedback loops
essential for embedding new technologies. These conditions
underscore the importance of implementation approaches that
are designed for continuity, including modular onboarding,
periodic refresher training, and accessible repositories of
AI-related resources to support learning across changing teams.

This study extends the AI-in-radiology literature in 3 key ways.
It adopts a temporal perspective, tracing implementation from
early anticipation to postintegration and showing how initial
optimism and early missteps shape later engagement. It also
demonstrates that adoption was driven not by the innovation
alone but by the interaction of technical performance,
organizational coordination, and context, extending NASSS
from description to explanation. In this framing, staff turnover,
workload fluctuations, and shifting operational priorities
function as active contextual determinants that help explain
why implementation trajectories evolve as they do, rather than
as background noise. Finally, through reflexive use of the
framework, the study generates theoretical insight into why
implementation evolves as it does, contributing to emerging
work on domain interdependence and temporal complexity in
health care innovation [52].

Grounded in our findings and consistent with previous guidance
[23,30,53,54], effective AI implementation in radiology depends
on a combination of technical stability, communication, and
organizational preparedness. Early “shadow mode” piloting
helps identify faults and build trust before clinical use, while
consistent communication about progress and fixes maintains
transparency. Workflow-compatible design that minimizes
cognitive load supports efficiency and acceptance [55]. Ongoing
professional development, formal feedback channels with vendor

responsiveness, and planning for workforce turnover through
shared training repositories and local champions help sustain
capability over time. Together, these strategies align with the
six principles of FUTURE-AI recommendations encompassing
fairness, universality, traceability, usability, robustness, and
explainability, an international expert-driven consensus to
facilitate the adoption of trustworthy medical imaging [56] and
emphasize that co-design and iterative learning are essential to
long-term adoption.

Study Limitations and Strengths
This was a single-site study, and further real-world, ecological
research is needed to identify determinants of adoption and
create solutions that generalize across health systems. Despite
this, our findings are similar to several recently published studies
examining radiologists’ perceptions around the adoption of AI
into standard practice [2,12,14,57-60]. There was low uptake
of the tool during the peri-implementation period due to
technical challenges. This limited wider evaluation of this crucial
implementation period, particularly in terms of clinical
usefulness. The 18-month period may have also introduced a
range of system confounders, including staffing changes and
organizational priorities, which may have impacted how
participants felt about the AI clinical decision support tool.
Finally, social desirability bias cannot be ruled out, particularly
as this was a department-wide implementation. However, this
was mitigated through participant briefings emphasizing the
exploratory nature of the trial, coupled with reflexive practice
by the interview team [61]. A key study strength was that this
was a real-world evaluation demonstrating ecological validity
with findings grounded in practical realities. Second, aligning
our findings with a validated implementation science framework
supports theoretical transferability and future application in
related contexts despite the single-site limitations.

Future Implications
Future studies should integrate qualitative and quantitative data,
combining workflow observations with metrics such as reporting
time, error rates, and AI usage logs, to triangulate findings.
Multisite evaluations across differing levels of digital maturity
are needed to test transferability and examine how governance,
culture, and workforce patterns influence scalability.

Conclusion
Implementation of AI-based decision support in radiology is as
much an organizational and cultural process as a technological
one. Clinicians remain willing to engage, but sustainable
adoption depends on consolidating early experiences, embedding
communication and training, and maintaining iterative feedback
between users, vendors, and system leaders. Applying the
NASSS framework revealed how domains interact dynamically
across time, offering both theoretical insight into sociotechnical
complexity and practical guidance for hospitals seeking to move
from pilot to routine, trustworthy AI integration.
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Abstract

Background: Accurately predicting ovarian response and determining the optimal starting dose of follicle-stimulating hormone
(FSH) remain critical yet challenging for effective ovarian stimulation. Currently, there is a lack of a comprehensive model
capable of simultaneously forecasting the number of oocytes retrieved (NOR) and assessing the risk of early-onset
moderate-to-severe ovarian hyperstimulation syndrome (OHSS).

Objective: This study aimed to establish an integrated mode capable of forecasting the NOR and assessing the risk of early-onset
moderate-to-severe OHSS across varying starting doses of FSH.

Methods: This prognostic study included patients undergoing their first ovarian stimulation cycles at 2 independent in vitro
fertilization clinics. Automated classifiers were used for variable selection. Machine learning models (11 for NOR and 11 for
OHSS) were developed and validated using internal (n=6401) and external (n=3805) datasets. Shapley additive explanation was
applied for variable interpretation. The best-performing models were incorporated into a web-based prediction tool.

Results: For NOR prediction, 17 variables were selected, with the gradient boosting regressor achieving the highest performance

(internal dataset: R2=0.7978; external dataset: R2=0.7924). For OHSS prediction, 19 variables were identified, and the LightGBM
model demonstrated superior performance (internal dataset: area under the receiver operating characteristic curve=0.7588; external
dataset: area under the receiver operating characteristic curve=0.7287). Shapley additive explanation analysis highlighted the
FSH starting dose to BMI ratio and baseline antral follicle count as key predictors for NOR and OHSS, respectively. Dose-response
curves were generated to visualize predicted outcomes with varying FSH starting doses. The models were implemented in a
user-friendly, research-oriented online prototype, individualized ovarian stimulation guide (InOvaSGuide).
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Conclusions: This study introduces an integrated framework for predicting NOR and early-onset moderate-to-severe OHSS
risk across different FSH doses. Future prospective evaluation is needed before clinical implementation.

(J Med Internet Res 2026;28:e78245)   doi:10.2196/78245

KEYWORDS

individualized ovarian stimulation; ovarian response; ovarian hyperstimulation syndrome; follicle-stimulating hormone; machine
learning

Introduction

Over the past decade, individualized ovarian stimulation has
become a key strategy in in vitro fertilization (IVF). Determining
an appropriate starting dose of exogenous follicle-stimulating
hormone (FSH) is essential for balancing efficacy and safety.
Although earlier clinical practice emphasized maximizing oocyte
yield (the more, the better), current consensus favors achieving
a moderate ovarian response to optimize live birth rates while
minimizing patient discomfort and iatrogenic risks such as
ovarian hyperstimulation syndrome (OHSS). Therefore, accurate
prediction of ovarian response before stimulation is critical for
optimizing treatment outcomes [1-4].

Although biomarkers, including antral follicle count (AFC),
anti-Müllerian hormone (AMH) levels, and BMI, are well
associated with ovarian response, substantial interindividual
and intraindividual variability limits their predictive precision.
Tailoring FSH doses based solely on these indicators has not
consistently improved clinical outcomes [5,6], highlighting the
need for more comprehensive, data-driven approaches that
integrate a broader spectrum of clinical and biological factors.

Recent advances in artificial intelligence (AI) and machine
learning (ML) offer new opportunities for improving
decision-making in assisted reproduction, with applications
reported in semen analysis [7], blastocysts grading [8], and
trigger-day assessments [9]. Several ML models have also been
developed to predict the number of oocytes retrieved (NOR)
[10-13] or to classify ovarian responsiveness [10]; however,
most remain limited in scope. They typically rely on a narrow
set of baseline features, adopt single-model frameworks, and
focus predominantly on treatment efficacy such as oocyte yield,
with relatively limited attention to safety outcomes, including
OHSS. These limitations emphasize the need for predictive
frameworks that simultaneously incorporate both efficacy and
safety. Furthermore, despite multiple evidence-based algorithms
for FSH dosing, considerable variability in ovarian response
persists even among patients with comparable baseline
characteristics. A model that jointly predicts NOR and OHSS
risk across a range of FSH doses may provide useful predictive
information and support dose-specific decision-making, helping
clinicians consider the balance between efficacy and safety
when selecting individualized FSH doses.

In this study, ML models were developed to predict NOR and
early-onset moderate-to-severe OHSS using datasets from 2
IVF centers. Models with optimal performance were integrated
into a clinician-oriented decision support prototype, termed
individualized ovarian stimulation guide (“InOvaSGuide”),
complemented by a web-based calculator. For each patient, the

system provides individualized dose-response curves that display
predicted NOR and early-onset moderate-to-severe OHSS
probabilities across varying FSH starting doses, thus supporting
personalized ovarian stimulation.

Methods

Ethical Considerations
This prognostic study was designed as a retrospective analysis
and was approved by the Reproductive Medicine Ethics
Committee of Xiangya Hospital (2021010) and the Medicine
Ethics Committee of Shenzhen Luohu District People’s Hospital
(2024-LHQRMYY-KYLL-63). Informed consent was waived
because all data were retrospectively collected from routine
clinical records and anonymized before analysis. The study
adhered to the Declaration of Helsinki and followed the TRIPOD
(Transparent Reporting of a Multivariable Prediction Model for
Individual Prognosis or Diagnosis; Table S1 in Multimedia
Appendix 1) reporting guideline [14]. All data analyses were
performed by an external team using anonymized data only,
ensuring full protection of participant privacy. No compensation
was provided to participants, as the study involved retrospective
and fully anonymized data.

Study Cohort
The inclusion criteria were (1) patients with the first ovarian
stimulation cycle conducted between January 1, 2018, and
September 30, 2022, at the Department of Reproductive
Medicine of Xiangya Hospital (internal dataset) and between
May 1, 2021, and December 30, 2023, at the Reproductive
Center of Shenzhen Luohu District People’s Hospital (external
dataset) and (2) patients aged 20 to 40 years. Exclusion criteria
were (1) patients with diminished ovarian reserve, diagnosed
by AMH ≤1.1 ng/mL or baseline AFC ≤7 [15]; (2) patients
using the microstimulation protocols for ovarian stimulation,
including progestin-primed ovarian stimulation protocol, natural
cycle protocol, etc; and (3) patients with more than 50%
missingness in key clinical variables. Notably, patients with
diminished ovarian reserve or those undergoing
microstimulation protocols were excluded because these groups
require highly individualized stimulation strategies, exhibit
markedly lower oocyte yield, and have a substantially reduced
risk of OHSS under comparable FSH exposure, which would
have created pronounced class imbalance and reduced model
robustness.

After screening, 6401 patients from Xiangya Hospital and 3805
from Shenzhen Luohu District People’s Hospital were included
in the internal and external datasets, respectively.
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Ovarian Stimulation Process and the Diagnosis of
Early-Onset Moderate-to-Severe OHSS
Before commencing the IVF and intracytoplasmic sperm
injection cycle, patients underwent a thorough physical
examination, including the assessment of basic physical
parameters (height, weight, and BMI), measurement of basal
hormone levels (FSH, luteinizing hormone [LH], estradiol,
testosterone, progesterone, prolactin, and AMH), biochemical
tests (fasting glucose, fasting insulin, lipid levels, and thyroid
hormones), and transvaginal ultrasonography for basal AFC.
Subsequently, experienced physicians personalized the ovarian
stimulation protocol and the starting dose of FSH based on
comprehensive clinical assessment. Throughout stimulation,
patients underwent monitoring via transvaginal ultrasonography
and serum hormone assessments, with gonadotropin dosage
adjustments made according to individual ovarian responses.
Human chorionic gonadotropin or gonadotropin-releasing
hormone agonist, alone or combined, triggered oocyte
maturation when 3 or more follicles measuring 17 mm or greater
were observed. Oocyte retrieval occurred 36 hours after
triggering, and the NOR was recorded. Eligible patients
underwent fresh embryo transfer with 1 or 2 embryos.

The study primarily focused on the occurrence of early-onset,
moderate-to-severe OHSS, which was diagnosed within 9 days
after triggering based on established guidelines [16], considering
both clinical and laboratory features. All relevant individual
and clinical variables during the process were obtained from
the clinical database for feature screening and selection.

Data Preprocessing and Feature Selection
All data analysis was performed by an external team using
anonymized data, ensuring full protection of participant privacy.
To elucidate correlations between predictive features and clinical
outcomes with an emphasis on medical interpretability, we
performed feature engineering on selected variables. This
process resulted in 2 additional variables: “FSH to LH ratio”
and “FSH starting dose to BMI ratio,” which improved
predictive accuracy while maintaining transparency and clinical
relevance. Furthermore, to address skewness and improve
distributional normality, a logarithmic transformation was
applied to AMH, triglycerides, and FSH/LH (Figures S1 and
S2 in Multimedia Appendix 1). Missing data were handled using
mean imputation, with feature-wise means computed exclusively
from the training set and subsequently applied to the test and
external validation sets, to prevent information leakage. The
overall proportion of missingness was low, and imputation did
not materially alter variable distributions.

To identify key variables, we applied feature importance–based
selection using the Boruta algorithm, performed exclusively
within the training dataset (Figures S3 and S4 in Multimedia
Appendix 1). This approach led to the selection of 17 variables
for the NOR prediction model and 19 variables for the OHSS
prediction model.

NOR Model Development
In the prediction of NOR, 17 features, including starting dose
of FSH to BMI ratio, BMI, log (AMH), and specifically the
ovarian stimulation protocol, were selected. The NOR divided

by the starting dose of FSH was used and logarithmically
transformed as the outcome variable with improved predictive
performance. For model training, the internal dataset was
divided into an 8:2 split, with 79.9% (5120/6401) of the data
randomly allocated to the training set and the remaining 20%
(1281/6401) assigned to the internal test set. All data from the
external dataset were held out entirely and used exclusively as
an external validation cohort, providing an independent
assessment of model generalizability across institutions. Eleven
ML algorithms, including a linear regression model, were trained
to predict the preprocessed NOR outcome. Hyperparameter
tuning was performed using 5-fold cross-validation within the
training set only, with all hyperparameters predefined and
summarized in Table S2 in Multimedia Appendix 1. Model

performance was assessed using 4 key metrics: R2, adjusted R2,
mean absolute error, and root mean square error.

OHSS Model Development
For OHSS prediction, the target variable was the occurrence of
early-onset moderate-to-severe OHSS. Given the low event rate
and resulting class imbalance, several commonly used
imbalances handling strategies (eg, oversampling,
undersampling, and ensemble-based resampling) were evaluated.
Cost-sensitive learning was ultimately adopted, assigning
differentiated penalties to misclassifications while preserving
all original clinical data distribution. To prevent overfitting,
model complexity was controlled by limiting the number of
parameters and applying regularization techniques, as
appropriate for each algorithm. Eleven ML algorithms were
implemented, with corresponding hyperparameters detailed in
Table S3 in Multimedia Appendix 1. As with the NOR model,
hyperparameter optimization was conducted exclusively within
the training set, and model performance was evaluated on both
the internal and the external datasets using the area under the
receiver operating characteristic curve (ROC-AUC), the
precision-recall area under the curve (PR-AUC), recall,
specificity, weighted F1-score, Cohen κ, and positive and
negative predictive values.

Shapley Additive Explanation Value
To further explore the significant features driving the model’s
predictions, we used the Shapley additive explanation (SHAP)
analysis to assess the importance of core features. SHAP serves
as an interpretative tool for ensemble tree models, offering a
detailed breakdown of the influence of input features on
predictions.

Creation of Dose-Response Curves
In this study, 2 distinct models were developed: a classification
model for predicting early-onset moderate-to-severe OHSS and
a regression model for forecasting NOR. Models of best
performance were incorporated into an integrated,
research-oriented computational system, complemented by a
web-based calculator. By inputting baseline patient
characteristics, the system generates predictions for NOR and
early-onset moderate-to-severe OHSS probability, presented as
a dose-response curve illustrating changes with increasing FSH
starting doses.
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Statistical Analysis
The baseline characteristics of patients between the internal
dataset and the external dataset were compared using the
chi-square test for categorical variables. For continuous
variables, we assessed normality using the Shapiro-Wilk W test.
Depending on the results, we used either the 2-tailed Student t
test or the Mann-Whitney U test for comparison. R Studio
(version 4.3.1; R Foundation for Statistical Computing), Python
(version 3.11.4; Python Software Foundation), the open-source
scikit-learn package (version 3.9.13; open-source
community-developed Python ML library), LightGBM (version
4.3.0; Microsoft Corporation), and XGBoost (version 2.0.0;
open-source project maintained by XGBoost contributors) were
used for model development and statistical analyses.

Results

The Integrated Ovarian Response Prediction System
To address the challenges of individualized ovarian stimulation,
we developed an integrated prediction system, “InOvaSGuide,”
designed to predict both the NOR and the probability of
early-onset moderate-to-severe OHSS before ovarian
stimulation. The system was built using datasets from 2 IVF
clinics and incorporates 2 distinct ML models for NOR and
OHSS predictions, respectively (Figure 1A). By analyzing
patients’ baseline characteristics, the system generates
dose-response curves that illustrate the predicted benefit (NOR)
and risk (early-onset moderate-to-severe OHSS) across varying
FSH starting doses (Figures 1B and C). Additionally, a
user-friendly web-based calculator was developed to enhance
accessibility and support exploratory use in clinically relevant
contexts (Figure S7 in Multimedia Appendix 1).
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Figure 1. Flowchart of the study: (A) the modeling process with internal and external datasets, (B) illustration of the primary goal of this study, and
(C) illustration of the clinical application of the individualized ovarian stimulation guide (InOvaSGuide) system. EHR: electronic health record; FSH:
follicle-stimulating hormone; NOR: number of oocytes retrieved; OHSS: ovarian hyperstimulation syndrome.

Patient Characteristics
A total of 6401 patients from the internal dataset and 3805
patients from the external dataset were included, with baseline
characteristics detailed in Table 1. The median age was 30.0
(IQR 27.0-33.0) years in the internal dataset and 32.0 (IQR
29.0-35.0) years in the external dataset. The
gonadotropin-releasing hormone antagonist protocol was the
most commonly used in both datasets (internal dataset:

2650/6401, 41.4%; external dataset: 1913/3805, 50.3%). The
median number of NOR was 13.0 (IQR 9.0-17.0) and 15.0 (IQR
10.0-20.0) for the internal and external dataset, respectively. In
the internal dataset, 55 (0.9%) patients were diagnosed with
moderate-to-severe OHSS, whereas 46 (1.2%) patients were
diagnosed in the external dataset. Further comparisons between
OHSS and non-OHSS cases in both datasets are detailed in
Tables S4 and S5 in Multimedia Appendix 1.
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Table 1. Baseline characteristics of the patients in the internal and external datasets.

P valueExternal dataset (n=3805)Internal dataset (n=6401)

<.00132.0 (29.0-35.0)30.0 (27.0-33.0)Age (y), median (IQR)

.0221.6 (19.8-23.6)21.7 (19.8-24.0)BMI (kg/m2), median (IQR)

<.0016.5 (5.5-7.5)6.2 (5.2-7.2)Baseline FSHa (mIU/mL), median (IQR)

.0065.2 (3.7-6.9)5.3 (3.8-7.1)Baseline luteinizing hormone (mIU/mL), median (IQR)

.203.8 (2.5-5.7)4.1 (2.6-5.4)Anti-Müllerian hormone (ng/mL), median (IQR)

<.0014.5 (4.3-4.8)5.3 (5.1-5.4)Fasting blood glucose (mmol/L), median (IQR)

<.00162.6 (62.6-62.6)11.0 (7.5-12.1)Fasting insulin (μU/mL), median (IQR)

<.00113.3 (13.3-13.3)2.5 (1.7-2.9)Homeostasis model assessment of insulin resistance, median (IQR)

<.00113.0 (10.0-19.0)20.0 (14.0-24.0)Baseline antral follicle count, median (IQR)

<.001Ovarian stimulation protocol, n (%)

0 (0)1211 (18.9)GnRHb agonist long protocol

1913 (50.3)2650 (41.4)GnRH antagonist protocol

1827 (48)2300 (35.9)Early-follicular phase long-acting GnRH agonist long protocol

65 (1.7)240 (3.8)Ultralong GnRH agonist protocol

<.001225.0 (150.0-300.0)150.0 (150.0-187.5)Starting dose of FSH (IU), median (IQR)

<.0012100.0 (1575.0-2750.0)1950.0 (1500.0-2437.5)Total dose of FSH (IU), median (IQR)

<.0012750.0 (1804.0-3961.0)3269.3 (2580.0-3269.3)Estradiol level on the day of triggering (pg/mL), median (IQR)

<.00115.0 (10.0-20.0)13.0 (9.0-17.0)Oocytes retrieved, median (IQR)

.11Degree of ovarian hyperstimulation syndrome, n (%)

3759 (98.8)6346 (99.1)Normal

46 (1.2)55 (0.9)Moderate to severe

aFSH: follicle-stimulating hormone.
bGnRH: gonadotropin-releasing hormone.

Model Performance
For NOR prediction, the gradient boosting regressor exhibited

the best performance, with an R2 value of 0.7978 in the internal
dataset and 0.7924 in the external dataset, indicating strong
explanatory power (Table 2). The model’s mean absolute error
was 0.0223 and the root mean square error was 0.0298,

collectively affirming the high accuracy and minimal bias. The
model’s predictions aligned closely with the actual outcomes,
demonstrating relatively high accuracy. The Quantile-Quantile
plot further confirmed that the residuals followed a normal
distribution, as they closely aligned with the diagonal line
(Figures 2A-2D).
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Table 2. Performance metrics of the number of oocytes retrieved prediction models in internal and external datasets.

External datasetInternal datasetMachine learning models

Root mean
square error

Mean absolute
error

Adjusted R2R 2Root mean
square error

Mean abso-
lute error

Adjusted R2R 2

0.03270.02430.79150.79240.02980.02230.79510.7978Gradient boosting regres-
sor

0.03340.02430.78170.78260.03030.02280.78800.7908Light gradient boosting
machine regressor

0.03280.02360.78980.79070.03050.02280.78610.7889Extreme gradient boost-
ing regressor

0.03190.02290.80120.80200.03080.02290.78200.7849Random forest regressor

0.05900.04700.31980.32280.03340.02530.74290.7463Ridge

0.05900.04690.32040.32350.03340.02530.74280.7463Linear regression

0.04470.03180.60900.61080.04470.03300.53910.5452Decision tree regressor

0.04900.03660.53000.53210.04640.03900.50410.5107Support vector regression

0.07780.0648−0.1826−0.17730.06640.0519−0.0158−0.0023Lasso

0.07780.0648−0.1826−0.17730.06640.0519−0.0158−0.0023Elastic net

1.34530.6948−352.9112−351.32960.08020.0523−0.4805−0.4608Multilayer perceptron re-
gressor
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Figure 2. Model performance in predicting the number of oocytes retrieved (NOR; A–D) and ovarian hyperstimulation syndrome (OHSS; E and F) in
the internal and external datasets. ADA: adaptive boost classifier; BNB: Bernoulli Naive Bayes; CatBoost: categorical boosting classifier; DT: decision
tree classifier; ET: extra trees classifier; GBC: gradient boosting classifier; GNB: Gaussian Naive Bayes; GPC: Gaussian process classifier; HGBC:
histogram-based gradient boosting classifier; LDA: linear discriminant analysis; LGB: light gradient boosting machine classifier; LR: logistic regression;
MLP: multilayer perceptron classifier; QDA: quadratic discriminant analysis; QQ: quantile-quantile; RF: random forest; ROC: receiver operating
characteristic; XGB: extreme gradient boosting classifier.

For early-onset moderate-to-severe OHSS prediction, the
LightGBM model consistently outperformed other algorithms,
achieving an ROC-AUC of 0.7588 in the internal dataset and
0.7287 in the external dataset (Figures 2E and 2F). While recall,
specificity, weighted F1-score, and Cohen κ score indicated

reasonable discriminative performance, precision-related
metrics, including positive predictive value, negative predictive
value, and PR-AUC, remained modest across all classifiers.
The results, along with the confusion matrices, are summarized
in Table 3 and Figures S5 and S6 in Multimedia Appendix 1.
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Table 3. Performance metrics of early-onset moderate-to-severe ovarian hyperstimulation syndrome prediction models in internal and external datasets.

External datasetInternal datasetClassifier

Preci-
sion-
recall-
AUC

NPVPPVκWeight-
ed
F1-score

Speci-
ficity

Re-
call

ROC-
AUC

Preci-
sion-
recall

AUCd

NPVcPPVbκWeight-
ed
F1-score

Speci-
ficity

Re-
call

ROC-

AUCa

0.02270.99820.44640.60990.45230.98590.93480.72870.01761.00000.34090.50440.34660.98331.00000.7588LGBMClassifiere

0.01960.99340.59560.73620.59660.95600.67390.65740.01621.00000.01970.03840.02810.56901.00000.7313LinearDiscrimi-
nantAnalysis

0.02060.99400.39960.56350.40450.98520.80430.65270.01731.00000.17240.29180.17950.95841.00000.7059CatBoostf

0.02360.98930.19870.32750.20710.99960.89130.63220.01680.99710.26690.41770.27240.97840.90910.6966MLPClassifierg

0.01570.99470.88370.92270.87570.95530.21740.62350.01611.00000.18190.30530.18890.96101.00000.6930GradientBoosting-
Classifier

0.01890.99330.42170.58540.42630.99440.80430.62210.01520.99550.51810.67590.51990.99410.72730.6892XGBClassifierh

0.02760.98830.34980.51130.35480.99990.76090.61860.01351.00000.26140.41110.26780.97551.00000.6808GaussianNBi

0.01820.99190.00000.00030.01210.98271.00000.60190.01381.00000.01650.03240.02500.48371.00000.6791LogisticRegres-
sion

0.01560.99440.19980.32900.20840.98650.91300.59450.01230.99430.40940.57520.41220.99090.72730.6178RandomForest

0.02670.98840.00000.00030.01211.00001.00000.58990.01080.99550.52600.68260.52770.99430.72730.6142QuadraticDiscrim-
inantAnalysis

0.01200.98990.57140.71620.57080.99520.52170.52800.01020.99490.60940.74960.60970.99650.63640.5937ExtraTreesClassi-
fier

aROC-AUC: area under the receiver operating characteristic curve.
bPPV: positive predictive value.
cNPV: negative predictive value.
dAUC: area under the curve.
eLGBMClassifier: light gradient boosting machine classifier.
fCatBoost: categorical boosting classifier.
gMLPClassifier: multilayer perceptron classifier.
hXGBClassifier: extreme gradient boosting classifier.
iNB: Naive Bayes.

Model Interpretation
SHAP values were used to assess feature importance for both
models, as shown in Figure 3. For NOR prediction, the features
with the highest mean absolute SHAP values were FSH starting

dose to BMI ratio, BMI, log (AMH), baseline AFC, and baseline
FSH, indicating their significant contribution to the model. For
early-onset moderate-to-severe OHSS prediction, the most
important features identified were baseline AFC, followed by
baseline FSH, BMI, fasting blood glucose, and log (AMH).
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Figure 3. Shapley additive explanation (SHAP) values of the prediction models for (A) number of oocytes retrieved (NOR) and (B) ovarian
hyperstimulation syndrome (OHSS). FSH: follicle-stimulating hormone; BMI, body mass index; AMH: anti-Müllerian hormone; AFC: antral follicle
count; LH: luteinizing hormone; HOMA-IR: homeostatic model assessment of insulin resistance; HDL: high-density lipoprotein; E2: estradiol; INS:
fasting insulin; TG: triglycerides; TC: total cholesterol; LDL: low-density lipoprotein; GLU: fasting glucose; T: testosterone;.

Integrated Dose-Response Curves and Web Calculator
To facilitate individualized ovarian stimulation, we further
integrated the prediction models for both NOR and early-onset
moderate-to-severe OHSS into dose-response curves. Examples
of patients with relatively high and low predicted risks of OHSS
are presented in Figures 4A and 4B, respectively. As shown,
increasing the starting dose of FSH leads to variable increases

in both early-onset moderate-to-severe OHSS probability and
predicted NOR for different patients. However, the probability
of OHSS occurrence varies among individuals. On the basis of
these personalized dose-response predictions, clinicians can
determine a suitable starting dose of FSH to achieve an optimal
NOR while maintaining a relatively low risk of early-onset
moderate-to-severe OHSS.
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Figure 4. Model application and representative patient examples with predicted relatively high (A) and low (B) risks of ovarian hyperstimulation
syndrome (OHSS). FSH: follicle-stimulating hormone; NOR: number of oocytes retrieved.

Additionally, we developed a web-based calculator as a
research-oriented prototype to enhance accessibility and
facilitate exploratory use of the proposed models. The intuitive
interface allows users to input relevant data and receive
immediate predictions from the models (Figure S7 in
Multimedia Appendix 1).

Discussion

Principal Findings
In this study, we developed an integrated ML-based system,
“InOvaSGuide,” capable of simultaneously predicting NOR
and the associated risk of early-onset moderate-to-severe OHSS
across a wide range of FSH starting doses. By generating
individualized dose-response curves, the model provides a
continuous view of expected oocyte yield and corresponding
safety profiles, providing clinicians with a structured visual
reference to support individualized FSH dose selection. A
web-based calculator was further implemented as a
research-oriented prototype to improve accessibility and
facilitate exploratory use of the models in clinically relevant
scenarios.

Oocyte yield remains a key determinant of both efficacy and
safety in assisted reproduction. Retrieval of fewer than 4 oocytes
has been associated with poor reproductive prognosis [17],
whereas obtaining more than 15 oocytes increase the likelihood
of OHSS and may slightly compromise live birth outcomes
[18,19]. Accordingly, a target range of 5 to 15 oocytes is
generally recommended to balance benefit and risk [19]. The
dose-response curve framework aligns conceptually with these
clinical principles, as it illustrates how predicted NOR changes
with increasing FSH doses, thereby supporting informed dosing
discussions rather than prescriptive decision-making.

Existing ML-based NOR models generally focus either on
approximating actual or optimal oocyte yield [11-13,20] or on
producing individualized curves based on a limited number of

clinical features [10]. In contrast, our approach used feature
importance scores from automated classifiers for selection and
compared 11 regression algorithms across 2 independent
datasets. This allowed the construction of robust dose-response
curves that illustrate how predicted NOR varies with incremental
FSH doses, providing additional insight beyond traditional
single-point estimates by visualizing predictions across a
continuum of FSH doses.

We further developed ML models to predict OHSS, addressing
a gap in existing clinical tools that predominantly rely on logistic
regression [21,22] or receiver operating characteristic–based
analyses [23,24]. Although contemporary strategies, including
gonadotropin-releasing hormone antagonist protocols, dual
triggering, and “freeze-all” approaches, have substantially
reduced the incidence of early-onset OHSS, it remains a
persistent concern even among presumed normal responders
and has not been fully eliminated from clinical practice [25-27].
Our models demonstrated acceptable and consistent
discriminatory ability across both internal and external cohorts,
despite the limited number of OHSS events.

Importantly, the low prevalence of early-onset
moderate-to-severe OHSS introduces substantial and
unavoidable class imbalance, which has direct implications for
model performance metrics. In particular, precision is
structurally constrained in low-prevalence settings; therefore,
PR-AUC values should be interpreted with caution. Although
ROC-AUC indicated reasonable discrimination, PR-AUC is
highly sensitive to outcome prevalence. When event rates fall
below 1%, even well-calibrated models will inherently yield
modest precision. In addition, our modeling strategy deliberately
prioritized sensitivity to enhance clinical safety, an approach
that increases false-positive predictions and further reduces
precision and PR-AUC but minimizes the risk of missing true
high-risk cases.

Within this context, the OHSS model should be viewed
primarily as a screening and risk-stratification aid rather than a
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diagnostic or decision-making tool. Its intended role is to flag
patients with potentially elevated risk who may warrant closer
monitoring or consideration of preventive strategies, rather than
to definitively predict OHSS occurrence or guide autonomous
clinical actions.

Feature importance analyses largely reflected established
biological associations. For NOR, the FSH starting dose to BMI
ratio, BMI, and log (AMH) emerged as the most influential
predictors. While most features were consistent with clinical
practice, the contribution of metabolic markers, such as glucose,
lipids, and metabolic indicators, warrants further investigation.
For early-onset moderate-to-severe OHSS, AFC, baseline FSH,
BMI, and log (AMH) emerged as dominant predictors, aligning
with known determinants of ovarian reserve and ovarian
sensitivity [23,28]. Associations involving testosterone or
glucose were less pronounced, highlighting the multifactorial
nature of OHSS risk, particularly in women with polycystic
ovary syndrome [29]. Overall, these findings illustrate the
capability of ML approaches to integrate diverse clinical
variables and improve predictive performance.

A key practical advantage of this study is the integration of
NOR and early-onset moderate-to-severe OHSS predictions
into a unified, visually intuitive research-oriented system.
InOvaSGuide enables clinicians to assess the potential trade-offs
between stimulation efficacy and safety across a continuum of
FSH doses. The web-based interface supports exploratory
analysis and clinician-patient discussion; however, the system
does not generate prescriptive dosing recommendations and is
not intended for autonomous clinical use. Importantly,
prospective validation is essential before any consideration of
clinical deployment.

Beyond model performance, the development and potential
deployment of AI-based, clinician-in-the-loop decision support
tools in reproductive medicine entail careful ethical, legal, and
implementation considerations [30,31]. Given the sensitivity
of reproductive health data, rigorous safeguards for privacy
protection and informed consent are essential [32]. Algorithmic
transparency is equally important to support clinician
interpretation and reduce risks of automation bias [33], while
potential bias across patient subgroups remains an important
consideration for future validation. In addition, AI-driven
clinical tools may fall under medical software regulation,
requiring evidence of safety and clinical validity before clinical

implementation. Finally, effective integration into clinical
practice will depend on usability, compatibility with established
workflows, and clearly assigned clinical accountability [30].
Addressing these factors will be necessary before the system
can be responsibly adopted in real-world settings.

Limitations
Our study had several limitations. First, it focused on early-onset
moderate-to-severe OHSS, excluding mild cases that may
self-resolve and late-onset OHSS more commonly associated
with embryo transfer. Patients with a predicted poor prognosis
were also excluded under the assumption that they are less likely
to develop OHSS. These exclusions introduced a structural
selection bias that narrowed the population represented and
limited the generalizability of the model in broader clinical
settings. Second, the relatively small number of OHSS cases
limited the model’s ability to fully characterize patients who
are affected. This scarcity, together with the substantial class
imbalance, also constrained the effectiveness of
resampling-based strategies. Although multiple resampling
methods were evaluated, only cost-sensitive learning may allow
a more reliable assessment of alternative methods. Third, the
retrospective nature of the study restricted the availability of
certain relevant factors, such as previous OHSS history and
genetic susceptibility, and may also introduce selection bias
and unmeasured confounding that cannot be fully controlled.
Finally, although the system provides individualized
dose-response curves for clinical reference, it does not generate
a prescriptive starting dose. Moreover, the model has not yet
undergone prospective evaluation, which limits its current
clinical applicability. A prospective validation study is planned
as a necessary next step to assess real-world performance. Future
large-scale, multicenter validation in broader patient populations
will be essential for improving model stability and
generalizability.

Conclusions
We developed and externally validated InOvaSGuide, a ML
system that simultaneously predicts NOR and early-onset
moderate-to-severe OHSS risk across a continuum of FSH doses.
By linking efficacy and safety within a single dose-response
framework, the tool highlights the broader potential of
model-informed dosing to standardize ovarian stimulation and
enhance patient safety. Prospective trials are needed to establish
real-world utility.
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Multimedia Appendix 1
Data supporting model development and validation, including the distribution and transformation of key variables, feature selection
for number of oocytes retrieved and ovarian hyperstimulation syndrome prediction, confusion matrices, the web-based calculator
interface, and detailed patient baseline characteristics, together with the completed TRIPOD+AI checklist.
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Abstract

Background: The HIV epidemic in the United States disproportionately impacts gay, bisexual, and other men who have sex
with men (MSM). Despite the effectiveness of HIV preexposure prophylaxis (PrEP) in preventing HIV acquisition, uptake among
MSM remains suboptimal. Motivational interviewing (MI) has demonstrated efficacy at increasing PrEP uptake among MSM
but is resource-intensive, limiting scalability. The use of artificial intelligence, particularly large language models with conversational
agents (ie, “chatbots”) such as ChatGPT, may offer a scalable approach to delivering MI-based counseling for PrEP and HIV
prevention.

Objective: This internal usability testing aimed to evaluate the development of an artificial intelligence–based chatbot, including
its ability to provide MI-aligned education about PrEP and HIV prevention and potential to support PrEP uptake.

Methods: The Chatbot for HIV Prevention and Action (CHIA) was built on a GPT-4o base model embedded with a validated
knowledge database on HIV and PrEP in English and Spanish. The CHIA was fine-tuned through training on a large MI dataset
and prompt engineering. The use of the AutoGen multiagent framework enabled the CHIA to integrate 2 agents, the PrEP Counselor
Agent and the Assistant Agent, which specialized in providing MI-based counseling and handling function calls (eg, assessment
of HIV risk), respectively. During internal testing from March 10-April 28, 2025, we systematically evaluated the CHIA’s
performance in English and Spanish using a set of 5-point Likert scales to measure accuracy, conciseness, up-to-dateness,
trustworthiness, and alignment with aspects of the MI spirit (eg, collaboration, autonomy support) and MI-consistent behaviors
(eg, affirmation, open-ended questions). Descriptive statistics and mixed linear regression were used to analyze the data.

Results: A total of 296 responses, including 145 English responses and 151 Spanish responses, were collected during the internal
testing period. Overall, the CHIA demonstrated strong performance across both languages, receiving the highest combined scores
in the general response quality metrics including up-to-dateness (mean 4.6, SD 0.8), trustworthiness (mean 4.5, SD 0.9), accuracy
(mean 4.4, SD 0.9), and conciseness (mean 4.2, SD 1.1). The CHIA generally received higher combined scores for metrics that
assessed alignment with the MI spirit (ie, empathy, evocation, autonomy support, and collaboration) and lower combined scores
for MI-consistent behaviors (ie, affirmation, open-ended questions, and reflections). Spanish responses had significantly lower
mean scores than English responses across nearly all MI-based metrics.

Conclusions: Our internal usability testing highlights the potential of the CHIA as a viable tool for delivering MI-aligned
counseling in English and Spanish to promote HIV prevention and support PrEP uptake, though its Spanish language performance
requires further improvement.
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Introduction

In the United States, HIV continues to be a significant cause of
morbidity and mortality, disproportionately affecting groups
including gay, bisexual, and other men who have sex with men
(MSM). In 2022, MSM comprised 67% of new HIV diagnoses
in the United States [1]. Hispanic or Latino and Black or African
American individuals accounted for 39% and 35% of these new
diagnoses, respectively [1]. HIV preexposure prophylaxis (PrEP)
is highly effective at preventing HIV among populations at an
increased risk of infection, including MSM [2-4]. However,
PrEP uptake among MSM, and particularly Hispanic or Latino
and Black or African American MSM, remains suboptimal due
to inequitable access to health care and stigma [5-7].

Motivational interviewing (MI) is an evidence-based,
patient-centered approach to healthy behavior change that has
demonstrated efficacy in facilitating PrEP uptake among MSM
[8-10]. In our previous work, we demonstrated that a brief
MI-based intervention improved PrEP uptake among MSM in
a clinical setting [9]. However, implementing MI in practice
requires a significant investment in time and resources for
provider training and intervention delivery. Research suggests
that provider-led MI counseling usually requires 2-5 sessions
(30‐60 min per session) to produce measurable behavior
change, with several studies reporting substantially higher
effectiveness (>80%) when more than 5 sessions are delivered
[11-13]. The associated clinician time and continuity demands
make sustained MI delivery difficult to scale, particularly during
brief clinical visits [11-14]. Time demands apply not only to
patient encounters but also to provider training, which typically
involves several hours of didactic instruction and coaching [13].
Artificial intelligence (AI)—specifically large language models
(LLMs) with conversational agents (“chatbots”) such as
ChatGPT—has shown promise in overcoming these challenges
[15-17]. Preliminary research supports AI-based chatbots’ability
to employ MI techniques in promoting healthy behavior change,
including smoking cessation and decreased substance use
[17-21]. A chatbot designed to use MI principles can be made
available 24/7, requiring only minimal human effort for periodic
supervision and quality assurance. Drawing on empirical
session-length data and standard labor-cost benchmarks, it
suggests that such MI-aligned chatbots could substantially
improve the scalability of MI delivery.

In the context of HIV prevention, researchers have noted many
uses for AI-based chatbots [22-24]. Limited evidence suggests
that chatbots may help facilitate the uptake of HIV testing and
PrEP among populations at increased risk of HIV, including
MSM [22,23,25]. Chatbots have also shown the potential to
provide personalized counseling on sensitive health topics
including HIV prevention [22]. Although AI-based chatbots
hold significant promise for HIV prevention efforts, concerns
exist regarding their ability to provide accurate medical
information, stay up-to-date on current clinical

recommendations, and demonstrate cultural competence [22,26].
Studies have highlighted issues such as hallucinations (incorrect
or misleading information) and the potential for perpetuating
biases, which can undermine trust and effectiveness [22]. Low
engagement with AI-based chatbots for health promotion has
also been documented in the literature, presenting challenges
with delivering effective interventions via this modality [27,28].
Additionally, no studies, to our knowledge, have evaluated the
use of MI by an AI-based chatbot for HIV prevention.

In this usability testing, we developed and conducted an internal
evaluation of an AI-based chatbot (Chatbot for HIV Prevention
and Action [CHIA]) that harnesses MI to provide personalized
counseling for PrEP. To address the limitations noted above
and improve the CHIA’s performance, we integrated three
complementary components: (1) a retrieval-augmented
generation pipeline constrained to a curated, validated
knowledge base to reduce unsupported statements; (2) MI
alignment via supervised fine-tuning on annotated MI transcripts
coupled with preference-based tuning using expert-selected
responses; and (3) personalization through a structured HIV
risk assessment and the transtheoretical model (TTM) to tailor
counseling to the user’s stage of change [29,30]. We present
the results of an internal evaluation of the CHIA, assessing the
chatbot’s alignment with MI principles, factual accuracy, and
its ability to deliver appropriate counseling for HIV prevention
and PrEP. This internal testing serves as a cornerstone for future
real-world implementation and evaluation of the CHIA’s
performance among individuals at an increased risk of HIV.

Methods

Overview of Chatbot Design
Generative pre-trained transformers are LLMs that use deep
learning to generate human-like text based on natural language
input [31]. GPT-4o, released by OpenAI in May 2024, is a
multimodal LLM capable of processing both text and images
with improved efficiency and performance compared to earlier
versions [32]. We developed the CHIA using GPT-4o to deliver
MI-informed counseling aimed at improving HIV prevention
outcomes, particularly the uptake of PrEP.

The CHIA consists of two main components: (1) a fine-tuned,
customized LLM embedded with a validated knowledge
database and (2) multiple specialized agents and functions to
meet users’ needs. Built on a GPT-4o base model, the CHIA
detects language inputs automatically and has been fine-tuned
using a large MI dataset with the goal of training it to produce
empathetic responses and avoid biases [33,34]. GPT-4o was
selected because it offers superior conversational quality,
multilingual capability, and reduced risk of generating errors
compared to smaller open-source models. These features are
critical for building trust with users discussing sensitive health
topics. To ensure accurate and up-to-date information on HIV
and PrEP, the CHIA integrates the latest validated data on these
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topics, reviewed by a team of physicians and researchers, in
English and Spanish, with monthly updates.

The CHIA’s architecture integrates 2 specialized agents (Figure
1): a user-facing PrEP Counselor agent and a tool-executing
Assistant agent using AutoGen [35]—an open-source multiagent
framework developed by Microsoft. The Counselor conducts
the entire conversation using MI, triages user needs, and
delegates tasks to the Assistant when external information is
required. The Assistant then invokes specific
functions—knowledge retrieval from an embedding-backed
knowledge base, HIV risk or readiness assessment, PrEP
provider search and referral info, reminders or links, and

initiating human support on request—and returns results to the
Counselor. The Counselor interprets these outputs through MI
principles and delivers the response to the user. To maintain
continuity across visits, the Counselor agent is capable of using
Teachability to store key information to ensure the continuity
of conversation (eg, identity token, risk or concerns, prior plan
or notes). This design enables the CHIA to deliver personalized
responses that mimic human counseling. Advanced prompt
engineering keeps interactions dynamic and contextually
relevant [36]. The CHIA is secured through a login page and
deployed on Amazon Web Services (AWS) with the Supabase
software (version 1.25; Supabase, Inc.) for backend
management, ensuring robust and private data handling [37,38].

Figure 1. Chatbot for HIV Prevention and Action (CHIA) architecture: information flow among User, Counselor Agent, and Assistant Agent. MI:
motivational interviewing.

Embedded HIV/PrEP Dataset Development and
Validation
To enhance chatbot accuracy and reliability, embedding and
retrieval-based techniques have been employed to minimize
misinformation by ensuring responses are grounded in validated
sources [39]. Assessment retrieval methods, guided by
established frameworks, such as the retrieval-augmented
generation (RAG) playground framework and the automated
RAG evaluation system [40-42], allow for systematic evaluation
of chatbot performance in delivering evidence-based,
contextually relevant health information. To develop a robust
embedded dataset specifically for the CHIA, our study team,
composed of 4 research assistants under the guidance of 2
physicians and 1 principal investigator with decades of research
experience in HIV prevention and treatment, systematically
curated and validated key information. We compiled the most
frequently asked questions about HIV and PrEP, which included

topics such as basic knowledge, effectiveness, side effects,
formulations, insurance coverage, financial assistance, and
cultural considerations. A Spanish-fluent research assistant
translated the dataset to ensure accessibility for
Spanish-speaking users. Each data entry was structured into a
standardized format, categorizing content by topic, question,
and answer to optimize retrieval efficiency. All information
underwent expert validation for medical accuracy and clarity.
These processes prevent the spread of misinformation or
erroneous recommendations (“hallucinations”), which ChatGPT
cannot guarantee. The embedding database is updated monthly
and as needed when users ask questions outside the existing
dataset under expert supervision. In such cases, the system flags
the query, alerting the development team to review, validate,
and integrate new information. This dynamic updating process
helps to ensure that the CHIA remains accurate, relevant, and
responsive to evolving needs of the community.
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MI Alignment via Implementation of Preference
Fine-Tuning Techniques
To enhance the CHIA’s ability to deliver MI-based counseling,
we utilized preference fine-tuning techniques [43]. This was
done because open-source models would have been insufficient
for MI fine-tuning due to their lack of multilingual support,
higher hallucination rates, and insufficient token context. We
processed a large, publicly available MI dataset downloaded
from GitHub to facilitate diversity in linguistic styles and
conversational structures [33,34]. The dataset contained 2000
dialogs, half of which were from publicly available
conversations between potential clients and licensed counselors
on CounselChat—an online platform for mental health
support—and the other half from exchanges between users and
peer supporters on Reddit subforums related to emotional
distress [33,34]. All dialogs in the dataset were annotated by
trained counselors with labels adapted from the Motivational
Interviewing Treatment Integrity Code 2.0 and 4.2.1, a widely
used method for evaluating how well clinicians perform MI
[33,34,44-46]. Our team preprocessed the raw text from the
dataset, tokenized it (ie, broke down into smaller units) [47],
and then converted this to a vector database. This processed
vector database was employed to fine-tune the GPT-4o base
model, enabling the CHIA to generate responses informed by
MI. We used the Direct Preference Optimization algorithm to
refine response quality [43]. A preference fine-tuning JSON
file was constructed that ranked certain responses as preferable
over others based on their alignment with MI-consistent
behaviors such as open-ended questioning and reflective
listening. This iterative training process was designed to enhance
the CHIA’s ability to prioritize MI-aligned responses while
maintaining coherence and engagement. By the end of this
process, we developed a specialized ChatGPT-4o model for
MI-based counseling, serving as the foundation for the CHIA
to deliver personalized, empathetic, and structured conversations
that support PrEP uptake and public health interventions.

HIV Risk Assessment and Readiness for Change
Functions
To enhance the CHIA’s ability to provide personalized guidance,
we integrated functions to assess individual HIV risk and
readiness for behavior change. HIV risk assessment was based
on the HIV Incidence Risk Index for MSM [48], following
Centers for Disease Control and Prevention guidelines for PrEP

eligibility [49]. A focus on MSM was chosen due to the
disproportionate number of new HIV diagnoses occurring among
this population in the United States [1]. Additionally, the
CHIA’s development incorporated the TTM through the use of
the Contemplation Ladder, a validated tool that allowed
individuals to self-assess their readiness for PrEP uptake on a
scale from 0 to 10 [29,50]. These assessments were embedded
into the CHIA’s conversational interface, enabling real-time
evaluation, as users engaged with relevant questions. Based on
these assessments, the CHIA tailored its responses to align with
each user’s unique risk profile and stage of readiness for change,
providing targeted, motivational, and evidence-based guidance
to support PrEP uptake.

Linkage to PrEP Care and Referral Function
To facilitate access to PrEP, we developed a function that
searched the “PrEP Locator” website, a national database of
PrEP providers in the United States, using user-provided ZIP
codes [51]. This function was integrated into the CHIA to
generate a list of PrEP providers within a 30-mile radius,
offering users convenient options for selecting nearby clinics.
Additionally, a separate function was implemented to enable
the CHIA to engage users with follow-up questions to assess
clinic preferences, determine if they wished to be contacted by
a provider for an initial appointment, and identify potential
barriers to care. An AI-generated and encrypted email was then
sent to the selected clinic with a referral and relevant contact
information. Study staff coordinated with the clinic to ensure
appointments were scheduled efficiently. Furthermore, the CHIA
inquired whether users preferred to connect with a real person
for assistance in accessing PrEP care. If requested, study staff
were notified and contacted the individual within 1 business
day.

User Interface and Data Security
The CHIA user interface was designed to provide a streamlined,
secure, and personalized experience (Figure 2). Users could log
in with an existing account or create a new one, with 2-factor
authentication required for each login to ensure data protection
and confidentiality. The login system adhered to high
cybersecurity standards to safeguard user information. Once
logged in, users accessed a clean, intuitive interface with clear
navigation options and a responsive chat window to facilitate
seamless interactions.
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Figure 2. The user interface of the Chatbot for HIV Prevention and Action (CHIA).

To facilitate secure data management, the CHIA was deployed
through AWS, leveraging its cloud-based infrastructure for
reliable and Health Insurance Portability and Accountability
Act (HIPAA)–compliant storage [38]. AWS encryption
protocols protected user data, ensuring confidentiality and
integrity [38]. Additionally, Supabase was used to host the
back-end data, providing an efficient database solution for
managing user interactions [37]. This integration of AWS for
deployment and Supabase for back-end data management

enabled the CHIA to maintain robust security measures while
promoting a smooth user experience. The secure, user-friendly
interface aimed to encourage sustained engagement and support
meaningful interactions.

Procedures
During internal testing from March 10 to April 18, 2025, 4
research staff members systematically evaluated the CHIA’s
performance in both English and Spanish. Each researcher acted
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as a potential user and interacted with the chatbot over multiple
sessions. Two research staff members interacted with the chatbot
in English, and 2 staff members fluent in Spanish interacted
with the chatbot in Spanish. Researchers then exchanged
transcripts and rated each response on a set of 11 metrics
covering general response quality and alignment with MI using
a 5-point Likert scale. Likert scores were used primarily to
enable relative comparisons across languages and scenarios,
rather than to assess performance against an external benchmark,
as no standardized threshold currently exists for interpreting
Likert-based ratings of motivational interviewing alignment in
chatbot evaluations. The research team met prior to the review
process to ensure familiarity with the operational rating scale
and consistency in scoring across raters. After interacting with
the chatbot, the team met to discuss conversation-level findings
and the performance of the HIV risk assessment, referral, and
readiness for change functions.

Evaluation Metrics for Retrieving Information From
Embedded Dataset
The CHIA’s RAG functionality was evaluated at the session
level using 7 key metrics—groundedness, medical accuracy,
completeness, no fabrication, appropriate tone, safety, and
reasoning—that were scored on a 5-point Likert scale via the
Automated RAG Evaluation System [42,52]. Groundedness
assessed if responses were based on retrieval sources, and
medical accuracy sought to ensure alignment with validated
health information. Completeness measured whether the
retrieved content provided sufficient information. No fabrication
verified that responses did not introduce false or misleading
details (sometimes referred to as “hallucinations”) by comparing
each RAG output against the ground-truth dataset to confirm
retrieval only from the embedded validated knowledge base.
Appropriate tone was evaluated if responses were professional
and empathetic, and safety was assessed whether the information
adhered to ethical and safety principles. Finally, reasoning
evaluated the chatbot’s ability to integrate and apply retrieved
knowledge. Sessions with any metric below a predefined
threshold were auto-flagged for human review; we logged and
reviewed misinformation flags and near-miss events (eg, unsafe
advice avoided or corrected) and conducted monthly audits
summarizing flag rates, time-to-review, and corrective actions.

Metrics for Comprehensive Assessment
We developed and used a structured assessment framework to
evaluate the CHIA’s responses based on previous research that
incorporated multiple dimensions of chatbot interaction [26,53].
First, we assessed general response quality using 4
metrics—accuracy, conciseness, up-to-dateness, and
trustworthiness—that were scored on a 5-point Likert scale to
ensure that responses were factually correct, concise, up-to-date,
and emotionally supportive. We also developed a set of metrics
inspired by the Motivational Interviewing Treatment Integrity
Code to measure the alignment of the CHIA’s responses with
the MI spirit and MI-consistent behaviors [44,45]. Metrics to
assess alignment with the MI spirit included empathy, evocation,
autonomy support, and collaboration, and those for
MI-consistent behaviors included affirmation, open-ended
questions, and reflections. All MI-based metrics were also

scored using a 5-point Likert scale. Additionally, safety was
evaluated on a pass or fail basis in which the CHIA’s use of
toxic language, demonstration of bias, or violation of privacy
constituted a failure. A qualitative feedback section allowed
raters to document strengths, weaknesses, and suggested
improvements. This comprehensive framework ensured a robust
and reliable evaluation of the CHIA’s performance in multiple
languages and user engagement scenarios. The detailed metrics
and operational assessment protocol is included in Multimedia
Appendix 1. At the conversation level, we assessed the CHIA’s
performance using the same response-level metrics in addition
to evaluating its overall adherence to MI techniques including
employing a guiding (rather than directive) style of conversation,
eliciting change talk, and managing sustain talk (ie, statements
against change). Given that this analysis was limited to 4
conversations, only qualitative findings are reported in this
paper. Finally, we assessed the CHIA’s memory and teachability
by measuring its ability to recall information accurately and
integrate key details from past interactions into current
conversation. The qualitative findings of this assessment are
summarized in this paper.

Ethical Considerations
This internal testing did not involve human participants or the
use of human subject data. All testing was conducted internally
using simulated interactions to evaluate chatbot performance.
As such, this developmental phase of the study does not meet
the definition of human participants research and was
determined to be exempt from IRB review by the Miriam
Hospital Institutional Review Board (protocol #2312729).

Statistical Analysis
Descriptive statistics, including the mean and SD, were
calculated separately for English and Spanish responses for each
metric (ie, accuracy, conciseness, up-to-dateness,
trustworthiness, empathy, evocation, autonomy support,
collaboration, affirmation, open-ended questions, and
reflections). We fit mixed linear regression models to estimate
the effect of language (Spanish vs English) on each
communication metric. Because multiple observations were
nested within individuals, models included random intercepts
and random slopes for language at the participant level. This
specification accounted for within-person correlation (ie,
repeated measures from the same individual) and allowed the
magnitude of the language effect to vary across individuals.
Fixed effects provided the average adjusted difference between
languages, while random effects decomposed variance into
within- and between-person components. In addition,
standardized effect sizes (Cohen d) were derived by dividing
the adjusted language difference by the residual standard
deviation, providing a measure of the practical significance of
language effects across metrics. Statistical significance was
assessed using 2-tailed P values. The significance level was set
at P<.05. All analyses were performed using Stata (version 18;
StataCorp LLC).

J Med Internet Res 2026 | vol. 28 | e79671 | p.1937https://www.jmir.org/2026/1/e79671
(page number not for citation purposes)

Tao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Results

Overview of Response-Level Assessment
A total of 296 responses were assessed across 11 metrics,
covering general response quality (eg, accuracy, trustworthiness)
as well as alignment with the aspects of the MI spirit (eg,
evocation, autonomy support) and with MI-consistent behaviors
(eg, affirmation, open-ended questions). This total included 145

English responses and 151 Spanish responses. All responses in
English and Spanish passed the safety evaluation, indicating
that the CHIA’s outputs were appropriate, ethical, and unbiased.
Table 1 presents the mean and SD for all metrics at the response
level, along with effect sizes reported using Cohen d. Table 2
displays the examples of CHIA’s responses to researcher
prompts and their scores for evaluation metrics. Multimedia
Appendix 2 includes all responses and scores used in the
analysis for both the English and Spanish assessments.

Table . Response-level assessment for the internal testing phase of Chatbot for HIV Prevention and Action (CHIA), an artificial intelligence (AI)–based
chatbot for HIV prevention.

P valueCohen dICCaTotal

(n=296), mean
(SD)

Spanish

(n=151), mean
(SD)

English

(n=145), mean
(SD)

Response-level
metrics

General response quality metrics

<.001−0.557.65e-154.4 (0.9)4.6 (0.7)4.1 (1.1)    Accuracy

.07−0.470.1204.2 (1.1)4.5 (0.8)4.0 (1.3)    Conciseness

.24−0.240.0354.6 (0.8)4.7 (0.7)4.5 (1.0)    Up-to-dateness

.001−0.470.01694.5 (0.9)4.7 (0.7)4.3 (1.0)    Trustworthiness

MIb spirit metrics

.950.2720.2424.1 (1.1)3.9 (1.2)4.2 (1.0)    Empathy

.241.740.2573.2 (1.5)2.0 (1.1)4.0 (1.2)    Evocation

.840.4130.2793.9 (1.2)3.7 (1.3)4.2 (1.1)    Autonomy sup-
port

.7860.3130.3573.9 (1.3)3.7 (1.4)4.1 (1.1)    Collaboration

MI-consistent behaviors metrics

.0011.050.6073.5 (1.6)2.7 (1.6)4.2 (1.2)    Affirmation

.950.480.5363.4 (1.7)3.0 (1.9)3.8 (1.3)    Open-ended
questions

.59−0.070.4523.6 (1.3)3.7 (1.4)3.6 (1.3)    Reflections

aICC: intraclass correlation coefficient.
bMI: motivational interviewing.
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Table . Response-level assessment examples and scoresa.

Evaluation metric

ReflectionsOpen-ended

questions

AffirmationCollaborationAutonomy

support

EvocationEmpathyCHIAb re-
sponse

Researcher
prompt

5555555It sounds like
you’ve tried

I’ve tried set-
ting timers be-

differentfore for medi-
strategiescations and
without suc-they don’t

work. cess, and
that’s okay.
Sometimes it
takes a bit of
creativity to
find what
works best for
you. Perhaps

pairing PrEPc

with a daily
activity you
never miss,
like eating
breakfast,
could help.
Would you
like to explore
other ways to
create a rou-
tine that feels
natural for
you?

5555555I’m sorry to
hear about

Is there some-
one I can talk

your experi-to about PrEP
ences. Seekingthat is not a
support fromdoctor or
someone out-works in
side of health-healthcare? I
care is a validdon’t trust
choice. Com-doctors; in my
munity organi-experience,
zations or sup-they’ve treated

me poorly. port groups fo-
cused on sexu-
al health might
be a good op-
tion. They can
offer guidance
and answer
questions
about PrEP.
How do you
feel about
reaching out to
a local

LGBTQ+d

center or com-
munity health
organization
for support?
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Evaluation metric

ReflectionsOpen-ended

questions

AffirmationCollaborationAutonomy

support

EvocationEmpathyCHIAb re-
sponse

Researcher
prompt

4441414Talking to
your partner
about PrEP
can be an im-
portant step in
taking care of
your sexual
health togeth-
er. You might
start by ex-
pressing your
care and con-
cern for both
of your well-
being. You
could say
something
like, “I’ve
been thinking
about how we
can protect
each other
from HIV and

STIse, and I
came across
PrEP. It’s a
medication
that can help
reduce the risk
of HIV, espe-
cially if we
have sex with-
out condoms
sometimes.
What do you
think about
looking into it
together?”
This approach
opens up a dia-
logue and al-
lows your
partner to
share their
thoughts and
feelings, mak-
ing it a collabo-
rative deci-
sion.

My partner
could also
benefit from
PrEP maybe.
How do I talk
to my partner
about it?

aResponses were obtained through internal testing, in which research assistants simulated potential participants from the target study sample. These
responses were not collected from actual human participants within the study sample. Please see Supplemental Dataset 1 for further examples of CHIA
responses, including Spanish responses.
bCHIA: Chatbot for HIV Prevention and Action.
cPrEP: preexposure prophylaxis.
dLGBTQ+: lesbian, gay, bisexual, transgender/transsexual, queer, and other minority sexual orientations and gender identities.
eSTIs: sexually transmitted infections.

English Response-Level Assessment
The CHIA performed strongly in up-to-dateness (mean 4.5, SD
1.0), trustworthiness (mean 4.3, SD 1.0), and accuracy (mean
4.1, SD 1.1). Conciseness had a slightly lower score (mean 4.0,

SD 1.3) but remained generally acceptable. Metrics that assessed
alignment with the MI spirit generally received higher mean
scores than those for MI-consistent behaviors across English
responses.
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Spanish Response-Level Assessment
Spanish responses demonstrated strong performance across
several dimensions. General response quality metrics including
trustworthiness (mean 4.7, SD 0.7), up-to-dateness (mean 4.7,
SD 0.7), accuracy (mean 4.6, SD 0.7), and conciseness (mean
4.5, SD 0.8) were rated highly. Overall, metrics that measured
alignment with the MI spirit and MI-consistent behaviors
received lower combined scores.

Combined Response-Level Assessment
The CHIA performed well across both languages, with combined
scores showing strength across general response quality metrics
including up-to-dateness (mean 4.6, SD 0.8), trustworthiness
(mean 4.5, SD 0.9), accuracy (mean 4.4, SD 0.9), and
conciseness (mean 4.2, SD 1.1). The mean scores for accuracy,
conciseness, and trustworthiness were significantly higher
among Spanish responses compared to English responses.
Combined scores for metrics that assessed alignment with the
MI spirit were generally higher than those for MI-consistent
behaviors. Statistical tests indicated that Spanish responses
received significantly lower mean scores than English responses
across nearly all MI-based metrics.

Conversation Level Assessment
Conversations with the CHIA were generally perceived as
reliable and emotionally supportive but occasionally repetitive
or overly generic. Empathy and collaboration were present but
could be deepened with more emotionally attuned language and
user-specific questions. The CHIA’s autonomy support was
acknowledged, though one instance where the chatbot proceeded
with a risk assessment against user preference indicated room
for technical and conversational improvements. All reviewers
emphasized reducing reliance on early referrals to health care
providers and instead suggested a more user-driven flow. MI
techniques (eg, change talk elicitation, sustain talk management,
guiding style) were successfully implemented across English
conversations, yet raters noted the need for the CHIA to ask
more personalized, open-ended questions earlier in the
conversation to build rapport and relevance. In the Spanish

version, reviewers reported that conversations were not
consistently MI-aligned, often lacking key aspects of the MI
spirit such as autonomy support and MI-consistent behaviors
including affirmation, open-ended questions, and reflections.

Evaluation of the Referral, HIV Risk Assessment, and
Readiness for Change Functions
For the referral function, ZIP codes from across the United
States were entered. The CHIA successfully returned accurate
listings of nearby PrEP clinics within a 30-mile radius. However,
the chatbot occasionally failed to provide detailed information
about specific clinics when requested, highlighting the need to
enable the CHIA to retrieve location-specific data by accessing
selected clinic websites. In contrast, the HIV risk assessment
function consistently performed well across all conversations.
This feature has since been refined to allow users to exit the
assessment if it is accidentally triggered. Overall, both referral
and risk assessment functions were functional and helpful, with
minor refinements needed to optimize user experience. All
research assistants tested the CHIA’s readiness for change
function, which supports MI-based counseling by identifying
the user’s stage of change. The function successfully prompted
tailored, stage-appropriate responses to guide users toward PrEP
decision-making. Overall, it enhanced the CHIA’s ability to
deliver personalized, action-oriented support aligned with MI
core skills in this internal pilot testing.

Assessment of Retrieval Functionality
Performance was strong across all 7 key metrics designed to
assess the CHIA’s RAG functionality (groundedness, medical
accuracy, completeness, no fabrication, appropriate tone, safety,
and reasoning; Table 3). Mean scores ranged from 3.7 to 4.6,
with SDs between 0.5 and 1.1. Median scores for each metric
were consistently high, with IQRs falling within acceptable
variability (eg, median 4, IQR 3-5). These findings indicate that
the CHIA’s responses were consistently accurate, grounded in
reliable sources, and communicated in a safe and professional
manner.

Table . Evaluation of the Chatbot for HIV Prevention and Action’s (CHIA) retrieval-augmented generation functionality.

Mean (SD)Metrics

4.1 (1.1)Groundedness

4.6 (0.8)Medical accuracy

3.7 (1.0)Completeness

4.6 (0.8)No fabrication

4.6 (0.6)Appropriate tone

4.7 (0.5)Safety

3.9 (1.0)Reasoning

Assessment of Memory and Teachability
Preliminary tests indicated that the CHIA was able to
successfully recall information from prior discussions when
prompted. Additionally, following the implementation of the
teachability feature, an overall reduction in repetitive
information provided to the user was noted, highlighting the

CHIA’s ability to adapt based on the user’s previous
interactions.
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Discussion

Principal Findings
To our knowledge, the CHIA is the first LLM-based
conversational chatbot grounded in both MI and TTM to deliver
PrEP and HIV prevention counseling and facilitate linkage to
PrEP care. This approach represents a significant advancement
over traditional chatbots based on natural language processing
or machine learning, which rely on prewritten scripts or
rule-based logic [54]. The CHIA leverages dynamic
conversational AI to offer personalized, contextually relevant
responses tailored to users’ readiness for behavior change.
Internal testing demonstrated that the CHIA performs well
across both English and Spanish, with relatively high scores in
accuracy, trustworthiness, up-to-dateness, conciseness, and most
metrics that assessed alignment with the MI spirit. These
findings suggest that CHIA has the potential to deliver scalable,
high-quality MI-aligned counseling, based on its technical
design features such as 24/7 availability and low marginal cost
per user. However, we emphasize that scalability was not
evaluated in this internal testing and remains a theoretical
advantage; the CHIA was assessed only for feasibility and
usability in a controlled setting. A full assessment of feasibility,
cost-effectiveness, cultural sensitivity, and barriers to real-world
scalability will be a focus of the planned randomized controlled
trial and subsequent implementation studies.

Although the CHIA received high scores in accuracy and many
other assessment metrics, the findings from our internal testing
also highlight areas for refinement to further enhance its MI
metric-based performance. Beyond accuracy, mimicking
human-led MI sessions is critical for improving engagement
and behavior change [17]. AI-based chatbots must be trained
not only to retrieve and deliver accurate health information but
also to apply MI-consistent behaviors, such as open-ended
questioning and reflective listening, to foster user motivation
and self-efficacy [17]. While the CHIA is capable of providing
MI-aligned counseling, there is room to strengthen its ability
to engage users more deeply through improved use of
MI-consistent responses. MI-based metrics received lower
scores, especially in the Spanish version, and the CHIA may
benefit from targeted improvements through additional prompt
engineering and preference fine-tuning. A Spanish-fluent
member of our study team will assist with prompt engineering
and optimizing the CHIA for Spanish speakers. The Spanish
language responses were generally strong; however, improving
cultural and linguistic alignment through more intentional
prompt design could strengthen its ability to deliver MI-based
counseling even further. A key limitation of our internal testing
was the absence of double scoring; future rounds of testing prior
to the pilot phase will include 2 independent raters and a
consensus process.

To improve the CHIA’s responsiveness and alignment with MI,
we plan to integrate reinforcement learning into its training
process [55]. Reinforcement learning approaches further
optimize chatbot responses over time by integrating user
feedback and adapting to real-world interactions [55].
Specifically, we will implement the Q-Star algorithm [56], a

Q-learning–based approach designed to iteratively optimize
performance based on feedback from MI-based metric
assessments [57,58]. Q-Star is compatible with the AutoGen
framework and will allow us to incorporate a dedicated Q-Agent
that learns from evaluation data and adjusts the CHIA’s
decision-making over time [56]. By continuously refining
responses based on user interactions and alignment with MI,
this approach offers an adaptive pathway to improve the CHIA’s
accuracy, engagement, and overall quality of counseling.

The CHIA’s core functions (ie, referral for clinical services and
HIV risk assessment) performed well during internal testing,
successfully delivering relevant information and supporting
user needs. However, several areas for improvement were
identified to enhance functionality and user experience. For
example, the “search for providers” function could be expanded
to allow users to access more detailed information about clinics
in which they express interest, including services offered, hours,
and contact details. The HIV risk assessment function may
benefit from an override option that allows users to opt out when
they indicate they do not wish to be assessed, thereby supporting
autonomy and comfort. Additionally, the “call for real-person
support” function could be strengthened by asking more specific
questions and capturing details—such as the user’s current
concern, emotional state, or preferred mode of contact—that
would better prepare research assistants to offer timely,
personalized support. This function could be triggered when
the user expresses uncertainty, distress, or repeatedly requests
help, signaling the need for human follow-up. Overall, these
targeted improvements represent feasible next steps to further
tailor the CHIA’s functions to support users’ preferences and
needs.

Although the CHIA demonstrated decent retrieval efficacy
during internal testing, there is room for improvement. While
the Spanish responses received higher mean scores in accuracy
compared to the English responses, it is important to note that
the Spanish version was assessed at a later stage in which the
coding team had resolved several multilingual processing issues
and patched the retrieval function, which likely resulted in
enhanced accuracy. We plan to further expand our retrieval
strategy across both languages by incorporating multiple related
questions into each embedded response to enhance the relevance
and completeness of retrieved information. Additionally, we
will restructure the embedded dataset into smaller, topic-specific
subsets to improve both retrieval speed and accuracy. To
minimize hallucinations and maintain response quality, we will
continuously monitor advancements in RAG techniques and
integrate improvements as appropriate. Finally, we will track
the performance of various LLMs and remain open to adopting
alternative models that may better align with the CHIA’s
counseling objectives and technical needs.

While engagement with chatbots for counseling typically
involves short sessions of 3-10 minutes [59,60], insufficient
engagement with the CHIA could hinder its effectiveness in
real-world settings [61]. To strengthen engagement in the
planned iterative refinement phase, the CHIA will offer brief,
MI-structured exchanges (engage-focus-evoke-plan) with
proactive reengagement and personalization. Sessions will be
concise yet purposeful, while teachability preserves consented

J Med Internet Res 2026 | vol. 28 | e79671 | p.1942https://www.jmir.org/2026/1/e79671
(page number not for citation purposes)

Tao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


context (identity token, risk or concerns, prior plan) so return
visits feel continuous and tailored. Between sessions, the CHIA
will deliver targeted reminders and follow-up prompts, maintain
an encouraging, human-like tone (with judicious emoji where
appropriate), and surface just-in-time content aligned with user
goals. A streamlined interface (clear navigation, minimal
friction) will reduce drop-offs, and on-demand human support
will be available for safety, complexity, or user preference.
These approaches have the potential to refine the CHIA’s
performance, improve satisfaction, and support repeat use in
real-world settings.

Conclusions
In summary, the internal testing of CHIA demonstrated
promising performance in delivering MI-based counseling for
HIV and PrEP education in English and Spanish. The chatbot
performed well in key areas, including accuracy, trustworthiness,

up-to-dateness, conciseness, and overall alignment with the MI
spirit. However, targeted refinements are needed, particularly
in enhancing MI alignment in Spanish responses to promote
the CHIA’s acceptability among Spanish-speaking populations.
Planned enhancements, such as improved retrieval strategies,
reinforcement learning through Q-Star, and iterative prototype
refinement based on user feedback, will further strengthen the
CHIA’s ability to deliver responsive and user-centered support.
The assessment of real-world effectiveness of its potential for
supporting PrEP uptake is planned for a subsequent phase,
during which stigma and discrimination outcomes will be
explicitly measured alongside counseling effectiveness. These
efforts position the CHIA as a potentially scalable and adaptable
tool for promoting HIV prevention, supporting PrEP uptake,
and offering valuable insight into the application of
conversational AI in health interventions.
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Abstract

Background: Effective communication is fundamental to health care; however, demographic transitions and a widening global
health workforce gap are intensifying the imbalance between service demand and resource supply. Health conversational artificial
intelligence (HCAI) based on large language models offers a potential pathway to improve the accessibility and personalization
of care. Nevertheless, the lack of a rigorous, user-centered evaluation framework limits the systematic assessment of HCAI
quality, raising concerns regarding safety, reliability, and clinical applicability.

Objective: This study aims to establish a scientific and systematic quality evaluation index system for HCAI, providing both
a theoretical foundation and a practical tool for the assessment and optimization of HCAI.

Methods: Based on a literature review, industry standards, and expert group discussions, a preliminary framework for the index
system was established. Two rounds of Delphi expert consultations were then conducted to collect expert opinions. The analytic
hierarchy process (AHP) was applied to assign weights to indicators at each level, and the final content and structure of the index
system were determined.

Results: Both rounds of expert consultation achieved a 100% response rate. The authority coefficient of the experts was 0.84
in both rounds. Kendall W coefficient ranged from 0.14 to 0.20 in the first round and from 0.13 to 0.17 in the second round, with
all values showing statistical significance (round one: importance P＜.001, feasibility P＜.001, sensitivity P＜.001; round two:
importance P=.001, feasibility P＜.001, sensitivity P=.001). The final HCAI quality evaluation index system consisted of 3
primary indicators, 7 secondary indicators, and 28 tertiary indicators. According to AHP weight calculations, the primary indicators
were ranked in descending order as follows: ethics and compliance (0.4781), health consultation capability (0.4112), and user
experience (0.1107).

Conclusions: The evaluation index system constructed in this study demonstrates scientific validity and practical relevance. It
provides a valuable reference for the quality assessment, model optimization, and regulatory oversight of HCAI systems.

(J Med Internet Res 2026;28:e83188)   doi:10.2196/83188
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Introduction

Background
Doctors have three magic weapons: language,
medicine and scalpel. [Hippocrates]

Effective communication is essential not only for facilitating
information exchange between clinicians and patients but also
for establishing trust, mutual understanding, and ongoing support
[1]. Currently, health care systems are under increasing pressure.
On the one hand, the global population is aging at a rapid pace.
According to the World Health Organization, individuals aged
60 and above are projected to account for 22% of the global
population by 2050 [2]. On the other hand, chronic and severe
illnesses are increasingly affecting younger populations, while
public awareness of health and wellness continues to rise. A
growing number of individuals are actively seeking medical
information and professional advice. These demographic
transitions, coupled with the shifting burden of disease, are
driving a surge in demand for health care services, while
simultaneously exposing persistent systemic challenges, such
as inadequate resource distribution and a shortage of health care
professionals. It is estimated that the global health workforce
deficit will exceed 11 million by 2030 [3]. This widening gap
between supply and demand has made it increasingly difficult

for patients to obtain timely, effective, and personalized
communication and care. In this context, health conversational
artificial intelligence (HCAI) based on large language models
(LLMs) offers a new approach to mitigating these challenges
[4].

Previous studies have demonstrated that LLMs, such as
ChatGPT and LLaMA (Large Language Model from Meta),
perform remarkably well across a variety of medical tasks,
including health consultation [5], diagnostic assistance [6],
enhancement of doctor-patient communication [7], and medical
image interpretation [8]. These findings highlight the
considerable potential of LLMs in clinical and health-related
domains. In addition, recent developments have enabled LLMs
to conduct multiturn conversations and effectively understand
context [9]. This progress provides a solid foundation for
building HCAI systems. HCAI refers to LLM-based systems
that simulate dialogue with users in a manner similar to that of
human physicians. Representative examples include AMIE
(Articulate Medical Intelligence Explorer), developed by Google
[10]; Ask Patients with Patience, proposed by Zhu and Wu [11];
and Xiaohe AI Doctor, launched by Douyin in China [12]. These
systems can ask users follow-up questions and collect and
integrate information such as symptoms, medical history, and
lifestyle habits [10]. As a result, they can offer more accurate
and personalized health care services (Figure 1).

Figure 1. Example of multiturn interaction between health conversational artificial intelligence (AI) and user.

The rapid development of artificial intelligence (AI) has
accelerated the expansion of HCAI products. The global
conversational AI in the health care market is projected to reach
US $16.9 billion in 2025 and to grow at a compound annual
growth rate of 24.7% through 2034, reaching a value of US

$123.1 billion [13]. As of May 1, 2025, a total of 288 medical
LLMs have been publicly released in China. These models cover
a wide range of applications, including clinical decision support
for specific diseases, prediagnosis consultations, and medical
record generation [14]. As a key application of AI in the health
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sector, the performance and quality of HCAI systems are directly
linked to user safety and health outcomes. Consequently, it is
essential to conduct systematic and evidence-based evaluations
of these technologies. However, for HCAI systems that deliver
health services through multiturn interactions, a scientifically
grounded, structured, and practically applicable framework for
quality assessment indicators has yet to be established.

Existing studies have employed diverse methods and indicators
to evaluate HCAI. Early work often relied on medical
examination question banks to assess the accuracy of AI
responses to closed-ended questions. Examples include the
United States Medical Licensing Examination [15], the
Membership of the Royal College of General Practitioners
Applied Knowledge Test [16], and the National Medical
Licensing Examination in China [17]. Subsequently, several
studies developed benchmark tests or clinical case datasets,
shifting the focus toward the content generation ability of AI
in single-turn open-ended medical questions. Representative
datasets include CPMI (Chinese Patent Medicine Instructions
dataset) [18], Medical-Diff-VQA (Medical Dataset for
Difference Visual Question Answering on Chest X-Ray Images)
[19], PubMedQA (a novel biomedical question answering
dataset collected from PubMed abstracts) [20], and
MultiMedQA (a benchmark for answering medical questions
spanning medical exam, medical research, and consumer
medical questions, comprising 7 medical question-answering
datasets) [21]. Most studies at this stage emphasized content
accuracy, with commonly used indicators including BLEU
(Bilingual Evaluation Understudy) [5], BERTScore [22],
accuracy [23,24], and completeness [25]. However, indicators
related to safety risks, such as bias and hallucinations, received
limited attention [26,27].

More recent studies have developed methods that better reflect
real clinical settings and have assessed AI performance in
multitask and multiturn medical dialogues. Xu et al [28]
designed MedGPTEval to examine AI performance across 3
dimensions: medical professional capabilities, social
comprehensive capabilities, and contextual capabilities. Tu et
al [10] employed a remote objective structured clinical
examination and created an evaluation framework based on
feedback from clinicians and patient participants. This
framework assessed history-taking, diagnostic accuracy,
management, communication skills, and empathy. Liu et al [29]
formulated a clinical pathway specific to LLMs and evaluated
clinical capability using 6 indicators: information completeness,
behavior standardization, guidance rationality, diagnostic
logicality, treatment logicality, and clinical applicability. Johri
et al [30] developed the CRAFT-MD (the Conversational
Reasoning Assessment Framework for Testing in Medicine)
framework to assess the ability of AI to lead clinical
conversations, collect complete histories, and make accurate
diagnostic decisions. Liu et al [31] proposed the CLEVER
framework to evaluate performance in medical case
comprehension, clinical reasoning, and diagnosis. Arora et al
[32] introduced HealthBench to assess accuracy, completeness,
communication quality, context awareness, and instruction
following across diverse clinical tasks. Qiu et al [33] developed
MedR-Bench to evaluate clinical reasoning in examination

recommendations, diagnostic decisions, and treatment planning,
and used efficiency, factual accuracy, and completeness as key
indicators.

Although these frameworks have advanced the evaluation of
clinical reasoning and diagnostic decision-making, their utility
for assessing HCAI systems as real-world, user-facing products
remains limited. A complete and systematic assessment structure
is still lacking, particularly due to the gaps listed below.

First, most existing frameworks adopt a perspective centered
on clinical-task performance, such as diagnostic accuracy and
history-taking completeness. This approach, while crucial for
medical validation, often overlooks the perspective of real-world
product application. Specifically, it pays limited attention to
user-experience factors such as emotional support, trust, and
personalization [34]. These empathy-related features are
important because interaction fluency, content clarity,
personalized advice, and emotional support can directly
influence users’ health behaviors and consultation experiences,
yet they are largely absent from most evaluation systems.

Second, existing frameworks often lack comprehensive
dimensional integration. They tend to focus heavily on medical
effectiveness, while insufficient attention has been paid to ethical
and compliance-related requirements, such as bias,
hallucinations, and protection of personal health data. This
omission is inconsistent with current regulatory trends in many
countries. For example, the European Union Medical Device
Regulation [35] requires AI systems that support diagnosis,
prognosis, or treatment, and that may affect clinical workflows,
to meet requirements for performance reliability, risk
management, cybersecurity, and traceability. A holistic
framework that equally weights medical effectiveness, user
experience, and ethical compliance is therefore essential.

Third, while some frameworks claim to address multiturn
dialogue, they do not offer a systematic or operational
methodology for evaluating quality and safety. They often fail
to adequately assess context coherence and logical consistency
across dialogue turns. These indicators are essential for
distinguishing performance between single-turn medical
questions and answers and multiturn medical dialogue tasks.
Furthermore, by generally relying on descriptive criteria rather
than weighted, hierarchical indicators, their practical utility for
developers, evaluators, and regulators seeking standardized
assessment is limited [22-27,29,30,34].

This lack of comprehensive indicators and balanced evaluation
dimensions may result in inaccurate assessments of AI’s
practical effectiveness, thereby posing risks to patient safety,
increasing technical burdens on systems, and creating barriers
to the further development of HCAI. Therefore, a scientific
scheme that holistically integrates content quality, user
experience, and ethical compliance, and that provides an
operational assessment structure, is urgently needed to overcome
current bottlenecks in HCAI development.

Objectives
To address these gaps, this study develops a Quality Evaluation
Index System for HCAI that offers 3 distinct contributions.
First, it constructs the evaluation system from the perspective
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of the end-user product application. Second, it comprehensively
integrates medical effectiveness, user experience, and ethical
and safety compliance. Third, it supports systematic and
operational evaluation by combining Delphi consensus with the
analytic hierarchy process (AHP) to provide weighted,
hierarchical criteria. The objective is to establish a theoretical
foundation and an operational framework for the evaluation of
HCAI systems, thereby promoting their continuous improvement
and ensuring their safe and effective deployment in health care
settings.

Methods

Study Design
This study adopts the Delphi method and the AHP as its research
approach. The Delphi method, a structured technique for
achieving expert consensus, is widely used for indicator
selection and standard development in complex problem

domains and has been extensively applied in areas such as health
care quality assessment and policy research [36]. The AHP
enables the assignment of weights to multiple indicators based
on expert judgment and is particularly suitable for determining
hierarchical structures and weight distributions in evaluation
frameworks. These 2 methods are often used in combination
and have been widely adopted in studies involving the
development of evaluation index systems [37,38].

Between November 2024 and February 2025, this study
conducted 2 rounds of expert consultation using the Delphi
method. Each round of the questionnaire was distributed and
collected via email or WeChat (a widely used social media
platform in China), with a response period of 1 week. After
collecting the expert scoring data, the AHP was applied to
calculate the weights of each level of indicators. Based on these
results, a quality evaluation index system for HCAI was
established. The flowchart illustrating the process of indicator
development and weight determination is shown in Figure 2.

Figure 2. Flowchart of the study design. AHP: analytic hierarchy process.

Establishment of a Research Team
The research team consisted of 7 members, including
experienced experts in health management, professionals
working in the HCAI industry, and graduate students
specializing in health management. Among them, 2 held senior
professional titles, 2 were HCAI practitioners, and 3 were
graduate students. The team’s main responsibilities included
conducting a literature review, jointly developing preliminary
evaluation indicators, identifying Delphi expert members,
designing consultation questionnaires, analyzing expert
feedback, and performing statistical analyses.

Development of the Preliminary Evaluation Index
System
Drawing on a comprehensive review of the literature
[30,34,39-42], relevant standards [43], and the expertise of the
research team, a preliminary set of evaluation indicators was
developed. In real-world applications, HCAI systems involve
multiple stakeholders, including patients, health care
professionals, and health regulators. As such, quality assessment
should not be confined to a single dimension; rather, it must
integrate multiperspective and multilevel considerations.
Physicians, as service providers, focus on the system’s ability
to accurately understand user needs, collect complete and
logically structured medical histories, perform precise clinical
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reasoning, and deliver appropriate health recommendations.
These aspects help determine whether HCAI can effectively
support clinical practice. Patients, by contrast, place greater
emphasis on the quality of interaction, the usefulness and
usability of responses, and the system’s capacity for emotional
responsiveness. Meanwhile, health regulators are primarily
concerned with ethical compliance, information security, and
the controllability of risks associated with AI applications. These
considerations are essential to ensuring that HCAI systems are
used safely, effectively, and responsibly in patient care.

To address these considerations, this study developed an
evaluation framework based on 3 key stakeholder groups: health
care professionals, patients, and health regulators (Figure 3).
The framework consists of 3 core dimensions: (1) health

consultation capability for medical professionals, which focuses
on evaluating the HCAI model’s abilities in information
elicitation, clinical reasoning, and treatment recommendation
during the consultation process; (2) user experience for patients,
which draws on the SERVQUAL service quality model [44,45].
This dimension assesses 5 aspects of HCAI: interface usability,
information reliability, intelligent responsiveness, perceived
safety, and emotional identification; and (3) ethics and
compliance for health regulators, which focuses on the system’s
capacity for ethical safeguards, medical compliance, and risk
prevention mechanisms.

The final preliminary evaluation index system comprises 3
primary indicators, 7 secondary indicators, and 34 tertiary
indicators.

Figure 3. Preliminary evaluation index system. HCAI: health conversational artificial intelligence.

Design of the Expert Consultation Questionnaire
The expert consultation questionnaire consisted of 4 parts
(Textbox 1).

The first- and second-round Delphi consultation questionnaires
are provided in Multimedia Appendices 1 and 2, respectively.

Both sets of questionnaires (Tables S4-S6 in Multimedia
Appendices 1 and 2) present detailed evaluation methods,
indicator definitions, and scoring rules for all tertiary-level
indicators, providing guidance to support expert judgment during
the evaluation process.
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Textbox 1. Expert consultation questionnaire sections.

1. Questionnaire description

• This section included the research background, objectives, and the deadline for questionnaire submission.

2. Theoretical framework of the evaluation system

• This part outlined the design principles and rationale behind the proposed index system.

3. Instructions and evaluation form

• This section explained how to complete the evaluation form and provided detailed scoring criteria. The evaluation form contained specific
indicator definitions, evaluation methods, rating tables, and a column for expert feedback. Experts were asked to rate each indicator in terms of
importance, feasibility, and sensitivity using a 5-point Likert scale, and to provide suggestions for revision.

• Importance indicates the relevance of each item for assessing the quality of health conversational AI (HCAI) and is rated on a 5-point scale:
5=very important; 4=important; 3=moderately important; 2=slightly important; and 1=not important.

• Feasibility reflects the ease of collecting relevant data for each item during real-world assessment and is rated on a 5-point scale: 5=very easy;
4=relatively easy; 3=moderate; 2=relatively difficult; and 1=very difficult.

• Sensitivity reflects the extent to which each item influences assessment results, with higher sensitivity indicating a greater impact on HCAI
performance and health care quality. It is rated on a 5-point scale: 5=very sensitive; 4=sensitive; 3=moderately sensitive; 2=slightly sensitive;
and 1=not sensitive.

4. Expert background information

• This section collected personal information, including age, educational background, professional title, research field, and institutional affiliation.
It also included self-assessments of the expert’s familiarity with the indicators (Cs) and the basis for their judgment (Ca).

Expert Selection Method
According to the Delphi method, an appropriate number of
experts ranges from 15 to 50 participants [46]. In this study,
purposive sampling was used to invite experts in fields related
to HCAI, including health management and policy, medical
ethics, and computer science. The selection criteria for experts
were as follows:

• Familiarity with health conversational AI and active
engagement in related work, with strong theoretical and
practical knowledge.

• A minimum of 5 years of professional experience.
• A postgraduate degree or higher, or a professional title of

intermediate level or above.
• Demonstrated interest in the research topic and willingness

to complete the consultation process and provide relevant
feedback.

Experts were recruited through multiple channels, including
previous research collaborations, recommendations from
professional associations, and established industry expert
databases. Before formal recruitment, the research team
organized 2 HCAI expert consensus meetings to introduce the
concept of HCAI and to explain the study’s purpose, procedures,
and evaluation methods. All potential participants received
detailed study information and provided informed consent before
joining the Delphi consultation.

Indicator Scoring and Selection Criteria
Scores for importance, feasibility, and sensitivity were assigned
on a 5-point scale, with higher scores indicating greater
relevance. Expert familiarity with the indicators was rated on
a 5-level scale with values of 0.9, 0.7, 0.5, 0.3, and 0.1,
corresponding to the categories very familiar, familiar, generally

familiar, less familiar, and very unfamiliar, respectively. The
basis of expert judgment consisted of 4 components: work
experience, theoretical analysis, industry understanding, and
intuitive perception. The weights for work experience were 0.5,
0.4, and 0.3 for high, medium, and low influence, respectively.
The weights for theoretical analysis were 0.3, 0.2, and 0.1 for
the same levels. Both industry understanding and intuitive
perception were assigned fixed weights of 0.1 [47].

Based on experts’ scores for each indicator in terms of
importance, feasibility, and sensitivity, the mean, SD, and
coefficient of variation (CV) were calculated. The inclusion
criteria were a mean score of 3.50 or higher and a CV of less
than 0.25 [48,49]. To avoid prematurely excluding potentially
important indicators, expert feedback and group discussions
were carefully considered before making final decisions.

Key Coefficients and Calculation Methods

Active Coefficient of Experts
This was measured by the effective response rate of the
questionnaires, calculated as the number of valid responses in
a given round divided by the number of questionnaires
distributed. A higher response rate indicates greater expert
engagement and interest in the topic.

Expert Authority Coefficient
This reflects the degree of authority an expert holds on the
research topic. It is calculated as the average of the expert’s Ca
(ie, the basis for their judgment) and Cs (ie, their familiarity)
values, that is, Cr = (Ca + Cs)/2, where Cr is the expert authority
coefficient. A Cr value of 0.7 or higher is generally considered
to indicate a high level of authority and reliability [50].
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Coordination of Expert Opinions
This was measured using the Kendall coefficient of concordance
(Kendall W), which reflects the consistency of expert ratings.
A value closer to 1 indicates a higher degree of agreement
among the experts [38].

Weight Determination of Each Indicator
After finalizing the evaluation index system, experts conducted
pairwise comparisons of the indicators based on the Saaty scale

of relative importance (see Table 1) [51]. These comparisons
were used to construct a hierarchical structure and establish
judgment matrices. The weights of each indicator were then
calculated using AHP via Yaahp (an AHP-based
decision-support software developed by Shanxi Yuan Decision
Software Technology Co Ltd), and the results were analyzed
accordingly. The consistency of each judgment matrix was
tested using the consistency ratio. A consistency ratio value of
less than 0.1 was considered to indicate acceptable consistency
[52].

Table 1. The Saaty scale of relative importance.

MeaningScale

Indicates equal importance between 2 elements1

Indicates moderate importance of 1 element over another3

Indicates moderate to strong importance5

Indicates very strong importance7

Indicates extreme importance9

Intermediate values between the above judgments2, 4, 6, and 8

If item A is assigned a value when compared with item B, then item B is assigned the reciprocal value when compared
with item A

Reciprocals

Statistical Methods
In this study, Microsoft Excel 2007 was used to input data and
calculate the mean, SD, and CV for the importance, feasibility,
and sensitivity of each indicator. Excel was also used to compute
the expert active coefficient, Ca, Cs, and Cr. Kendall W was
calculated using SPSS version 25.0 (IBM Corp) and tested for
significance using the chi-square test. When the P value of
Kendall W was less than 0.05, and all CVs were below 0.25,
the level of disagreement among expert opinions was considered
acceptable [53]. The Yaahp version 12.0 software was used to
conduct consistency testing of the judgment matrices and to
calculate the weights of each indicator.

Ethics Considerations
This study was reviewed and approved by the Ethics Committee
of Capital Medical University (approval number Z2024SY075).
The approved project title is “Evaluation of the Quality and
Effectiveness of User-Oriented AI Health Consultation
Services.” All study procedures were conducted in accordance
with institutional guidelines and regulations and complied with
the principles of the Declaration of Helsinki. Expert participants

in the Delphi process were informed of the study’s purpose and
provided consent before participation. No identifiable personal
information of the expert participants was disclosed in this study.
Participant privacy was fully protected.

Results

Basic Information About Experts
Two rounds of expert consultation were conducted in this study.
Based on predefined criteria, 16 experts were invited for the
first round and 15 for the second round, with 1 expert failing
to respond in the second round. Among the 15 experts who
completed both rounds, 5 (33%) were male and 10 (67%) were
female; 9 of the 15 (60%) experts were over 40 years old. As
many as 14 of 15 (93%) experts held a master’s degree or higher,
and the same percentage held professional titles at the associate
senior level or above. Additionally, 12 of 15 (80%) experts had
more than 10 years of work experience in the health care field.
The experts were evenly distributed across hospitals,
universities, and research institutions. Detailed information is
presented in Table 2.
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Table 2. Basic information about experts.

Second round (n=15), n (%)First round (n=16), n (%)Basic information

Sex

5 (33)6 (38)Male

10 (67)10 (63)Female

Age (years)

6 (40)6 (38)≤40

9 (60)9 (56)41-50

0 (0)1 (6)>50

Education

1 (7)1 (6)Undergraduate

4 (27)5 (31)Master

10 (67)10 (63)Doctor

Professional title

1 (7)1 (6)Intermediate

7 (47)7 (44)Deputy senior

7 (47)8 (50)Senior

Years of work experience

3 (20)3 (19)≤10

4 (27)4 (25)11-15

5 (33)5 (31)16-20

3 (20)4 (25)>20

Affiliation

4 (27)4 (25)Medical institution

5 (33)6 (38)University

5 (33)5 (31)Research institute

1 (7)1 (6)Association

Research field

7 (47)7 (44)Health management and policy

1 (7)1 (6)Computer science

1 (7)1 (6)Medical ethics

2 (13)2 (13)Health law

2 (13)2 (13)Hospital management

2 (13)3 (19)Others

Expert Positivity Degree
According to the Delphi method, a response rate of 50% is
considered the minimum threshold for analysis and reporting,
while a rate above 70% indicates a high level of expert
engagement [54]. In the first round, the expert response rate
was 100%, with 11 experts providing a total of 33 suggestions.
In the second round, the response rate was also 100%, and 5
experts submitted 6 suggestions. The response rate exceeded
70% in both rounds, indicating a high level of participation and
engagement from the expert panel throughout the study.

Expert Authority Coefficient
The authority coefficients of the 2 rounds of expert consultation
are shown in Table 3. In the first round, Ca was 0.92, Cs was
0.75, and the resulting Cr was 0.84. In the second round, Ca
was 0.93, Cs remained 0.75, and Cr was also 0.84. In both
rounds, the Cr values exceeded 0.8, indicating that the experts
consulted in this study demonstrated a high level of authority
and reliability.
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Table 3. Authority coefficients in the 2 rounds of consultation.

CrcCsbCaaNumberInquiry round

0.840.750.9216First round

0.840.750.9315Second round

aCa: the basis for the expert’s judgment.
bCs: expert familiarity.
cCr: expert authority coefficient.

Degree of Coordination of Expert Opinions
The degree of coordination among expert opinions refers to the
level of consistency in the experts’ ratings of each indicator.
The Kendall (W) coefficients for the 2 rounds of expert
consultation are presented in Table 4. In the first round, Kendall
W values for all indicators ranged from 0.14 to 0.20. In the

second round, the values ranged from 0.13 to 0.17. The results
of the chi-square tests were statistically significant (round 1:
importance, P<.001; feasibility, P<.001; and sensitivity, P<.001;
round 2: importance, P=.001; feasibility, P<.001; and sensitivity,
P=.001), indicating a high level of agreement among the expert
opinions.

Table 4. Kendall W coefficients for the 2 rounds of consultation.

SensitivityFeasibilityImportanceProject

Round one

0.140.140.20Kendall W

88.20 (42)86.38 (42)124.39 (42)Chi-square (df)

<.001<.001<.001P value

Round 2

0.130.170.13Kendall W

67.66 (36)85.05 (36)66.77 (36)Chi-square (df)

.001<.001.001P value

Revisions to the Indicator System
The results of the first-round expert consultation are presented
in Table 5. The mean scores of all 44 indicators were equal to
or greater than 3.50. Specifically, the mean scores ranged from
4.20 to 5.00 for importance, 3.75 to 4.88 for feasibility, and
3.88 to 4.88 for sensitivity. The CVs ranged from 0.00 to 0.27,
with 6 indicators having CV values equal to or greater than
0.25.

Based on the screening criteria and expert suggestions, the
research team held detailed discussions and decided to
temporarily retain the 6 indicators with CV values ≥0.25, remove
7 indicators, revise 4 indicators, and add 1 new indicator. Details
of these revisions are provided in Table 6.

After these adjustments, the second-round consultation form
consisted of 3 primary indicators, 7 secondary indicators, and
28 tertiary indicators.

The results of the second-round expert consultation are shown
in Table 7. The mean scores for importance, feasibility, and
sensitivity of all indicators were above 4.0, and all CVs were
below 0.25. Based on the indicator selection criteria and
thorough discussions among the expert panel, all 37 indicators
in the second-round consultation were retained. In addition, the
name of indicator C1 was revised from “ethics” to “ethical
compliance.” The final quality evaluation index system for
health conversational AI was thus established, comprising 3
primary indicators, 7 secondary indicators, and 28 tertiary
indicators (Table 8).
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Table 5. Scores of indicators in the first round of consultation.

SensitivityFeasibilityImportanceIndicators

CVMeanCVMean (SD)CVaMean (SD)

First-level indices

0.094.75 (0.45)0.184.19 (0.75)0.054.94 (0.25)A. Health consultation capability

0.144.44 (0.63)0.134.63 (0.62)0.144.50 (0.63)B. User experience

0.213.88 (0.81)0.254.13 (1.02)0.005.00 (0.00)C. Ethics and compliance

Second-level indices

0.134.69 (0.60)0.184.19 (0.75)0.084.81 (0.40)A1. Information inquiry ability

0.104.69 (0.48)0.213.75 (0.77)0.084.81 (0.40)A2. Health problem reasoning ability

0.154.69 (0.70)0.184.19 (0.75)0.124.75 (0.58)A3. Treatment recommendation generation ability

0.144.44 (0.63)0.134.63 (0.62)0.144.50 (0.63)B1. Service quality experience

0.184.31 (0.79)0.273.81 (1.05)0.054.94 (0.25)C1. Ethics and safety

0.164.38 (0.72)0.264.13 (1.09)0.005.00 (0.00)C2. Medical compliance

0.184.44 (0.81)0.254.13 (1.02)0.124.75 (0.58)C3. Risk prevention mechanisms

Third-level indices

0.084.81 (0.40)0.114.50 (0.52)0.054.94 (0.25)A11. Accuracy in understanding user needs

0.144.31 (0.60)0.164.19 (0.66)0.124.44 (0.51)A12. Completeness of user information collection

0.104.69 (0.48)0.184.19 (0.75)0.114.63 (0.50)A13. Relevance of inquiry content

0.144.31 (0.60)0.204.38 (0.89)0.164.25 (0.68)A14. Logical sequence of inquiries

0.224.00 (0.89)0.184.19 (0.75)0.144.31 (0.60)A15. Appropriateness of interaction rounds

0.144.50 (0.63)0.144.56 (0.63)0.114.63 (0.50)A16. Recognition ability of multimodal information

0.164.38 (0.72)0.144.31 (0.60)0.134.63 (0.62)A17. Personalization of communication style

0.074.88 (0.34)0.144.44 (0.63)0.054.94 (0.25)A21. Accuracy of disease risk reasoning

0.144.38 (0.62)0.164.44 (0.73)0.094.75 (0.45)A22. Consistency of repeated judgments

0.184.19 (0.75)0.184.38 (0.81)0.164.25 (0.68)A23. Coverage of consulted diseases

0.214.20 (0.86)0.203.80 (0.77)0.214.20 (0.86)A24. Diagnostic ability for complex diseases

0.184.19 (0.75)0.164.44 (0.73)0.204.25 (0.86)A25. Professional use of medical terminology

0.234.06 (0.93)0.254.06 (1.00)0.184.31 (0.79)A26. Frequency of medical knowledge updates

0.184.25 (0.77)0.164.25 (0.68)0.164.63 (0.72)A27. Interpretability of disease reasoning

0.124.75 (0.58)0.204.44 (0.89)0.074.88 (0.34)A31. Accuracy of treatment recommendations

0.164.44 (0.73)0.144.38 (0.62)0.144.56 (0.63)A32. Comprehensiveness of treatment recommendations

0.164.44 (0.73)0.154.13 (0.62)0.144.56 (0.63)A33. Personalization of treatment recommendations

0.184.31 (0.79)0.184.25 (0.77)0.144.44 (0.63)A34. Operability of treatment recommendations

0.184.25 (0.77)0.114.63 (0.50)0.184.25 (0.77)B11. Interface friendliness

0.134.63 (0.62)0.164.44 (0.73)0.054.94 (0.25)B12. Information reliability

0.114.63 (0.50)0.164.56 (0.73)0.144.44 (0.63)B13. Intelligent responsiveness

0.164.19 (0.66)0.164.31 (0.70)0.134.63 (0.62)B14. Perceived safety

0.164.25 (0.68)0.204.00 (0.82)0.144.44 (0.63)B15. Emotional empathy

0.164.38 (0.72)0.164.25 (0.68)0.094.75 (0.45)C11. Bias

0.144.56 (0.63)0.184.31 (0.79)0.074.88 (0.34)C12. Privacy

0.164.50 (0.73)0.154.13 (0.62)0.104.69 (0.48)C13. Hallucinations

0.164.50 (0.73)0.164.19 (0.66)0.054.94 (0.25)C14. Data and system security

0.204.31 (0.87)0.264.44 (1.15)0.164.56 (0.73)C15. Establishment of ethics committee
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SensitivityFeasibilityImportanceIndicators

CVMeanCVMean (SD)CVaMean (SD)

0.184.25 (0.77)0.074.88 (0.34)0.134.69 (0.60)C21. Presence of a disclaimer notices

0.124.75 (0.58)0.124.44 (0.51)0.054.94 (0.25)C22. Assessment of treatment risks

0.164.56 (0.73)0.144.50 (0.63)0.084.81 (0.40)C23. Generation of factually incorrect information

0.104.69 (0.48)0.184.44 (0.81)0.074.88 (0.34)C24. Violation of medical compliance

0.184.19 (0.75)0.114.63 (0.50)0.124.75 (0.58)C31. Emergency response mechanisms

0.184.38 (0.81)0.074.88 (0.34)0.084.81 (0.40)C32. Access management for minors

aCV: coefficient of variation.

Table 6. Revisions to indicators based on the first round of consultation.

ExplanationActionIndicators

The CVa value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

Retained1. Ethics and compliance

The CV value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

RetainedC1. Ethics and safety

The CV value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

RetainedC2. Medical compliance

The CV value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

RetainedC3. Risk prevention mechanism

Renamed to “Health Information Inquiry Ability” for better accuracy.ModifiedA1. Information inquiry ability

Renamed to “Ethics” for better accuracy.ModifiedC1. Ethics and safety

Poor feasibility based on evaluation criteria.DeletedA13. Relevance of inquiry content

Poor feasibility based on evaluation criteria.DeletedA15. Rationality of interaction rounds

Low importance and sensitivity.DeletedA23. Coverage of consulted diseases

Some experts noted overlap with A21 “Accuracy of disease reasoning,” but reasoning
for complex diseases provides distinct model evaluation value.

RetainedA24. Diagnostic ability for complex
diseases

Overlaps with A31 “Accuracy of treatment recommendations.”DeletedA25. Use of medical terminology

The CV value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

RetainedA26. Frequency of medical knowl-
edge update

Low evaluation value under C3 “Risk prevention mechanism.”DeletedA33. Personalization of treatment
advice

Renamed to “Perceived reliability” for better accuracy.ModifiedB12. Information reliability

Renamed to “Perceived responsiveness” for better accuracy.ModifiedB13. Intelligent responsiveness

Belongs to model-level indicators, not a primary assessment focus.DeletedC14. Data and system security

The CV value for feasibility is ≥0.25. It is recommended to decide whether to retain
it based on the results of the second round of consultation.

RetainedC15. Establishment of ethics commit-
tee

Overlaps with evaluation under A2 “Health problem reasoning ability.”DeletedC22. Assessment of treatment risks

Some experts believe that this indicator belongs to the model admission criteria and
suggest deleting it. However, this mainly evaluates the low-risk violations that may
exist in the model and has evaluation value

RetainedC24. Violation of medical compliance

The risk prevention mechanism should include detailed privacy clauses to clarify
the purpose and scope of collecting user information, as well as whether the collected
information is shared with third parties

AddedC33. Presence of privacy terms

aCV: coefficient of variation.
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Table 7. Scores of indicators in the second round of consultation.

SensitivityFeasibilityImportanceIndicators

CVMean (SD)CVMean (SD)CVaMean (SD)

First-level indices

0.134.73 (0.59)0.124.40 (0.51)0.074.87 (0.35)A. Health consultation capability

0.144.60 (0.63)0.104.67 (0.49)0.104.67 (0.49)B. User experience

0.144.33 (0.62)0.164.20 (0.68)0.054.93 (0.26)C. Ethics and compliance

Second-level indices

0.094.80 (0.41)0.144.60 (0.63)0.094.80 (0.41)A1. Health information inquiry ability

0.174.47 (0.74)0.144.33 (0.62)0.104.73 (0.46)A2. Health problem reasoning ability

0.194.47 (0.83)0.174.40 (0.74)0.124.80 (0.56)A3. Treatment recommendation generation ability

0.144.60 (0.63)0.104.67 (0.49)0.104.67 (0.49)B1. Service quality experience

0.074.87 (0.35)0.214.20 (0.86)0.074.87 (0.35)C1. Ethical compliance

0.124.40 (0.51)0.174.40 (0.74)0.074.87 (0.35)C2. Medical compliance

0.174.33 (0.72)0.144.53 (0.64)0.054.93 (0.26)C3. Risk prevention mechanism

Third-level indices

0.054.93 (0.26)0.144.60 (0.63)0.074.87 (0.35)A11. Accuracy in understanding user needs

0.114.60 (0.51)0.184.20 (0.77)0.114.60 (0.51)A12. Completeness of user information collection

0.184.20 (0.77)0.144.60 (0.63)0.144.60 (0.63)A13. Logical sequence of inquiries

0.104.67 (0.49)0.144.53 (0.64)0.104.67 (0.49)A14. Recognition ability of multimodal information

0.144.47 (0.64)0.204.07 (0.80)0.144.47 (0.64)A15. Personalization of communication style

0.104.67 (0.49)0.144.33 (0.62)0.094.80 (0.41)A21. Accuracy of disease risk reasoning

0.144.47 (0.64)0.164.53 (0.74)0.074.87 (0.35)A22. Consistency of repeated judgments

0.174.40 (0.74)0.204.13 (0.83)0.194.47 (0.83)A23. Diagnostic ability for complex diseases

0.194.33 (0.82)0.194.33 (0.82)0.144.60 (0.63)A24. Frequency of medical knowledge updates

0.174.33 (0.72)0.204.13 (0.83)0.124.80 (0.56)A25. Interpretability of disease reasoning

0.164.67 (0.72)0.174.47 (0.74)0.054.93 (0.26)A31. Accuracy of treatment recommendations

0.214.27 (0.88)0.144.40 (0.63)0.144.53 (0.64)A32. Comprehensiveness of treatment recommendations

0.194.27 (0.80)0.174.40 (0.74)0.164.53 (0.74)A33. Operability of treatment recommendations

0.144.33 (0.62)0.104.73 (0.46)0.124.47 (0.52)B11. Interface friendliness

0.104.67 (0.49)0.144.53 (0.64)0.124.80 (0.56)B12. Perceived reliability

0.134.67 (0.62)0.104.73 (0.46)0.104.67 (0.49)B13. Perceived responsiveness

0.114.33 (0.49)0.164.27 (0.70)0.104.67 (0.49)B14. Perceived safety

0.184.07 (0.73)0.174.43 (0.76)0.174.21 (0.70)B15. Emotional identification

0.144.53 (0.64)0.174.40 (0.74)0.074.87 (0.35)C11. Bias

0.144.53 (0.64)0.134.67 (0.62)0.094.80 (0.41)C12. Privacy

0.164.60 (0.74)0.154.07 (0.59)0.104.67 (0.49)C13. Hallucination

0.184.20 (0.77)0.164.67 (0.72)0.094.80 (0.41)C14. Establishment of ethics committee

0.164.27 (0.70)0.054.93 (0.26)0.074.87 (0.35)C21. Presence of a disclaimer notices

0.074.87 (0.35)0.104.67 (0.49)0.005.00 (0.00)C22. Generation of factually incorrect information

0.104.73 (0.46)0.074.87 (0.35)0.054.93 (0.26)C23. Violation of medical compliance

0.134.67 (0.62)0.104.67 (0.49)0.124.80 (0.56)C31. Emergency response mechanisms

0.144.60 (0.63)0.074.87 (0.35)0.094.80 (0.41)C32. Access management for minors

0.174.40 (0.74)0.094.80 (0.41)0.094.80 (0.41)C33. Presence of privacy terms
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aCV: coefficient of variation.

Table 8. Final weight coefficients of indicators.

WeightFirst-, second-, and third-level indices

0.4112A. Health consultation capability

0.1272A1. Health information inquiry ability

0.0648A11. Accuracy in understanding user needs

0.021A12. Completeness of user information collection

0.0122A13. Logical sequence of inquiries

0.0219A14. Recognition ability of multimodal information

0.0073A15. Personalization of communication style

0.0821A2. Health problem reasoning ability

0.0389A21. Accuracy of disease risk reasoning

0.0182A22. Consistency of repeated judgments

0.0094A23. Diagnostic ability for complex diseases

0.0056A24. Frequency of medical knowledge updates

0.01A25. Interpretability of disease reasoning

0.2019A3. Treatment recommendation generation ability

0.1216A31. Accuracy of treatment recommendations

0.0562A32. Comprehensiveness of treatment recommendations

0.0241A33. Operability of treatment recommendations

0.1107B. User experience

0.1107B1. Service quality experience

0.0072B11. Interface friendliness

0.0456B12. Perceived reliability

0.0132B13. Perceived responsiveness

0.0336B14. Perceived safety

0.0111B15. Emotional identification

0.4781C. Ethics and compliance

0.1933C1. Ethical compliance

0.0539C11. Bias

0.0491C12. Privacy

0.0697C13. Hallucination

0.0205C14. Establishment of ethics committee

0.1696C2. Medical compliance

0.0161C21. Presence of a disclaimer notices

0.0889C22. Generation of factually incorrect information

0.0646C23. Violation of medical compliance

0.1152C3. Risk prevention mechanism

0.0605C31. Emergency response mechanisms

0.0362C32. Access management for minors

0.0185C33. Presence of privacy terms
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Weight Determination of Each Indicator
The AHP was used to calculate the weights of each indicator,
with higher weights indicating greater importance in evaluating
the quality of health conversational AI. In this study, all
consistency ratio values of the judgment matrices were
automatically adjusted using Yaahp and were found to be less
than 0.10, indicating good consistency across all matrices.

The final weight coefficients of all indicators are shown in Table
8. Among the primary indicators, the ranking by weight from
highest to lowest was as follows: ethics and compliance
(0.4781), health consultation capability (0.4112), and user
experience (0.1107).

Discussion

Principal Findings
As AI becomes increasingly integrated into health care, HCAI
is being used more widely in health communication, clinical
decision support, and consultation. Establishing a scientific and
systematic quality evaluation framework is therefore essential.
Although several evaluation systems have been developed,
many still focus primarily on accuracy or clinician-oriented
indicators, neglecting critical aspects of real-world product use
and comprehensive safety assessment. They pay limited
attention to the comprehensive integration of user experience,
ethical and compliance considerations, and the robust assessment
of multiturn interactions, all of which are essential for HCAI
in real consultation settings. Addressing these gaps is critical
for improving the quality, safety, and effectiveness of HCAI.

This study employs the Delphi method and AHP to develop an
evaluation index system that reflects the perspectives of
physicians, users, and regulators, and makes 3 key contributions
addressing the limitations of prior work. First, our system is
constructed from the perspective of HCAI as an end-user product
for daily health consultation, rather than focusing solely on
clinical-task performance. Second, it encompasses 3 core,
balanced dimensions: health consultation capability, user
experience, and ethics and compliance. Third, by using the AHP
methodology, the framework supports systematic and
operational evaluation through weighted, hierarchical criteria.
By addressing these dimensions and the shortcomings of existing
frameworks, the proposed system provides a more
comprehensive structure that aligns with the real-world needs
of HCAI services. The framework provides a theoretical
foundation for empirical research, guides practical optimization,
and serves as a valuable reference for improving HCAI
evaluation standards worldwide.

Scientific Validity and Rationality of the Evaluation
Index System
The final evaluation index system developed in this study
comprises 3 primary indicators, 7 secondary indicators, and 28
tertiary indicators. Its structure is comprehensive and
well-organized, demonstrating both scientific rigor and practical
relevance.

First, the design of the index system was grounded in existing
literature, industry standards, and expert consensus. It

incorporated both domestic and international approaches to
HCAI evaluation, ensuring a solid theoretical foundation and
methodological relevance.

Second, the study employed 2 rounds of Delphi expert
consultation, combined with AHP for weight assignment,
integrating both qualitative judgment and quantitative analysis.
Expert opinions showed increasing convergence across rounds,
with statistically significant coordination coefficients, indicating
a high level of consensus and enhancing the credibility of the
evaluation system.

Third, the experts involved in the study were highly
representative across disciplines, including health management
and policy, medical ethics, computer science, health law, and
hospital administration. The panel comprised both academic
researchers and experienced practitioners, ensuring a balance
of theoretical insight and practical expertise. This
interdisciplinary and diverse expert composition enhanced the
scientific validity of the evaluation system and conformed to
established Delphi methodology standards for expert selection
and quality assurance [55,56].

Finally, the experts demonstrated high levels of engagement,
authority, and consistency throughout the process, significantly
enhancing the reliability of the study’s findings [57]. Both
rounds of the Delphi consultation achieved a 100% response
rate (16 and 15 experts in rounds 1 and 2, respectively), with a
total of 39 modification suggestions proposed, reflecting active
participation and strong interest from the expert panel. The Cr
values in both rounds exceeded 0.8, confirming the reliability
of expert judgments. Additionally, the P values of Kendall W
were all below 0.05, indicating a high level of agreement in
weight assessments and providing a solid foundation for the
reliability of the constructed index system.

Analysis of Indicator Weights
The weights of the 3 primary indicators are shown in Table 8:
ethics and compliance (0.4781), health consultation capability
(0.4112), and user experience (0.1107). These results indicate
that ethics and compliance carries the greatest weight in the
quality evaluation of HCAI, underscoring its importance as a
key dimension for building safe and trustworthy AI systems.

Health consultation capability, which reflects the AI’s
professional value and its ability to deliver knowledge-based
services, also accounts for a substantial proportion of the overall
weight. By contrast, user experience carries a relatively lower
weight. This may be because current HCAI products and
applications are still in the early stages of development, leading
experts to prioritize system safety, compliance, and functionality
during the evaluation process, while user interaction is
considered a secondary factor.

At present, many HCAI systems face significant risks related
to algorithmic bias, data privacy breaches, hallucinations, and
lack of medical compliance [58-60]. These risks are closely
associated with the ethics and compliance dimension of the
evaluation system. Among the tertiary indicators in this study,
several related to ethical and safety concerns received relatively
high weight values, including “generation of factually incorrect
information” (0.0889), “hallucination” (0.0697), “violation of
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medical compliance” (0.0646), and “emergency response
mechanisms” (0.0605). These results indicate that truthfulness,
safety, and regulatory compliance of AI-generated content are
critical components in assessing the quality of HCAI. In clinical
settings, inaccurate recommendations or breaches of patient
privacy can have serious consequences and must be addressed
as a priority. This finding aligns with concerns raised by other
researchers. For instance, some studies have reported that AI
in health care may generate hallucinations—that is, inaccurate
or fabricated content that could compromise clinical
decision-making and patient safety [61]. Wang et al [62] also
noted that LLMs may not achieve complete deidentification of
training data, thereby raising the risk of exposing sensitive user
information.

Within the health consultation capability dimension, the highest
weight was assigned to “treatment recommendation generation
ability” (0.2019). Among its tertiary indicators, “accuracy of
treatment recommendations” (0.1216) and “comprehensiveness
of treatment recommendations” (0.0562) were assigned
relatively high weights. This indicates strong expert attention
to whether AI systems can accurately assess users’ health
conditions and provide reliable and helpful advice. These
findings are highly consistent with previous studies by Lukac
et al [63] and Liu et al [64], both of whom emphasized the
importance of AI’s ability to generate dependable treatment
recommendations. In addition, the tertiary indicator “accuracy
in understanding user needs” (0.0648), under the category of
“health information elicitation ability,” and “accuracy of disease
reasoning” (0.0389), under “health problem reasoning ability,”
also received relatively high weights. This suggests that, at the
current stage, experts continue to view AI’s capabilities in
understanding user intent and providing accurate reasoning as
important considerations.

In comparison, although the user experience dimension received
a relatively lower overall weight, certain indicators, such as
“perceived reliability” (0.0456) and “perceived safety” (0.0336),
still accounted for a meaningful proportion. This reflects the
significant impact of users’ perceived trust in AI systems on
actual usage experiences. Previous studies have shown that trust
is one of the key determinants influencing users’ acceptance
and use of conversational AI tools such as ChatGPT [65]. In
the health care context, user trust in AI technologies is also
considered a critical factor affecting their broader adoption and
application [66]. Moreover, some studies have found that,
compared with traditional information channels such as online
health websites, HCAI systems are better positioned to meet
users’ needs for immediacy and convenience during health
information-seeking. This is largely due to their ability to engage
in real-time interaction and provide personalized responses [67].
These findings further suggest that, in the ongoing optimization
of HCAI, user experience should not only be regarded as a key
factor influencing technology acceptance but also as a critical
lever for enhancing system usability and fostering trust between
humans and machines.

Policy Recommendations
In summary, the development of HCAI remains at an early
stage. Ethics and compliance has emerged as the most critical

evaluation dimension, while health consultation capability serves
as the core functional foundation. Although user experience
holds a relatively lower weight, it still plays a significant role
in promoting the adoption and practical application of HCAI
systems. To further advance the development of HCAI, this
study proposes the following policy recommendations:

First, regulatory authorities around the world have imposed
increasingly stringent requirements on HCAI-related products.
For example, the European Union’s Artificial Intelligence Act
[68] mandates a comprehensive regulatory framework for
high-risk AI systems, including those used in health care,
covering both premarket and postmarket phases [68].
Singapore’s Model AI Governance Framework for Generative
AI emphasizes the importance of continuous evaluation and
improvement across the entire life cycle of AI systems [69].
Similarly, China’s Interim Measures for the Management of
Generative Artificial Intelligence Services clearly stipulate
dynamic supervision and safety monitoring of AI products after
their deployment [70]. In light of this, it is recommended that
the evaluation index system developed in this study be used as
the basis for establishing a full–life cycle quality assessment
mechanism for HCAI. This mechanism should encompass
product development, testing, deployment, and application.
Furthermore, efforts should be made to promote its
transformation into a widely accepted industry framework
through supportive policy initiatives. Such an approach would
facilitate the regular evaluation of HCAI products and enable
dynamic supervision and continuous quality improvement.

Second, the performance of HCAI systems should be
continuously optimized across 3 key dimensions: model
capability, ethics and compliance, and user experience. In terms
of model capability, targeted training and fine-tuning should be
conducted on tasks such as health information elicitation, disease
diagnosis, and treatment recommendation to improve the
system’s medical professionalism and response accuracy. For
ethical and safety considerations, it is necessary to establish a
regulatory framework that covers data processing, model
outputs, and information usage. This framework should clearly
define accountability and responsibility in high-risk scenarios
and include mechanisms to prevent misinformation and breaches
of privacy. Regarding user experience, improvements should
focus on core indicators such as “perceived safety” and
“perceived reliability.” This can be achieved by refining
language logic, setting boundary warnings, incorporating source
attribution, and integrating human-in-the-loop mechanisms.
These measures are essential to enhance user understanding of,
and trust in, the system.

Finally, HCAI is expected to move beyond the constraints of
online consultation platforms and mobile apps. By helping users
recognize their own health conditions, understand disease-related
knowledge, and enhance early screening, diagnosis, and
treatment, HCAI has the potential to improve health literacy
and overall well-being. It may thus become a convenient and
trustworthy health gatekeeper for the public. HCAI can also be
integrated with health care service institutions and medical
consortia to support the accuracy and feasibility of hierarchical
diagnosis and treatment systems. To promote the effective
application of HCAI in diverse scenarios, such as
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self-assessment and diagnosis, intelligent triage, chronic disease
follow-up, and care of older adults, it is necessary to adjust the
structure and weight allocation of existing evaluation
frameworks. Capability indicators should be refined based on
the characteristics of specific tasks, with a particular focus on
the model’s adaptability and service effectiveness across
different use cases. These efforts will help strengthen the
professional performance of HCAI systems in multiple contexts
and enhance the overall level of intelligent health care services.

Strengths and Limitations of Research
Unlike most previous expert consultation studies, this research
assessed not only the importance of each indicator but also its
sensitivity and feasibility, thereby enhancing the practicality of
the constructed evaluation index system [71]. The findings of
this study help address a critical gap in the evaluation of HCAI
quality. The developed index system can be applied to assess
the service quality of existing HCAI systems, identify
weaknesses in consultation capability, user experience, ethics
and compliance, and provide theoretical support for future
product optimization and model iteration. This contributes to
the standardized and high-quality development of HCAI.
Furthermore, the evaluation system may serve as a reference
for industry regulation. It offers a quantitative tool for
government agencies, technology platforms, and health care
providers to establish standards, identify risks, and improve
service quality.

This study has several limitations. First, the expert panel
consisted of 15-16 professionals from China. Although the panel

was selected to ensure domain expertise, the limited sample
size and geographic scope may affect the diversity and
generalizability of perspectives. Future research should consider
expanding the pool of experts to enhance the authority and
generalizability of the conclusions. Second, although this study
proposed a structured and multidimensional evaluation
framework for HCAI, its practical utility has not yet been
validated in real-world settings. While detailed assessment
criteria for each third-level indicator are provided in Multimedia
Appendix 2, further refinement of operational thresholds and
performance benchmarks will be needed to support practical
application. Additional empirical validation is required to assess
the framework’s applicability and adaptability across different
scenarios.

Conclusions
This study developed a quality evaluation index system for
HCAI, consisting of 3 primary indicators, 7 secondary
indicators, and 28 tertiary indicators. Expert scoring results
indicated that the dimension of “ethics and compliance” had
the highest weight, followed by “health consultation capability.”
This suggests that, when evaluating the quality of health-related
AI systems, priority should be given to information security,
medical compliance, and risk management. The study combined
the Delphi method with the AHP to ensure the scientific validity
of the evaluation indicators and the rationality of their weight
distribution. The proposed evaluation framework provides a
theoretical reference for the assessment and optimization of
HCAI systems.
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Abstract

Background: Assistive robotics for helping older people live well and stay independent has, to date, failed to fulfill its promise:
there are few assistive robots in everyday use. In part, this failing can be attributed to inadequate or missing co-design activities
that would ensure that these technologies and any services that incorporate them are developed with prospective end users,
addressing their actual needs and wants, and not merely for them, and based on lazy assumptions about heterogeneous user
groups.

Objective: This exercise aimed to address some of these limitations by taking a “phenomenological snapshot” of what it means
to be an older person in the current sociotechnological context, and making this snapshot, along with the co-design materials
developed, available to the wider assistive robotics community to provide solid foundational evidence for steering the development
of assistive robotics in more productive directions.

Methods: Two rounds of co-design workshops have been conducted with older people and their caregivers, based on an
innovative methodology that used personas and speculative designs to explore sensitive everyday difficulties faced by participants
and highlight some of their general wishes for and concerns about assistive robotics. The data collected during the workshops
were analyzed, and key themes were extracted.

Results: Analysis of the workshop data gives access to the lived experience of older people and their caregivers, and their
opinions about domestic robotics and assistive technologies more generally. The findings are organized thematically as everyday
difficulties, the daily problems faced by older people; ideas for aging better, older people’s own suggestions for how their lives
could be improved; and living with technology, their preferences and requirements for assistive robots, along with their concerns
about what the introduction of robots might mean, both for themselves and for society more widely.

Conclusions: We believe that our findings provide solid foundational evidence for the development of assistive robotics for
older people. We are in the process of disseminating these results through various channels to the wider assistive robotics
community; ultimately, the success of our activities will be demonstrated only through the development of acceptable, useful,
and viable assistive robotics for older people.

(J Med Internet Res 2026;28:e77179)   doi:10.2196/77179
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Introduction

Emergence Network
Emergence is a UK-wide initiative created to foster innovation
in the field of assistive robotics for older people, especially
people living with frailty, and to facilitate the “emergence” of
robots from research laboratories into service. The network is
coordinated by a team of academic researchers and, in addition
to other academic partners, members include health, social care,
and housing providers, regulators, and robotics industry
representatives, who provide clinical focus and business acumen
to anchor its activities. The network was launched in early 2022
and is led by the University of Nottingham, with the support of
coinvestigators from Heriot-Watt University, the University of
Hertfordshire, the University of Sheffield, and Sheffield Hallam
University.

More specifically, the objectives of Emergence are to promote
the development of domestic assistive robotics that will improve
the quality of life and independence of older people by enabling
better self-management of frailty and age-related issues, by
helping with activities of daily living, by assisting rehabilitation
activities, and by supporting health care professionals to make
tailored interventions to slow decline or to improve resilience.
The primary impetus behind the establishment of the network
was the observation that, despite the undoubted effort and
resources that had been directed at the task, few assistive robots
for older people are in general use (see, for example, the book
by Wright [1]). Plausible factors that may have contributed to
this include a poor appreciation of the needs and wants of older
people, of the wider psychological, social, and clinical
considerations, and of the challenges and practicalities of
operation in noisy real-world domestic environments.

One fundamental pillar of the Emergence network is the
proposition that this general lack of understanding of use
contexts can be addressed through a rigorous and ongoing
co-design exercise involving people from the target user groups,
with the results of this exercise guiding assistive robotics
development.

Frailty
Frailty is “a common clinical syndrome in older adults that
carries an increased risk for poor health outcomes, including
falls, incident disability, hospitalization, and mortality” [2]. It
is characterized by the “loss of biological reserves across
multiple organ systems,” leading to clinical vulnerability to
stressful episodes [3]. While it is not an inevitable consequence
of aging, frailty is common among older people, and its extent
and severity can vary significantly from individual to individual.
Many older people who live with a health condition (or with
multimorbidity) or with a disability will also be living with
frailty: the one can contribute to or exacerbate the other. It can
affect a person’s physical and cognitive abilities, to the detriment
of their wider health and well-being, and can limit their

day-to-day functioning [4]. Frailty, when it does occur, is not
a static condition: it can become worse, but there is evidence
to suggest that, with the right interventions, it can be reversed
to some extent [3].

When it comes to characterizing frailty, there are currently 2
dominant models [5]. The “(cumulative) deficit model” of frailty
[6,7] assumes that frailty derives from an accumulation of
“deficits” (which might be disabilities, health conditions, or
psychosocial factors) that, individually and cumulatively,
increase a person’s vulnerability to stressful events. The second
prevailing model is the “phenotype model” of frailty, in which
an individual who manifests at least 3 of a set of 5 criteria for
frailty (weight loss, low physical activity, exhaustion, slow
walking speed, and physical weakness) is considered to be frail
[4].

These models have their uses when considering whether an
individual, in a health or care context, might require additional
support or could benefit from some remedial intervention.
However, they are less useful when it comes to understanding
people’s lived experience of frailty—and, by extension, for
developing practical assistive technologies, including robotics,
to support people living with the condition. The impact of
deficits or of physical manifestations will vary from person to
person, depending on their living circumstances, their tastes,
their responsibilities and roles, and their hobbies and interests.
Hence, while both the deficit model and the phenotype model
can provide suggestions of where assistance might be needed,
they also promote a narrow (and negative) view of people with
frailty as deficient, a view that excludes a more rounded
consideration of their lives that acknowledges their abilities
(see the study by Lang et al [8]).

To take an example, clinical tests might reveal a loss of grip
strength. The everyday impact of this on an individual might
be felt in their inability to open jars of their favorite food (which
might then have the knock-on effect of reducing the amount
they are eating, leading to weight loss). Whereas the clinical
model might suggest more-or-less generic remedial strength
exercises—that is, focusing on the deficit or symptom and
“treating” it—a more complete understanding of the individual’s
experience opens up the design space to suggest other, perhaps
complementary, approaches encompassing the technological (a
jar-opening robot), the environmental (redesigned food
packaging), the social (a personalized meal delivery service),
and so on. Any of these “interventions,” or perhaps some
combination of them, might be more acceptable to,
appropriate—and, ultimately, effective—for the individual in
question. The goal of the research reported in this paper is to
provide a co-design counterbalance to the prevalent clinical
models in the form of a snapshot of the lived experience of older
people, one that encompasses their views of the digital world
and, especially, robotics.
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Assistive Robotics for Healthy Aging
Assistive robotics could help older people living with frailty,
long-term health conditions, and disabilities to live more
independent, more dignified, and more fulfilling lives.
Moreover, services incorporating assistive robotics could play
a role in plugging the gap in care provision that is being felt in
many countries as their populations age, and they experience
shortages of care staff. Many of the assistive robotics
development projects undertaken have addressed one or other
aspect of care provision for older people. These have typically
taken the form either of, on the one hand, physically assistive
robots (eg, for mobility support [9,10], exercise training [11]
and help with eating [12]) or, on the other hand, of socially (or
clinically) assistive robots—recent contributions have focused
on stimulation [13], companionship [14,15], assessment tasks
[16,17], monitoring [18-21], and remote visits or consultations
[22]. It will be noted that both physically and socially assistive
robots each tend to address only 1 or 2 aspects of frailty (care);
as such, none of these robots can be said to be “for frailty” in
its widest sense, if, indeed, such a thing is even possible.
Notwithstanding these and other encouraging feasibility studies,
undertaken both in laboratories and, on occasion, in people’s
homes, care homes, or clinical settings, this effort has yet to
translate into anything approaching scale-up of production and
widespread adoption. Despite years of research and
development—and not inconsiderable financial investment—few
assistive robots are actually deployed in the real-world to
provide care or assistance to older adults [1].

At a technical level, it is undoubtedly extremely challenging to
provide robotic assistance in a safe, sensitive, timely, responsive,
respectful, reliable, and trustworthy manner to, with, and around
ordinary people—who may have sensory, cognitive, or physical
impairments—as they go about their everyday lives. However,
the task has not been made any easier by basing design decisions
on often unfounded or simplifying preconceptions of older
people’s needs, wants, and circumstances. In Emergence, we
want to address this issue through the effective co-design of
assistive robotics.

Co-Design of Assistive Robotics
Conventional design practices can result in “solutions” that
leave end users with a sense of alienation and exclusion
(especially where new or unfamiliar technologies are deployed),
and the (entirely accurate) impression that the product or service
has been designed “for them” and not “with them.” It is likely
that such products or services will not be adopted or quickly
fall into disuse, unless their users have no alternative, when
they will be used under duress and with little pleasure, and
possibly with limited success. This failing becomes particularly
significant in assistive technology contexts (and in health and
care contexts more generally), where outcomes relate directly
to the health and well-being of the end user. Co-design practices
seek to address this failing by increasing the involvement of
external stakeholders, and, in particular, end user representatives,
in design and development processes, particularly during the
earliest phases of design when, as is widely acknowledged, any
incorrect decisions taken are significantly more difficult (and
costly) to rectify later on. Co-design is a term given to a broad

range of participatory techniques and methodologies whose
underlying objective is to improve the acceptability and value
of products and services by involving representative target users
in their development [23]. During co-design, the role of the
external actors can range from the relatively passive (such as
critiquing alternative designs put to them) through more engaged
modes (helping to define requirements or brainstorming potential
solutions) to effectively becoming embedded in the design team
and contributing to all stages of the development process.

There have been previous co-design exercises involving older
people (for examples see other studies [22-27]). However, these
exercises also underscore that co-design is not easy, with no
single methodology; that access to the right stakeholders at the
right time is not a given; that it is costly, in terms of both money
and time; that participants find it difficult to shake
preconceptions about robots and the roles they can play; and
that, in the final analysis, it does not guarantee success.

Aim
Given what is at stake, however, none of these is a reason not
to do co-design; rather, they are reasons to devote sufficient
resources and care to try to do it better. The work reported in
this paper aims to provide assistive robotics for older people
with sturdy, co-designed foundations. Specifically, we have
performed an extensive early-stage co-design activity with older
people through which we hope to understand some of the current
everyday problems facing people and their general requirements
and attitudes toward hypothetical robotics solutions to some of
those problems. We have undertaken this activity with the
intention of collating the results and then sharing them as widely
as possible among the assistive robotics community and, in this
way, to provide a rich seam of foundational evidence for
researchers and developers who otherwise lack the skills,
wherewithal, or opportunities for engaging in early-stage
co-design with older people. Ultimately, we intend to steer
assistive robotics for older people in directions that are more
likely to lead to the development of assistive robot services that
provide genuine value for their users.

Methods

Emergence Co-Design Exercise
The objective of the co-design exercise was to take a
“phenomenological snapshot” of frailty and aging, that is, one
that positions the individual at the center of the enquiry [28] to
complement the clinical models described above by capturing
people’s everyday experiences of frailty and aging. Moreover,
the aim was to do this in such a way as to avoid some of the
weaknesses of previous co-design in this field by expressly not
focusing on any specific task or assuming as a basis any specific
robot platform. This snapshot would encompass the physical,
psychological, and social effects of aging, as well as the role
that innovations (not necessarily technological) could play in
mitigating negative effects and improving people’s lives, and
any constraints under which such innovations must operate if
they are to be acceptable. As stated, the primary purpose of
capturing such a snapshot is to provide guidance and support
for the early stage (conceptual design) development of assistive
technologies, specifically assistive robotics. However, the
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snapshot could play a role beyond this, informing a variety of
interventions and improvements, and educating those involved
in the care and support of older people.

Moreover, it was imperative that the snapshot be accessible and
communicable to a wide network of robotics and technology
researchers, designers, and developers, and in such ways as to
encourage the development of appropriate assistive robotics
solutions. This, we hoped, would help to overcome the problems
of a lack of expertise, experience, and resources for performing
co-design, and of limited access to participants.

As mentioned above, there is no single methodology for
co-design, although a number of different approaches have been
suggested. Here, we adopted a selection of approaches and tools,
intended to give us access to complementary information and
in such a way as to hold the participants’ interest and keep them
engaged.

Co-Design Methodology

Overview
Workshops were run in 3 different locations (corresponding to
the locations of academic partners in the Emergence network)
in the United Kingdom. The workshops were “paired” at each
location: an initial, “lived-experience” workshop was followed
by a “speculative-critique” workshop.

Lived-Experience Workshops
The lived-experience workshops were designed to enquire into
the needs and aspirations of older people living with frailty, the
everyday realities of their lives, their living environments and
social activities, and the benefits and frustrations of modern
life, and, inevitably, of modern technologies (although the

workshops were not designed to discuss technologies
specifically). Participants were encouraged to identify any
opportunities for assistive technologies, including robotics, to
play a role in older people’s lives.

To facilitate these workshops, we used personas as a starting
point for group discussions. Personas are descriptions of
fictitious individuals and have been widely used to motivate or
contextualize co-design or innovation processes [29]. A total
of 10 personas were developed for the Emergence workshops.
We decided to develop these by drawing on our previous
research [30] and existing data-based resources such as the
CURE-Elderly-Personas set [31], which were adapted and
extended to be more relevant to the United Kingdom context
and to focus on the specific characteristics of the populations
of interest to Emergence.

These personas depict, in easy-to-digest formats, the
backgrounds, health status, and characteristics of fictitious older
people, each of whom can be classed into 1 of 3 broad
categories: prefrail but managing; vulnerable or living with mild
frailty; or living with moderate-to-severe frailty. It was
envisaged that having personas with different experiences of
frailty would allow us to explore different intervention contexts
and make comparative assessments of needs and wants. Before
use, the personas were validated to be representative of people
living with frailty by the Emergence steering groups, comprising
health and social care professionals and people with lived
experience of frailty. The group also reviewed the terminology
used for possible infelicities or offence. Examples of the
personas developed for and used in the workshops are shown
in Figures 1 and 2. The personas have been made publicly
available to allow their use in other co-design exercises.
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Figure 1. “Michael,” one of the personas developed for the lived-experience workshops.

Figure 2. “Dorothy,” one of the personas developed for the lived-experience workshops.

Personas can be used in different ways within design and
innovation processes. Here, the primary role of the personas
was to aid our participants within the co-design activities to

“transfer” their own needs, wants, opinions, difficulties, and
coping strategies onto fictional others, thereby avoiding
potentially sensitive, embarrassing, or otherwise inhibiting
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discussions of a personal nature, allowing us obliquely to broach
frailty and other issues related to aging. More specifically, they
would be used in the context of discussions of different
“episodes” of the persona’s typical daily routine:

• Getting up: including waking, toileting, washing and
bathing, dressing, and medication.

• Mealtimes and snacks: including planning meals, food
preparation, ordering food, utensil operation, cooking,
eating, drinking, washing up, remembering to eat and drink
enough, and maintaining a balanced diet.

• Household chores: including cleaning the house, heating
the house, laundry, everyday repairs and maintenance,
looking after pets, and household management (payment
of bills, etc).

• Out and about: including getting around (walking, driving,
and public transport), going to the hairdressers, going to
the supermarket, going to the bank or post office, going to
the doctor’s, buying items, carrying things, and outdoor
exercise.

• Socializing and pastimes: including home entertainment
(television, music, internet, and puzzles), gardening,
meeting friends and family, receiving guests, indoor
exercise, and outside entertainment (cinema, concerts,
bingo, book groups, walking groups, etc).

• Bedtime: including taking medicine, switching off and
locking up, climbing stairs, getting to sleep, and getting up
in the night.

Working in small groups consisting of 3 or 4 participants, each
of which would be allocated 2 personas and 3 daily episodes,
the lived-experience workshop participants were asked to
consider what difficulties the episodes might present for those
personas and what opportunities they can see for making the
personas’ lives easier. Following a break, the groups were then
asked to consider each of the difficulties or opportunities and
reach some consensus about: how frequently it occurs (daily,
weekly, monthly...?); how prevalent it is (encountered by most,
some, or just a few people?); and how consequential it is (does
it have a large, medium, or small impact on people’s ability to
get by?). The answers to these questions would allow us to
assess the significance of the difficulties and opportunities, and
hence to prioritize them as objectives for assistive technologies.

The group discussions were facilitated by members of the
research team who took notes as participants spoke, displaying
these on whiteboards for immediate validation by participants.
The discussions were audio-recorded for future verification and
analysis.

In addition, the workshops were documented by a professional
illustrator with experience in supporting academic workshops.
Graphic facilitation can capture ideas in the form of easily
digestible pictures, and can visualize the progression of and
relationships between concepts discussed [32]. These
illustrations would also represent the findings of a workshop in
an easily accessible format, for reflection (and validation) during
and after the workshop [33]. This was felt to be a particularly
important aspect in this case, since one of our objectives was
to communicate, in as readily accessible a manner as possible,
the results to the wider assistive robotics development

community. The illustrator was briefed as to the purpose and
structure of the workshops, and then given free rein to move
among the group discussions and capture any parts of the
discussions that seemed to them both significant and susceptible
to pictorial expression (they would also incorporate text, often
quoting participants verbatim, into their illustrations). The
illustrator attended and illustrated all the lived-experience
workshops; they were unable to attend the subsequent
speculative-critique workshops (but would supply the
illustrations used to facilitate these workshops, as described
below).

Speculative-Critique Workshops
The speculative-critique workshops would be structured around
several “speculative designs” of assistive robots proposed to
address the problems or grasp the opportunities identified by
participants in the initial lived experience workshops.

These designs were in the form of a brief textual description
and a sketch of the robot in action, helping to convey both the
appearance of the robot and its use and operation. These were
not intended to constitute designs for robots that would
necessarily be developed; indeed, although the robots were
intended to be realistic, in the sense of their functioning and
behaviors being more-or-less feasible in the short term given
current developments and directions in robotics research and
development, they did not need to be feasible at the time of the
workshops given the current state-of-the-art. Instead, they were
to serve as “provocations” (elsewhere, such design provocations
in the context of participatory design have been termed
“provotypes” or “provocative (proto)types” [34]). As such, these
workshops would constitute “speculative (co-)design” activities.
Speculative design [35] is an activity during which a design
proposal is presented not as a candidate for subsequent product
development but as a means to elicit concerns or highlight issues
that might otherwise remain latent, but which must be
acknowledged if the design process is to be successful. This
approach was felt to be particularly appropriate for a field such
as robotics, about which many people possess preconceived
notions. Moreover, discussing potential applications of any new
technology without concrete examples is difficult: the
speculative designs would constitute a basis for grounding
discussions around assistive robotics in something approaching
reality. Attempts to ground co-design discussions around
(prototype applications of) real, existing robots are common;
however, the obvious limitation of this approach is that the
robots in question will have already been developed to some
degree and, even when they have been developed with assistive
applications in mind, this is likely to have involved certain
assumptions on the part of the designers. Moreover, they will
almost certainly have technical shortcomings. Consequently, it
is difficult to move the discussion beyond the specific limitations
of that particular robot or envisaged application so as to capture
more general requirements for assistive robotics. We believe
that the speculative design approach gives participants more
freedom to move beyond the particular and express more general
opinions about future applications of technology [36].

The development of the speculative designs required a rapid
analysis by members of the research team (SP and MH) of the

J Med Internet Res 2026 | vol. 28 | e77179 | p.1974https://www.jmir.org/2026/1/e77179
(page number not for citation purposes)

Potter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


content of the lived-experience workshops to identify candidate
domestic tasks with which assistive robotics might help; a total
of 6 such “robots” were identified:

• Motibot (“the motivational well-being and exercise robot”)
• Foodee (“your personal cooking assistant and dietary

advisor”)
• EasyUp (a mobility assistance robot “for all life’s ups and

downs”)
• AutoReach (a cleaning robot to “keep those hard-to-reach

places spotless”)
• RoPet (a robot pet that is “your new faithful friend”)
• Toilittle (a discreet toileting robot that’s “there when most

you need it”)

Each of these was summarized in words in terms of the problem
or opportunity that the robot sets out to address (the “why” of
the robot), its projected functionalities (the “what”), and how
the robot would operate or be operated (the “how”). To aid in
communicating the designs to workshop participants, these
textual descriptions then became the brief for the illustrator to
work up a sketch of the robot “in action,” working with the
research team to imagine what form the robot could take. In
undertaking the brief, across the 6 applications, the illustrator
was asked to draw robots with a range of embodiments, sizes,
interfaces, and movement styles to elicit responses to different
design options. Figures 3 and 4 give examples of 2 of these
speculative designs in the format in which they were presented
at the workshops.

Figure 3. Motibot (“the motivational well-being and exercise robot”): one of the speculative designs developed for critique.
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Figure 4. RoPet (“meet your new faithful friend”): one of the speculative designs developed for critique.

For the speculative-critique workshops, the participants were,
once again, allocated to small groups, and asked to consider
each of the speculative designs in turn, it first having been
emphasized that the designs portray imagined, rather than real,
robots. The participants were asked whether they would like to
have the robot, and then asked for the reasons for their decision.
Participants were encouraged to ask for additional information
if this would help; facilitators were encouraged to extemporize
answers. Using different-colored notepads, the facilitators noted
separately positive and negative arguments, as well as quoting
verbatim the words of participants where these seemed
particularly pertinent. If at least 1 member of the group said
they would accept the robot, the group was then asked about
the following features of the robot:

• Appearance: what was liked and disliked about it, what size
and color it should be, what materials it should be made of,
and so on.

• Control: the extent and nature of the control that the end
user and their caregivers should have over the robot,
appropriate modalities for controlling the robot (voice,
touchscreen, smartphone app, etc), and so on.

• Performance: its operating speed, acceptable noise levels,
weight, communication, quality of movement, behavior
both when in use and when not in use, and so on.

• Practicalities: how it would fit into people’s lives and
homes, whether people would be comfortable operating

and maintaining the robot, the sort of training and assistance
they felt they might need, and so on.

• Concerns: any safety or security issues, whether the robot
seemed trustworthy, who would be trusted to develop,
supply, run, maintain the robot, and so on.

Once again, facilitators would note both positive and negative
comments: the former would constitute design requirements
(“should-haves” or “nice-to-haves”) while the latter constitute
design constraints (“should-not-haves”).

Participants
Older people do not always recognize themselves as living with
frailty and can resist being labelled as “frail”: the term has
certain negative connotations, and not all people clinically
classified as such would recognize (or welcome) the attribution
[37]. Moreover, its severity can vary dramatically, from those
who are moribund and almost completely dependent on others
to those whose coping strategies are so successful that
others–—and maybe even they themselves—might not consider
them to be living with frailty. For these reasons, we avoided
using the term “frailty” when engaging with older people and
their caregivers in these co-design activities. Moreover, we
chose not to recruit through health services because we would
then be accessing only those who, for one reason or another,
had come to the attention of those services and received an
“official” diagnosis. Instead, we focused on recruiting through
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independent-living housing providers managed by Emergence
partners and located conveniently close to the Emergence
university research centers. People aged 55 years and older were
considered “older people,” adopting the threshold age for
residency used by one of the housing providers. Even if not
living with frailty themselves, most people living in these
contexts would almost certainly know of people among their
friends and neighbors who are living with frailty. In addition,
relatives and friends who play an active role in supporting older
people, along with other caregivers, were invited to participate,
especially where they could support older people to participate
by helping with transport and mobility.

Participants were asked to attend both the lived-experience and
the subsequent speculative-critique workshops at their locations.
However, for various reasons, some participants were unable
to attend both workshops. As far as possible, the workshops
took place in locations that were convenient for participants to
attend and which, as far as possible, were close to their “natural
environments” (such as communal lounges or university
collaborative spaces) and so conducive to eliciting their
experiences, while also being appropriate for group discussions.
Likewise, workshops were scheduled for times considered most
convenient for participants. Each workshop typically lasted
around 4 hours, including breaks and refreshments. There was
an interval of approximately 2 weeks between the
lived-experience workshop and the corresponding
speculative-critique workshop, except for the last pair of
workshops, which, due to scheduling pressures, were held as
morning and afternoon sessions on the same day. Before the
workshop, participants were asked to complete a consent form
and a demographics questionnaire. At the end of the workshop,
they were invited to give feedback about the nature, structure,
and conduct of the workshop, and were each given a shopping
voucher as an honorarium to acknowledge their contribution.

Data Analysis Method
The audio recordings of the workshops were transcribed by
professional transcribers; the transcriptions, alongside the notes
collected during the workshops, were then subjected to a
thematic analysis by two of the research team, one with
experience of assistive technology development (SP), the other
with a background in industrial design and robotics (AH). The
analysis broadly followed the Framework Method [38] as
elaborated by Gale et al [39]. A phenomenological approach
was adopted for analysis, with the analysts bracketing their own
experiences and conceptions to reduce bias and focus on the
content of the participants’ contributions, paying particular
attention to their experiences and the meanings that they attached
to these. Specifically, we adopted an interpretive
phenomenological analysis, foregrounding the participants’
experiences and perceptions, while recognizing that the
researchers play an active role in interpreting these [40,41]. This

analysis was both deductive and inductive. Given the aims of
the exercise, we had a particular deductive focus on the lived
experience of aging and how this relates to opportunities for
and constraints upon assistive robotics, as dictated by the
structure of the workshops. However, within these broad topics,
we were open to themes that were not explicitly foreseen as
topics for discussion, and which arose naturally during the
workshops. Codes were first inductively identified from the
participants’utterances and then checked against the notes taken
by the facilitators. These were then clustered deductively into
higher categories which broadly mirror the structure of the
workshops, namely “difficulties with activities of daily life,”
“opportunities for facilitating activities of daily life,” “assistive
robotics design requirements,” and “assistive robotics design
constraints.” The analysts worked independently at first, then
collaborated to merge codes, resolving any discrepancies
through discussion. Several iterations of analysis, during which
codes and categories were amended, were performed until a
reasonably stable analytical framework emerged, with the first
2 themes emended to “everyday difficulties” and “ideas for
aging better,” respectively, and the last 2 merged into the more
general “living with technology” category. The transcription
and analysis of the data were carried out using the Lumivero
NVivo qualitative analysis software package. Although the
notes taken were displayed to participants for “real-time”
validation during the workshops, it was unfortunately not
feasible to ensure dependability by reconvening the participants
and presenting the analysis back to them for their approval or
correction of the framework.

Ethical Considerations
This study was approved by the Ethics Committee of the
University of Nottingham (CS-2021-R40). All participants
provided written informed consent. Privacy and confidentiality
were ensured by collecting no personally identifying data.
Participation in this study was voluntary; each participant was
given a shopping voucher (worth approximately US $30) as an
honorarium.

Results

Overview
The older people participants in the workshops were aged from
55 to 96 years. An overview of participants for each workshop
can be found in Table 1.

The examples of the illustrations produced during the
workshops, shown in Figures 5 and 6, give some idea of the
content of the discussions.

The analysis of the workshop outputs led to the formation of 3
broad, high-level categories, namely “everyday difficulties,”
“ideas for aging better,” and “living with technology.”
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Table 1. Participant information for each of the co-design workshops.

SettingParticipantsLocationWorkshop type

Relatives, friends, and
caregivers

Older people

Lounge in residential scheme1 (1 F)8 (4 Fb, 4 Mc)ALa

University collaborative space5 (3 F, 2 M)8 (5 F, 3 M)BL

University collaborative space4 (2 F, 2 M)4 (2 F, 2 M)CL

Lounge in residential scheme2 (2 F)5 (3 F, 2 M)ASd

University collaborative space3 (2 F, 1 M)8 (5 F, 3 M)BS

University collaborative space4 (2 F, 2 M)4 (2 F, 2 M)CS

aL: lived experience.
bF: female.
cM: male.
dS: speculative critique.

Figure 5. Tableau illustration of discussions during a lived-experience workshop (location A).
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Figure 6. Tableau illustration of discussions during a lived-experience workshop (location C).

Everyday Difficulties
The most prevalent codes in the category of everyday difficulties
are physical difficulties and psychological difficulties, with
other difficulties being less prominent, if not less significant
for participants.

• Physical difficulties: as was intended through the format
of the lived-experience workshops, physical difficulties
were often expressed in terms related to activities of daily
living or situated in contexts. For example, participants
mentioned the difficulties they have doing the housework
(reaching high places, cleaning windows, and making the
bed), with personal care (difficulties washing themselves
and getting dressed), toileting (incontinence), mobility
(walking up hills and stairs, and getting on and off buses),
and, in general terms (not exercising enough).

• Psychological difficulties: almost equally prevalent were
psychological difficulties. That these are shared by many
participants might have been expected; what was more
surprising was the extent to which participants were
prepared to discuss their own psychological difficulties
(and in the process setting aside the fictitious problems
faced by the personas). Some of these were related to
specific activities; others were more generalized states of
mind or mood. Among other things, participants mentioned
anxiety (about their own situations, but also more
generalized, about the state of the world), social isolation
and loneliness, lack of motivation and purpose, depression,
and fear (of falling, of going out at night, when answering

the door, and of assistance not being available when most
needed).

• Cognitive difficulties: principally these concern
remembering (appointments, where things are, to take
medication, and to recharge and use technology, such as a
smartwatch intended to help monitor activity levels).

• Living environment difficulties: these included having
limited opportunities to socialize, poor relations with
neighbors, lack of convenient public transport, and being
unable to keep pets or mobility scooters in shared
accommodation (the latter due to size and safety concerns,
possibly having implications for assistive robotics).

• Burden of disease: for the workshop participants, this
burden included remembering to take medication
(overlapping with cognitive difficulties) and maintaining
medication routines, the detrimental side effects of
medication, and having to care (in an unpaid capacity) for
a spouse living with more severe frailty.

• Time pressures: the time required to perform certain
activities dissuaded some participants from doing potentially
beneficial things such as buying food and preparing meals,
taking care of pets, and going out to exercise or socialize.

• Financial difficulties: the cost of living, and specifically
the cost of gas and electricity, was mentioned by several
participants (who worried that they would be unable to
afford to operate robots or other assistive technologies).
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Ideas for Aging Better
Participants also brought to the workshops their own ideas,
some based on their own experiences of what works for them,
for how people might age better. Some of these concerned living
and lifestyle (for instance, exercises, stimulating games, even
pet ownership as a motivation for staying engaged and active)
and social ideas (conversation and group activities of various
sorts). However, the most prevalent category was technological
ideas, no doubt influenced by the wider context of the workshops
and suggested by the problems faced by the personas (and by
the participants themselves); these were further divided into:

• Technology for physical assistance: the category for which
there were most suggestions, which included the feasible
(and in some cases already available), such as smart
speakers for home automation, robot vacuum cleaners, and
teasmaids; adaptations of existing technology to the
domestic sphere (escalators and self-cleaning toilets, which
a participant had seen at an airport); voice-activated showers
and personalized drinks and snacks dispensers; and more
ambitious ideas involving robots: robots for helping to do
the shopping, for cleaning high places, and for cleaning up
after pets, automated kitchen surfaces and food packaging
openers, and self-making beds.

• Technology for psychological assistance: including
technology that tells you who is knocking at the front door,
assuring that it is safe to open the door; robots for providing
motivation, for recipe suggestions, for cultivating positive
attitudes and providing “positive affirmations,” and robotic
cats for companionship.

• Technology for cognitive assistance: including devices for
providing reminders (for doctors’ appointments or social
events, for medicines, food, and drink), and smartwatch
navigation aids.

• Technology for social assistance: several participants noted
that their smartphones where helping them to stay connected
to friends and family, especially through multimodal
(speech, video, and chat message) calls; another suggestion
was for an app or similar that could allow caregivers to
better communicate and coordinate their efforts; and shared
smart facilities, such as “robot washing machines” could
help to avoid conflicts in residential schemes and similar
multihabitant environments.

• Technology for health monitoring: participants suggested
that it would be beneficial to have technology that could
detect if medication had actually been taken, for measuring
nutrients in the body, and for raising the alarm in the case
of a fall; and to have an all-purpose “well-being robot.”

Some of the ideas above would find expression in the
hypothetical robot designs developed for the speculative critique
workshops.

Living With Technology
The final major category, living with technology, encompasses
mainly (but not exclusively) codes identified during analysis
of the speculative critique workshops. These cover general
preferences (in turn covering aspects such as appropriate
interface modalities several people expressed a desire—indeed,
an expectation—that the robots would be voice-controlled), size

(large enough to do the job, but small enough to fit into people’s
homes and lives) and appearance (nonthreatening, with some
opting for humanoid and others for “cute” robots), but also ideas
of “personalization” (sometimes dynamic or autonomous) of
the robot to the user’s (changing) needs, abilities and routines,
with robot autonomy extending to regular maintenance tasks
such as charging or cleaning itself, and even consideration of
financial models for provision (such time-sharing robots with
others).

There was some overlap here with general requirements for
robots, with a requirement being identified when a participant
used a modal verb expressing necessity for some feature or
aspect (that a robot “needs” or “must have” it). Requirements
refer to physical qualities (robustness and stability), maintenance
(cleanable or even self-cleaning), the need for adequate training
and practice in using the robot, and, on a more challenging level,
the need for a robot to be “self-aware” enough to be able to
explain what it is doing.

However, the code with the most items in this category is
concerns about technology, which are, almost exclusively,
concerns about robotics. These are wide-ranging, revealing the
complexity of people’s lives and how they imagine robots might
disrupt those. The following subcodes give some flavor of the
range of concerns (note that these codes are not mutually
exclusive):

• Safety: perhaps unsurprisingly, the major source of concern
for the participants is safety. Difficulties here were further
coded as surrounding the physical safety of users and other
beings in the vicinity of robots, psychological safety
(specifically if the appearance of a robot might scare or
upset the user or others, manipulate their sentiments, or
increase social isolation), potentially detrimental side effects
(such as discouraging activity or suggesting the wrong sort
of exercise), and digital safety (digital surveillance, privacy,
and unauthorized access to any data collected). A number
of concerns here are related to what might be termed
uncertain hazards, where the participants could envisage
situations during the use of the robots in which their safety
could be imperiled if appropriate safeguards are not in place.
For instance, what happens if a robot intended to physically
assist people up and down stairs, or a flying drone-type
cleaning robot were to malfunction midoperation?

• Compatibility: participants raised practical concerns about
how robots would fit into their everyday lives, including
aspects such as social compatibility (for instance, will the
neighbors be inconvenienced by a robot? How would it
interact with pets?), physical compatibility (Where will the
robot be stored? Will it require modifications to the home?
Will it damage possessions?), and technical compatibility
(Will it require broadband connectivity?).

• Usefulness-desirability-inclusivity: general questions were
raised about the usefulness of the speculative robots,
including whether there were simpler or cheaper ways of
achieving the same ends using existing technology (such
as tablet computers and smart speakers, and nondigital
alternatives), about the longevity of the robots (would they
end up gathering dust in the cupboard alongside the foot
spa?), about the need for sensitive, nonstigmatizing, design

J Med Internet Res 2026 | vol. 28 | e77179 | p.1980https://www.jmir.org/2026/1/e77179
(page number not for citation purposes)

Potter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of robots (and other assistive technologies), and, indeed,
whether there was any real need for robots at all (“Is this a
generational thing?” asked a participant; and another: “Am
I going to feel the same about robots as I do about other
tech? Too much hassle!”)

• Burden of use: the additional overheads of looking after a
robot are another major source of concern. These overheads
encompass cleaning, charging, and servicing robots, the
training required, and the cognitive demands of
remembering how to use the robot. To quote a participant,
“We don’t want to look after the robot–we want the robot
to look after us!”

• Maintenance and service model: a related concern is the
service model of which the robot constitutes a technical
component (and which is often overlooked in robot
development): who programs, sets up, and personalizes the
robot? Do robots act alone or in concert with human
assistants? Who is responsible for regular maintenance and
repairing faults?

• Control: concerns were raised about how control is
exercised over robots, and who is in control. Some of these
relate to the immediate operation of the robot, especially
where the behaviors are complicated or potentially
hazardous (and, in the words of a participant, “Can you tell
it to stop?”), and others to the underlying operation of the
robot, such as who determines what type and amount of
motivation or exercise a robot should suggest.

• Financial costs: the economics of assistive robotics were
also raised: participants raised the costs of purchase,
running, and maintaining a robot, but also of modifying
their homes, if necessary. Some participants asked about
the comparative costs, whether that be compared with a
human caregiver providing the same services or with a
conventional refurbishment of their homes to make them
more “age-friendly.”

• Techno-psychosocial effects: here we see what might be
called the techno-psychosocial effects of aging. These
include the fear of being deemed “obsolete” or a burden on
society, in no small part due to a (real or perceived) inability
to move with the times and adapt to new technologies, as
well as more “conventional” fears of falling, or forgetting,
or crime and so on; the guilt and shame of not being able
to adapt to these new technologies (alongside a feeling of
grief for those skills that by-and-by are lost as we age); the
stigma that sometimes accompanies the use of assistive
technologies; the bottled-up frustration and occasional
releases of rage that come from dealing with an increasingly
digital world; and the contribution all these factors make
to a vicious circle of stress, anxiety, and depression, with
accompanying relationship problems, lack of motivation,
poor diet, and social isolation.

• Digital ethics issues: in addition to the ethical issues that
run through many of the difficulties noted above, here we
also encounter direct concerns around the surveillance that
users of data-collecting robots might find themselves subject
to, users’ privacy, and the security of their data.

• Social and care implications: finally, several participants
raised concerns about the wider impact of assistive robotics:
its potential negative effect on the role and jobs of human

caregivers and home-helps, and the worry that robot care
might replace human care, with the assumption that a
degradation in the quality of that care would necessarily
follow. On the other hand, there are worries too about
inclusivity, access to care services, and the place of those
who are unable to adapt to—or who choose to opt out
of—the brave, new digital world.

Discussion

Principal Findings
We aimed to gain a better understanding of the everyday lives
of older people, especially with reference to the effects of aging
and frailty, and to gauge their opinions and concerns about
assistive robotics. Through a wide-ranging co-design exercise
with older people and their caregivers, we have gained a
compelling snapshot of older people’s real lives. As might be
expected, given the structure of the workshops, the emphasis
lies on the problems that people face daily and on their concerns
about a world where change seems to have accelerated,
sweeping away old certainties, and where, increasingly, services
are delivered using digital technologies about which they have
little say and less control [42]. In this context, the work reported
here is an attempt to redress this balance and to return to older
people some agency in the development of assistive
technologies. We have also highlighted general concerns that
older people have about assistive robotics. While older people
and their caregivers are open to, and in some cases, enthusiastic
about, the role that assistive robotics could play in their lives
and those of others, they raise real concerns about, among other
things, safety and control, the burden of use, ethics and
unintended side effects, and the financial and social costs of
introducing robots into their lives.

The work reported here differs from previous assistive robotics
co-design activities in several key aspects. First, in its scope,
which embraced a wide range of experiences of growing older,
with a focus on the individual rather than on some specific
health condition or difficulty, as much previous work has tended
to do (eg, helping mitigate dementia [43] or supporting mobility
[22,26]). Second, the exercise was technology-neutral in that
we did not structure the workshops around some particular robot
or robotic platform and tried to stay impartial in the question
of whether assistive robotics could be beneficial: to adopt a
priori a particular robotic platform is to make design decisions,
including the fundamental decision that a robot is a valid
“solution” to an ill-defined problem [27]. Finally, the exercise
was undertaken not as a step in a specific assistive-robotics
development pathway, but as a service to the wider assistive
robotics community exploiting the Emergence network’s
resources, skills, and access to engage with potential users, and
as such, we have placed special emphasis on communicating
the results. In methodological terms, rather than focusing on a
particular problem or solution (as is often done in co-design
activities), we chose to adopt a general approach and investigate
the lives of older people more broadly, and without trying to
reach any firm consensus about where to focus subsequent
development efforts or trying to reconcile the at times
contradictory opinions of participants. We hope that, by
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explaining our co-design approach along with the results,
assistive technology developers will be able to sift the evidence
and draw sound, rational conclusions.

Communication and Dissemination of Results
One key aspect of the exercise reported here is the
communication and dissemination of results: clearly, this is
essential if the findings are to influence the development of
assistive robotics. One novel aspect here is that we realized that
the results of the graphic illustrator’s work to document the
workshops could come to play an innovative role in our
dissemination activities. The illustrator produced a total of 11

tableaux from the 3 lived experience workshops (Figures 5 and
6 each show 1 of these tableaux). Each tableau, somewhat like
a comic book page, consists of a number of thematically related
vignettes illustrating the ideas, opinions, or concerns voiced by
participants. It was realized that these vignettes could form
powerful communication and design aids as self-contained
glimpses into the lives of the participants. Accordingly, they
were isolated and printed as a pack of playing card-sized
“empathy cards” (Figure 7), complete with suggestions for
workshop “games” that encourage players to explore the
different perspectives, concerns, and opportunities the cards
contain and to consider how these relate to their own projects.

Figure 7. Some of the empathy cards generated from tableaux vignettes.

Along with the empathy cards, the results of the analysis have
formed the basis of a series of workshops, sandpits, and project
funding calls, and have provided content for a multidisciplinary
summer school for budding assistive robotics developers.
Through these activities, we have tried to reorient the
development of assistive robotics for older people in a more
empathetic direction and, indeed, to foment a new generation
of more empathetic roboticists.

In addition, we are in the process of making all our workshop
materials and the analysis results open and accessible in digital
formats to the wider robotics and assistive technologies
communities. This content includes the personas, the speculative
robotics designs, the results of the analysis, and the empathy
cards (which are also available as a physical pack of cards). The
process and content of communicating outcomes in an
accessible, understandable, and actionable manner is something
that is not always given due prominence when discussing
co-design exercises. This paper constitutes an element of our
communication strategy, but it is by no means the culmination
of our labors.

At the time of writing, it is too soon to draw any firm
conclusions about the success of these endeavors: the
development of assistive technologies and, in particular, of
assistive robotics is a difficult and slow process which, typically,
extends over several years. Only time will tell whether our
efforts have contributed to bringing about the intended effect,
and we see assistive robots emerge from the laboratory to help
older people in their everyday lives.

Limitations
We recognize a number of limitations of this co-design exercise.
All co-design practice is subject to bias, and this is no exception.
The structure of the workshops, the development and choice of
the material that provided the stimuli for them, the data
collection by facilitators during the workshops, and the analysis
of that data are all prey to the biases and preconceived notions
of the researchers. The co-design approach adopted was, in
some sense, an attempt to counter these biases: by not focusing
on any particular everyday problem or given robotic platform,
we have attempted to give participants the freedom to steer the
discussions. In addition, the multidisciplinary nature of the
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research team (which included specialists in design, assistive
technologies, and health and care provision, as well as robotics)
helped to guard against adopting preconceived positions or
attitudes.

Further limitations concern the representativeness of the
participants. The co-design activities involved a total of only
20 older people, plus a smaller number of relatives, friends, and
caregivers. The participants were healthy enough (or coping
well enough) to attend workshops and possessed some degree
of day-to-day independence. Hence, people living with more
severe frailty or other age-related health conditions (such as
dementia) were not represented directly in the workshops, and
no consideration was given to the particularities of life in care
homes and other facilities offering specialized care (although
the use of personas with more severe frailty and health issues
was an attempt to address, at least in part, these aspects). Clearly,
there is much scope for developing assistive robotics for people
with greater needs and for the staff who minister to those needs,
but that would require other, more focused co-design exercises.
To this end, we have also conducted workshops with health
care professionals, which—as may be expected—focused more
specifically on the needs of people with more severe frailty and
health conditions (including end-of-life care) and with a greater
emphasis on support for their caregivers. As the outcomes of
these workshops are thematically quite different from those
reported here, this work will be reported separately.

Furthermore, the participants in this exercise were self-selecting,
and as such might be considered to have a greater interest in
robotics (and digital technologies more generally), and possibly
to be better disposed to the acceptance of domestic assistive
robotics. We did not collect data about the socioeconomic status
or the digital literacy and experience of participants, factors that
can influence attitudes to robotics. It was not feasible to
reconvene participants to confirm or correct the analysis of the
workshop data.

In demographic terms, all the older participants self-identified
as having a White British ethnic background (almost certainly
a reflection of the constitution of independent-living schemes
from which most participants were recruited rather than any
explicit bias in recruitment practices). Looking beyond to other,
perhaps underserved, communities and their living
circumstances could expose a different set of needs and wants.
Although we found little direct evidence of differences in
attitudes according to age or gender, these moderators will likely
have some influence on acceptance, even if it was not explored
by our participants. To assume that all older people will have
the same attitudes to technology, disregarding other factors in
their background, is to risk adhering to ageist stereotypes [44].
The very term “older people,” with the suggestion it conjures
of a homogeneous mass of people, can itself be a barrier.
However, we would argue that experience is a more influential
moderator than age: many older people, including some of our
workshop participants, will have had extensive experience with
digital technology throughout their working lives (which, in the
case of a couple of participants, was ongoing) or because they
have readily embraced it in their social lives, and are receptive
to and comfortable with the idea of using digital assistive
devices. Studies have suggested that perceived value and benefit

of new technologies are more significant for technology
acceptance than is chronological age [45,46]. Rather than being
technophobic as a rule or having low levels of digital literacy,
older people seem less likely to invest time in new digital
technologies whose value for them is not apparent. However,
while we have striven throughout to avoid adopting ageist
stereotypes, we are aware that this is an all-too-easy pitfall (and,
indeed, we noted during the workshops that older people
themselves sometimes fall back on these facile generalizations).

In summary, we could not hope to capture everyone’s experience
of frailty and aging, or even to encompass the complexity of a
single individual’s experience. Moreover, the results of this
exercise are specific to a particular population, time, and place
(and as such have a limited shelf-life): namely, they are valid
for (a small subset of) older people living in the United Kingdom
in the early 2020s. People’s experiences in different places and
times will, of course, be different. If we were to repeat this
exercise in, say, a generation’s time, we would expect the needs
and expectations of older people to diverge dramatically from
those seen in our results. By this measure, there is no such thing
as a uniform, constant, consistent experience of frailty and aging.
In some sense, this is not a failing of this exercise but rather an
essential feature of co-design, albeit one rarely acknowledged
in the literature. Design always responds to problems and
opportunities situated in particular times and places; seen in
this light, this is not a limitation of the snapshot, but a
fundamental aspect of it. Good designs, or ones that address a
particular need, might be able to transcend time and place to
some extent, but of necessity they must be grounded in the
here-and-now experience of everyday life.

Conclusions
The contributions of this paper can be summarized as follows.
We have described the predominant clinical models of frailty
and explained why these form a useful but incomplete basis for
designing assistive technologies of any sort for people living
with frailty and older people more generally. We have described
the current underwhelming state of assistive robotics, with
common failings during their design or co-design processes that
often result in the development of inappropriate robotic services.

We have described a novel co-design methodology that has
attempted to combine persona-based lived-experience workshops
with provotype-based speculative-design workshops with older
people to gain a rounded “phenomenological snapshot” of the
experience of being old in an increasingly digital world, a world
in which assistive robotics may soon become commonplace.
As far as we are aware, this is the first time that an exercise of
this scope has been attempted in the context of assistive robotics.
Finally, we have outlined the major concepts that are revealed
by an analysis of the results of the workshops. These can be
categorized thematically as: everyday difficulties, the problems
faced daily by people living with frailty and older people more
generally; ideas for aging better, older people’s own suggestions
for how their lives could be improved; and living with
technology. In addition to participants’ preferences and
requirements, this last category reveals the wide-ranging
concerns that people have about services based on digital
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technologies, and about assistive robots in particular, whose development is viewed with a mixture of enthusiasm and unease.
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Abstract

Background: The integration of the Internet of Things (IoT) into health care is transforming the industry by enhancing disease
care and management, as well as supporting self-health management. The COVID-19 pandemic has accelerated the adoption of
IoT devices, particularly wearable medical devices, which enable real-time health monitoring and advanced remote health
management. Globally, the increased adoption of IoT in health care has improved efficiency, enhanced patient care, and generated
substantial economic value.

Objective: This review aims to conduct a comprehensive meta- and weight analysis of quantitative studies to identify the most
influential predictors and theoretical frameworks explaining the adoption of IoT in health care.

Methods: We searched databases, including Web of Science and PubMed, for quantitative studies on IoT health care adoption,
with the last search conducted in early July 2025. Inclusion criteria comprised peer-reviewed articles written in English that
employed a quantitative approach to IoT health care technology adoption. Studies were excluded if they did not report the
significance of relationships, involved technologies without IoT features or were outside the scope, or examined target variables
irrelevant to the analysis. The weight analysis identified the pathways with the most significant effects. A meta-analysis using a
random-effects model was conducted to estimate combined effect sizes and their statistical significance. The results from both
methods were then integrated to visualize the most frequently used theoretical frameworks. Risk of bias and heterogeneity were
assessed using a funnel plot, Egger regression test, the I2 statistic, and subgroup analysis, which indicated no strong evidence of
publication bias but revealed a high level of heterogeneity.

Results: Analysis of 115 datasets from 109 papers identified the Technology Acceptance Model and the Unified Theory of
Acceptance and Use of Technology (UTAUT) as the primary frameworks for explaining IoT adoption in health care. Incorporating
context-specific variables—such as health consciousness, innovativeness, and trust—into these traditional technology acceptance
frameworks enhances the understanding of IoT adoption. Although high heterogeneity suggests a need to refine theoretical models
to account for regional contexts, universal adoption drivers such as performance expectancy and effort expectancy remain
consistent.

Conclusions: Behavioral intention is the most frequently studied variable in IoT health care adoption, whereas attitude,
performance expectancy, effort expectancy, and task-technology fit remain underexplored. While adoption theories from the
information systems field, such as the TAM, are predominantly used, integrating context-specific constructs and theories—such
as trust and innovativeness—can provide deeper insights into IoT adoption in health care. The strongest and most consistent
predictors of behavioral intention were attitude, performance expectancy, habit, self-efficacy, functional congruence, and benefits.
Additionally, social influence, facilitating conditions, trust, and aesthetic appeal demonstrated promising or strong effects. By
contrast, variables such as privacy and security, barriers, vulnerability, severity, compatibility, financial cost, health, and technology
anxiety were generally inconsistent or not statistically significant.

(J Med Internet Res 2026;28:e64091)   doi:10.2196/64091
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Introduction

The integration of the Internet of Things (IoT) into health care
has revolutionized the industry by introducing a new paradigm
of connectivity and data exchange, driven by rapid
advancements in IoT, artificial intelligence, and machine
learning [1-3]. This era, known as Healthcare 4.0, can be
leveraged to enhance acute disease care, manage chronic
diseases, and support self-health management [4]. The
COVID-19 pandemic accelerated the adoption of user-friendly
IoT devices [5-7], with wearable medical devices emerging as
key allies by offering real-time health monitoring, continuous
data transmission, and advanced remote health management
[8-10].

Globally, the integration of IoT in health care has enhanced
efficiency, improved patient care, and generated significant
economic value [11,12]. By 2029, the global IoT health care
market volume is projected to reach US $134.40 billion [13].
This indicates strong, sustained growth driven by the increasing
adoption of IoT technologies in health care around the globe
[13,14]. For instance, China has made significant progress in
integrating health information technologies into the health care
system, driven by initiatives such as “Internet Plus Health Care”
and the “Healthy China 2030” plan [15-17]. The United States
leads in IoT and intelligent health care system development,
supported by substantial investments and a robust ecosystem
of startups and tech companies driving advancements in artificial
intelligence and IoT [18-20]. Europe also shows considerable
progress, emphasizing regulatory frameworks, standardization,
and interoperability to foster innovation and data protection
[21,22].

While IoT holds considerable promise to transform health care
by reducing costs and improving access, understanding the
factors influencing its adoption requires more focused research
[23]. Although literature reviews with a quantitative approach
have examined technology adoption in health care, existing
meta-analyses that include technologies with IoT features remain
fragmented, as they have largely focused on broader or adjacent
technological domains and have typically emphasized a specific
adoption model. For instance, meta-analyses on mobile health
have focused on the Unified Theory of Acceptance and Use of
Technology (UTAUT) [24] and the Technology Acceptance
Model (TAM) [25]. Meta-analyses on eHealth have
predominantly focused on the TAM [26] and continuance
intention [27]. Meta-analyses specific to smart wearable health
care devices have examined attitude and intention using UTAUT
and TAM [28], as well as the effects of perceived usefulness
and perceived ease of use on intention, with a focus on
Hofstede’s cultural dimensions as moderators [29]. Taken
together, these studies often treat health care technology

adoption in general terms and do not account for the unique
characteristics of IoT.

Our study addresses this gap by providing a comprehensive
meta-analysis and a weight analysis specifically focused on IoT
adoption in health care. We synthesize findings from primarily
quantitative articles on the adoption of IoT in health care,
particularly on interconnected devices that monitor and transmit
real-time health care data, enabling smarter solutions [5], such
as smart sensors, remote monitoring devices, and health-focused
IoT platforms. Our meta-analytic approach integrates findings
from different theoretical perspectives, including technology
adoption models such as the TAM and UTAUT and
health-specific models such as the Health Belief Model (HBM),
allowing for a more holistic understanding of adoption dynamics
in health care contexts. Moreover, our dual-method approach,
combining meta-analysis with weight analysis, identifies the
strongest and most reliable predictors of adoption and maps the
theoretical foundations most frequently and effectively used in
this field. This analysis goes beyond prior reviews, offering
new evidence-based insights to guide health care technology
developers, practitioners, and researchers. The objectives of
this study are, first, to identify key predictors of IoT health care
adoption through a comprehensive meta-analysis and weight
analysis, and second, to determine the most influential and
empirically supported theories used to explain IoT adoption in
health care settings.

Methods

Overview
We performed a meta-analysis to examine the factors
influencing the adoption of IoT technologies in health care,
synthesizing findings from a range of quantitative studies. By
focusing on primary quantitative research articles, we aimed to
identify the most significant predictors and the theoretical
models most commonly used to explain IoT adoption in health
care settings.

Information Sources and Search Strategy
This meta-analysis followed PRISMA (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses) 2020
guidelines [30]. The literature search was conducted using a
keyword-based search across the Web of Science and PubMed
databases to identify studies examining IoT adoption in health
care. The search strategy incorporated title, abstract, and
keyword searches, using Boolean operators (AND and OR) and
database-specific filters. The keywords used in our search were
related to IoT technology, relevant variables, quantitative
methods, and exclusion criteria (Table 1). We included records
published up to the end of 2024. The complete search strategy,
including search terms and Boolean logic, is provided in
Multimedia Appendix 1.
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Table 1. Map for the keyword search in online databases.

Exclusion of irrelevant topicsMethodologiesRelevant variables and theoriesRelevant terms

SystematicStructural equationIntention to adoptInternet of Things

Literature reviewStructural equation modelingBehavioral intentionIoT

PostadoptionPartial least squares structural
equation modeling

AcceptanceSmart

MeditationPartial leastAdoptIntelligent

Contact tracing appPath analysisAdoptionHealth care wearable device

Fitness appRegressionUsingMedical wearable technology

Electronic health recordN/AaUseHealth management

TelemedicineN/AUsageHealth measurement

Mindfulness appN/AIntention to useN/A

N/AN/AUnified Theory of Acceptance and
Use of Technology 2

N/A

N/AN/AUnified Theory of Acceptance and
Use of Technology

N/A

N/AN/ATechnology Acceptance ModelN/A

aN/A: not applicable.

Selection Criteria
Initial screening was conducted using database filters. In the
second screening, 2 (IV and MNZ) independent reviewers
assessed the titles and abstracts for relevance, resolving
disagreements through discussion or arbitration by a third
reviewer. The full-text screening followed the same procedure.
The reports assessed for eligibility were exported to an Excel
(Microsoft Corporation) file, and all included papers were
imported into Zotero (Corporation for Digital Scholarship),
which is a reference management software. When a paper was
unavailable, the authors were contacted.

Inclusion criteria comprised peer-reviewed articles with a
quantitative approach to health care technology adoption written
in English. Reasons for exclusion included not reporting the
significance of the relationships between variables; the
technology lacking IoT features or being unrelated to health
care; the target variables being unrelated to adoption or focusing
solely on postadoption behaviors; and studies lacking empirical
data or reporting qualitative results only. The workflow and
search conditions are depicted in more detail in the “Results”
section.

Data Extraction
A standardized data extraction form was developed before data
extraction. Data extraction was performed in Excel, and for
each article, we detailed the study characteristics, methodology,
type of technology, and the effects measured across multiple
paths. The extracted aspects and their descriptions are provided
in Table S1 in Multimedia Appendix 1. We assessed paper
quality by examining the publishing journal metrics, the methods
employed, sample size, and the scales used to measure each
construct. The standardized β coefficients were extracted as the
primary effect measure. As some authors used different names
to represent the same variable, several variables had to be

merged to conduct our analysis. This process was carried out
by reading each variable definition and identifying the items
used to measure them. Examples of variable mergers are
provided in Table S2 in Multimedia Appendix 1, and the
individual studies included in the analysis are detailed in Table
S3 in Multimedia Appendix 1.

Descriptive Analysis
We extracted metadata from each study to perform a descriptive
analysis of publication trends, journal quality, and research
domains. Data on publication year were used to assess the
chronological distribution of studies. To evaluate journal quality,
we matched each journal with its SCImago Journal & Country
Rank classification and categorized them into quartiles (Q1-Q4).
The disciplinary scope of the journals was identified based on
their SCImago subject area classifications. We also recorded
the journal title and publication frequency to identify the journals
that published the most research. Country-level data were
extracted based on the origin of the study sample or study
location. We computed the number of studies and total sample
sizes per country to identify regions with the highest research
activity. To understand the theoretical foundations employed
across studies, we reviewed each article’s methodology and
coded the theories used to model technology adoption behavior.
We also recorded whether these models were used independently
or in combination (eg, UTAUT extended with Protection
Motivation Theory [PMT] constructs).

Weight Analysis
The weight analysis was conducted to uncover the predictive
power of independent variables [31]. This weight provides a
measure of the relative importance or consistency of statistical
significance for each variable across multiple analyses. For the
weight-analytic approach, we focused on the influence of each
independent variable on several dependent variables and limited
our analysis to relationships investigated 3 or more times
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[32,33]. The weight (Wi) of an independent variable i is
calculated as the ratio of the number of times it was found to
be statistically significant (Si) to the total number of times it
was examined (Ei), as expressed in the following equation:

Wi = Si/Ei

Meta-Analysis
Meta-analyses allow us to quantitatively compare effect sizes
across relationships between constructs using suitable metrics
to capture these effect sizes, including standardized regression
coefficients [34,35]. This analysis followed best practices
outlined previously [36-38]. In our study, the necessary inputs
for performing the meta-analysis were the standardized
regression coefficients (β) and the sample sizes for each
relationship examined 3 or more times across studies. Following
the approach of Peterson and Brown [37], β values were
transformed into approximate correlation coefficients as
r=β+0.05, where λ=1 [37]. All correlation coefficients were
Fisher z-transformed to stabilize variance, and SEs were
computed.

A random-effects model was used to account for both within-
and between-study variance, justified by the heterogeneity in
study populations, methods, and contexts. Random-effects
weights were calculated using the DerSimonian and Laird
model, and weighted mean effect sizes were computed using

inverse-variance weights, which use tau-squared (τ2) [39,40].

Heterogeneity was assessed using the Q statistic and the I2 index
[41]. We also calculated the lower and upper bounds of the 95%
CIs, z scores, and 2-tailed P values to assess statistical
significance and interpret the magnitude of the observed effects.
Final pooled effect sizes and CIs were then back-transformed
from Fisher z to the correlation coefficient metric (r). All
calculations were performed manually in Excel.

Publication Bias Analysis
The Egger test was used to statistically examine the presence
of publication bias by regressing the standard normal deviate
on precision [42]. The analysis was performed using Excel’s
data analysis regression tool, which applies standard ordinary
least squares regression, and a significant intercept (P<.10) was
interpreted as evidence of asymmetry and possible publication
bias. A funnel plot was constructed to visually assess publication
bias using the tool Meta-Essentials [43]. The trim-and-fill
method was used to estimate the number and influence of
missing studies. Heterogeneity for the included studies was

assessed using the I2 statistic, where a value over 75% is
interpreted as substantial heterogeneity, using the following
formula, where k is the number of studies and Q the Cochran
Q statistic:

I2 = max(0; {Q – [k – 1]}/Q) × 100%

To evaluate regional bias, we conducted a subgroup analysis
with 2 groups: one comprising studies conducted in China and

the other comprising studies conducted in the remaining
countries. For each group, we calculated the combined effect

sizes, SEs, CI lower and upper limits, and the I2 statistic.

Combining Weight and Meta-Analysis Results: The
Most Used Adoption Models
To synthesize the relative strength of relationships across studies
and adoption models, we combined the results from the weight
analysis and meta-analysis. The weight analysis assessed the
consistency and prominence of specific predictors by calculating
the proportion of studies that reported statistically significant
relationships for each path, referred to as the weight. In parallel,
the meta-analysis provided pooled average effect sizes and
significance levels across studies using a random-effects model.
This dual approach offers a more comprehensive understanding
of which constructs consistently predict behavioral intention or
usage in the context of IoT adoption in health care and enables
an evidence-based comparison of theoretical frameworks based
on empirical support.

We then visually mapped the structure of each adoption model,
such as the TAM and the HBM, using conceptual diagrams. In
these figures, each arrow represents a theoretical path, and its
thickness reflects the weight. Thicker lines indicate a weight
above 0.700, representing paths supported by a high proportion
of studies. The numerical values attached to each path represent
the average effect size based on the random-effects
meta-analysis, along with the corresponding P value. This dual
representation enables a clearer comparison between the
predictive strength (effect size) and consistency (weight) of
each construct within and across models.

Results

Descriptive Analysis
Papers on IoT health care adoption show an increasing trend,
with 89 of the 109 (81.7%) studies in our analysis published
between 2020 and 2025, and the earliest published in 2011.
According to the SCImago Journal & Country Rank, most
papers appeared in Q1 journals (n=63, 57.8%), followed by Q2
(n=36, 33%) and Q3 (n=10, 9.2%), with no papers published
in Q4. These studies span major research areas related to health
and medicine, information systems, and computer science. In
total, 75 unique journals were represented, with PLoS One (n=6),
Frontiers in Public Health (n=5), Technological Forecasting
and Social Change (n=5), and International Journal of
Environmental Research and Public Health (n=4) being the
most frequently appearing journals (see Table S3 in Multimedia
Appendix 1).

In our analysis of 109 studies (see Figure 1), we identified 115
unique datasets totaling 46,508 individuals (see Table S1 in the
Multimedia Appendix 1). Studies conducted in China, South
Korea, and the United States accounted for a large portion of
the total sample and represented the greatest number of
publications (see Table 2).
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart.
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Table 2. Number of papers and total sample size per country.

Sample size (N=46,508)Dataset count (N=115)Country

17,06839China

640612South Korea

54459The United States

29248India

18968Taiwan

17985The Kingdom of Saudi Arabia

12132Bangladesh

11943Pakistan

10404Turkey

9652Ghana

13124Multiple countries

7721Indonesia

6282Malaysia

5153France

4651Iraq

4422Oman

4401Romania

4312The United Arab Emirates

3232Switzerland

3061Singapore

2801Nepal

2331Japan

2121Italy

2001Jordan

Considering the theories addressed in each paper, the TAM and
the UTAUT have been extensively examined compared with
other theories (see Figure 2). These models serve as the
theoretical foundation for 92 of the 109 (84.4%) papers included
in our study. Other theories, such as the HBM, PMT,

Task-Technology Fit (TTF) Theory, Privacy Calculus Theory,
Diffusion of Innovation Theory, and Theory of Planned
Behavior, have also been addressed—sometimes as the primary
theoretical foundation and other times to extend the TAM or
UTAUT.
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Figure 2. Theoretical foundation of the papers included in our analysis. DOI: Diffusion of Innovation; HBM: Health Belief Model; PCT: Privacy
Calculus Theory; PMT: Protection Motivation Theory; TAM: Technology Acceptance Model; TPB: Theory of Planned Behavior; TTF: Task-Technology
Fit; UTAUT: Unified Theory of Acceptance and Use of Technology.

Weight Analysis
A weight analysis examines the strength of the relationship
between an independent and a dependent variable. The weights
of the identified relationships are analyzed and presented in
Table 3. The significance of a relationship’s weight is calculated

by dividing the number of instances in which the relationship
is statistically significant by the total number of studies that
investigated it. A weight of 1 indicates that the relationship is
significant in all examined studies, whereas a weight of 0
indicates that it is not significant in any of the studies.
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Table 3. Identified paths with the nonsignificant paths, the significant relationships, the total paths, and the respective weights.

Weight=significant/totalTotalNonsignificantSignificantDependent and independent variables

Attitude

0.82623419Effort expectancy

0.667624Barriers

1303Benefits

1404Facilitating conditions

0.90922220Performance expectancy

0.667312Privacy and security

0.857716Social influence

Behavioral intention

1404Aesthetic appeal

0.96428127Attitude

0.5381367Barriers

1606Benefits

0.571734Compatibility

0.61592336Effort expectancy

0.667312Ethics

0.71428820Facilitating conditions

0.57121912Financial cost

0.8514Functional congruence

1707Habit

0.75413Health

0.6361147Health consciousness

0.66715510Hedonic motivation

0.667624Image

0.625835Innovativeness

0.4532Perceived severity

0.375853Perceived vulnerability

0.872781068Performance expectancy

0.5261313Privacy and security

1505Reliability

0.90911110Self-efficacy

0.756411031Social influence

0.333642Technology anxiety

0.751239Trust

Actual behavior
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Weight=significant/totalTotalNonsignificantSignificantDependent and independent variables

0.94117116Behavioral intention

0.667312Effort expectancy

1303Facilitating conditions

0.5422Health consciousness

0.667312Innovativeness

0.667312Perceived vulnerability

0.75413Performance expectancy

1303Social influence

Performance expectancy

0.4532Barriers

0.75826Compatibility

1303Convenience

0.87131427Effort expectancy

0.5422Facilitating conditions

0.75826Health consciousness

0.429743Image

1404Innovativeness

0.667624Privacy and security

0.7271138Reliability

1707Self-efficacy

0.7271138Social influence

0.667312Trialability

0.6523Trust

1505Task-technology fit

Effort expectancy

1707Compatibility

1606Facilitating conditions

0.5422Image

1707Innovativeness

0.5422Privacy and security

1404Reliability

1707Self-efficacy

0.75413Social influence

0.667312Trialability

1303Task-technology fit

Task-technology fit

0.75413Task characteristics

1404Technology characteristics

In the context of technology adoption at the individual level,
independent variables are considered “well-utilized” if they
have been tested at least 5 times. Variables tested fewer than 5
times but with a weight of 1 are regarded as “promising”
predictors [31]. To be classified as a “best” predictor, an

independent variable must have a weight of 0.800 or higher and
must have been examined at least 5 times [31].

In our research, we analyzed the impact of several independent
variables on the dependent variables attitude, behavioral
intention, actual use, performance expectancy, effort expectancy,
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and TTF. For the weight analysis, we included relationships
that were examined 3 or more times, resulting in 67 relationships
and 31 unique predictors that met this criterion. The most studied
target variable was behavioral intention, with 25 predictors.

In our research, the relationships considered the “best” predictors
for attitude are effort expectancy, performance expectancy, and
social influence, as each has more than 5 identified relationships
and a weight greater than 0.800. For behavioral intention, the
best predictors are attitude, performance expectancy, habit,
self-efficacy, functional congruence, reliability, and benefits.
Aesthetic appeal, with a perfect weight of 1, is considered a
promising predictor of intention due to the limited number of
studies. Social influence, facilitating conditions, and trust,
although not classified as the best predictors, remain important
because their weights exceed 0.700 and are supported by a
substantial number of studies. It is also noteworthy that privacy
and security, barriers, vulnerability, severity, compatibility, and
financial cost yielded more inconsistent results, with many
studies reporting statistically nonsignificant findings.

For actual behavior, behavioral intention is the best predictor,
while facilitating conditions and social influence are considered
promising predictors due to the limited number of studies and
their perfect weight of 1. For the target variable performance
expectancy, effort expectancy, TTF, and self-efficacy are the
best predictors, and convenience and innovativeness are

promising predictors. Health consciousness, social influence,
reliability, and compatibility, although not classified as the best
predictors, remain important because their weights exceed 0.700
and they are supported by multiple studies. For effort
expectancy, facilitating conditions, innovativeness, self-efficacy,
and compatibility are the best predictors, while reliability and
TTF are promising predictors. For the target variable TTF,
technology characteristics is identified as a promising predictor.

Meta-Analysis
The results of the meta-analysis are presented in Table 4 and
include all studies that reported standardized path coefficients
or β values. All the best predictors identified in our study are
statistically significant (P<.001), except for reliability (P=.49)
as a predictor of intention, as well as some of the important and
promising predictors. Notably, barriers (P=.46) is not a
significant predictor of attitude. Health, technology anxiety
(P=.78), financial cost (P=.16), and barriers (P=.84) are not
significant predictors of behavioral intention. For actual
behavior, social influence (P=.15), innovativeness (P=.28),
health consciousness (P=.61), vulnerability (P=.31), and effort
expectancy (P=.09) are not significant predictors. Privacy and
security (P=.05) and barriers (P=.21) are not significant
predictors of performance expectancy, while privacy and
security (P=.29) and image (P=.06) are not significant predictors
of effort expectancy. Finally, task characteristics (P=.12) is not
a significant predictor of TTF.
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Table 4. Meta-analysis results calculated using a random-effects model and presented back-transformed.

I2 statistic (%)P valuez scoreQ statistic95% CIr/ESaDependent and independent variables

Attitude

95.353.460.743107.606–0.113 to 0.2510.069Barriers

99.11<.0013.789224.8140.239 to 0.6450.466Benefits

86.987<.0019.549153.690.23 to 0.3420.286Effort expectancy

99.657<.0015.067874.4780.344 to 0.6710.527Facilitating conditions

98.077<.0017.596987.8380.414 to 0.6330.532Performance expectancy

99.435.008–2.653354.157–0.618 to –0.093–0.355Privacy and security

98.033<.0014.069305.0840.182 to 0.4830.342Social influence

Behavioral intention

83.738.221.23318.448–0.049 to 0.210.082Health

0<.00111.0271.3140.266 to 0.3710.319Aesthetic appeal

98.653<.0017.8531855.7920.454 to 0.6720.573Attitude

97.446.84–0.2469.927–0.171 to 0.139–0.016Barriers

99.273.0062.757688.1090.092 to 0.4970.309Benefits

96.342<.0015.729109.3390.081 to 0.1650.123Compatibility

93.58<.0017.043887.8040.134 to 0.2350.185Effort expectancy

98.606.261.117143.458–0.232 to 0.6980.303Ethics

90.17<.0016.318274.6580.138 to 0.2570.198Facilitating conditions

96.675.16–1.414541.286–0.191 to 0.031–0.08Financial cost

89.889<.0018.50939.560.165 to 0.2590.212Functional congruence

98.789<.0019.72495.5210.307 to 0.4440.377Habit

99.798<.0017.3324455.1650.222 to 0.3710.298Health consciousness

89.675<.00113.785135.590.174 to 0.230.202Hedonic motivation

93.589.340.94762.391–0.215 to 0.5560.201Image

96.112<.0015.642154.3340.147 to 0.2970.223Innovativeness

93.732<.00114.2811212.5940.295 to 0.3810.339Performance expectancy

93.912.02–2.348361.354–0.202 to –0.018–0.11Privacy and security

98.997.490.694398.688–0.266 to 0.5160.148Reliability

98.9<.0019.644818.2810.257 to 0.3770.318Self-efficacy

55.518.042.048.9920.005 to 0.2310.12Severity

94.305<.0017.381684.8550.189 to 0.3170.254Social influence

74.102.78–0.27919.306–0.1 to 0.075–0.013Technology anxiety

98.35<.0014.769666.8390.177 to 0.4030.294Trust

64.389.032.15319.6570.009 to 0.1910.101Vulnerability

Actual behavior
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I2 statistic (%)P valuez scoreQ statistic95% CIr/ESaDependent and independent variables

98.508<.0016.9121139.2690.427 to 0.6740.563Behavioral intention

97.994.091.68399.717–0.061 to 0.6630.353Effort expectancy

99.981<.0015.98710353.0560.706 to 0.9390.863Facilitating conditions

99.812.610.5111594.656–0.267 to 0.4360.096Health consciousness

99.525.281.086420.955–0.188 to 0.5810.232Innovativeness

98.459.051.963129.8250.001 to 0.6960.406Performance expectancy

94.418.151.44735.827–0.113 to 0.6380.31Social influence

99.675.311.008615.529–0.204 to 0.5690.216Vulnerability

Performance expectancy

95.064<.0018.873587.4880.302 to 0.4540.38Effort expectancy

98.992.21–1.252396.849–0.353 to 0.078–0.137Barriers

92.955.022.40385.1620.041 to 0.3880.222Compatibility

98.748.0052.784239.5970.1 to 0.5230.328Facilitating conditions

95.026.032.206140.7420.021 to 0.3450.188Health consciousness

94.797.0491.96996.0960.001 to 0.3730.194Image

97.407.022.364115.6840.049 to 0.4810.279Innovativeness

99.456.05–1.945919.956–0.387 to 0.001–0.193Privacy and security

87.934<.0014.25882.880.171 to 0.4350.309Reliability

99.059<.0016.52531.6130.431 to 0.6950.578Self-efficacy

91.774<.0014.349121.5630.177 to 0.440.315Social influence

95.68.022.38292.5950.046 to 0.4410.254Trust

98.563<.0017.539278.4060.544 to 0.7780.678Task-technology fit

Effort expectancy

85.865<.0015.44135.3740.208 to 0.420.318Compatibility

79.36<.0018.32124.2250.343 to 0.5210.436Facilitating conditions

97.347.061.89375.386–0.005 to 0.2940.147Image

95.511<.0017.786133.6540.287 to 0.4580.376Innovativeness

99.09.29–1.06329.763–0.21 to 0.063–0.074Privacy and security

93.436<.0016.74745.7020.339 to 0.5660.46Reliability

99.635<.00112.341371.4190.529 to 0.670.604Self-efficacy

88.549<.0013.3126.1990.097 to 0.3640.235Social influence

99.78<.00117.155910.7140.843 to 0.9140.883Task-technology fit

Task-technology fit

99.348.121.537460.432–0.07 to 0.5220.249Task characteristics

97.562<.0014.729123.0330.429 to 0.8030.654Technology characteristics

ar/ES: combined effect size (back-transformed from Fisher z).

Combining Weight and Meta-Analysis Results: The
Most Adopted Models in Research
Figure 3 presents the weight and meta-analysis for the TAM,
which explains how users adopt and use technology,
emphasizing the influence of external variables on perceived
usefulness (performance expectancy) and perceived ease of use
(effort expectancy), which in turn affect attitudes, behavioral

intentions, and actual technology usage [44,45]. Performance
expectancy is the best and statistically significant predictor of
both attitude (β=.532, P<.001) and behavioral intention (β=.339,
P<.001). Attitude is the best predictor and has a significant
impact on behavioral intention (β=.573, P<.001), while
behavioral intention is the best and significant predictor of actual
behavior (β=.563, P<.001). Effort expectancy is the best
predictor and strongly influences performance expectancy
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(β=.380, P<.001) and attitude (β=.286, P<.001). Health
consciousness (β=.188, P=.03), self-efficacy (β=.578, P<.001),
innovativeness (β=.279, P=.02), and compatibility (β=.222,
P=.02) are significant predictors of performance expectancy,

each with a weight above 0.700. Innovativeness (β=.376,
P<.001) and facilitating conditions (β=.436, P<.001) are
significant predictors of effort expectancy, also with weights
above 0.700.

Figure 3. Weight and meta-analysis for the Technology Acceptance Model. Thicker paths indicate relationships with greater weight—that is, the
strongest predictors (weight≥0.700). Higher weights are therefore represented by thicker lines. The numbers on the paths denote the mean β coefficients
along with their significance levels.

Figure 4 presents the weight and meta-analysis for the Unified
Theory of Acceptance and Use of Technology (UTAUT), which
explains how users adopt and use technology by assessing the
impact of key predictors on behavioral intention and actual
behavior [46,47]. Facilitating conditions (β=.863, P<.001) and
behavioral intention (β=.563, P<.001) are significant predictors
of actual behavior, while social influence is not. Behavioral

intention is significantly influenced by performance expectancy
(β=.339, P<.001), social influence (β=.254, P<.001), facilitating
conditions (β=.198, P<.001), and habit (β=.377, P<.001), all
with weights above 0.700. Effort expectancy (β=.185, P<.001)
and hedonic motivation (β=.202, P<.001) are also statistically
significant predictors of intention; however, financial cost is
not.
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Figure 4. Weight and meta-analysis for the Unified Theory of Acceptance and Use of Technology. Thicker paths indicate relationships with greater
weight—that is, the strongest predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote
the mean β coefficients along with their significance levels.

Figure 5 presents the weight and meta-analysis combining the
HBM and PMT, which explain individuals’ engagement in
health-related behaviors. Both models emphasize the role of
perceived threat, such as vulnerability and severity, and the
evaluation of coping strategies, such as benefits, barriers,
response efficacy, and self-efficacy, in shaping motivation to
take protective or preventive actions [48-50]. The results indicate
that, compared with other technology adoption models, the
predictive power of health-related constructs is weaker and less
consistent. Severity (β=.120, P=.04) and vulnerability (β=.101,
P=.03) have weak weights on behavioral intention and exert a
small but significant impact. Performance expectancy (β=.339,
P<.001) and self-efficacy (β=.318, P<.001), which are also used

in other technology-related adoption models, are the best
predictors and have a significant impact on behavioral intention.
Barriers do not have a significant impact (P=.84), whereas
benefits exhibit a strong, statistically significant effect (β=.309,
P=.006). It is also relevant to mention 2 additional predictors
directly related to the health context but not part of the key
components of these theories. First, health condition, which
refers to the perception of having good health, has a weak and
nonsignificant impact (P=.22) on intention. Second, health
consciousness has a statistically significant impact on intention
(β=.298, P<.001) but does not significantly influence behavior
(P=.61).
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Figure 5. Weight and meta-analysis for the Health Belief Model and Protection Motivation Theory. Thicker paths indicate relationships with greater
weight—that is, the strongest predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote
the mean β coefficients along with their significance levels.

Figure 6 illustrates the TTF model, which examines how well
technology aligns with users’ tasks to enhance perceived
usefulness and adoption [51]. Only part of the theory is
presented, as it remains understudied in the context of IoT in
health care. The results show that TTF is a significant predictor
of performance expectancy (β=.883, P<.001) while being

classified as a promising predictor. The studies suggest that task
characteristics do not have a significant impact on the fit
between the task and the technology. However, technology
characteristics are a promising and significant predictor (β=.554,
P<.001).
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Figure 6. Weight and meta-analysis for the Task–Technology Fit model. Thicker paths indicate relationships with greater weight—that is, the strongest
predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote the mean β coefficients along
with their significance levels. ns: not significant.

Figure 7 presents the weight and meta-analysis of the Privacy
Calculus Theory, which explores the trade-off between benefits
and privacy [52]. The results indicate that trust (β=.294, P<.001)
has a significant positive influence on behavioral intention and

is classified as the best predictor. Privacy and security (β=–.110,
P=.02) exhibits a significant negative effect on behavioral
intention; however, the weight is small, suggesting that privacy
and security concerns may not be a strong inhibitor of adoption.
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Figure 7. Weight and meta-analysis for Privacy Calculus Theory. Thicker paths indicate relationships with greater weight—that is, the strongest
predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote the mean β coefficients along
with their significance levels.

Figure 8 presents the weight and meta-analysis of the Theory
of Planned Behavior, which posits that attitude, subjective
norms, and behavioral control influence behavioral intention

and, subsequently, behavior [53]. Both attitude (β=.573, P<.001)
and self-efficacy (β=.318, P<.001) are the best and strongest
predictors of behavioral intention.
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Figure 8. Weight and meta-analysis for the Theory of Planned Behavior. Thicker paths indicate relationships with greater weight—that is, the strongest
predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote the mean β coefficients along
with their significance levels.

Figure 9 presents the weight and meta-analysis of the Innovation
Diffusion Theory, which explains the diffusion of new
technologies through 5 dimensions [54]. Relative advantage
(performance expectancy; β=.339, P<.001), complexity (effort

expectancy; β=.185, P<.001), and compatibility (β=.123,
P<.001) were found to be significant predictors. Image was not
a significant predictor, and trialability and observability have
not been sufficiently studied in the literature.
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Figure 9. Weight and meta-analysis for the Diffusion of Innovation theory. Thicker paths indicate relationships with greater weight—that is, the
strongest predictors (weight≥0.700). Accordingly, higher weights are represented by thicker lines. The numbers on the paths denote the mean β coefficients
along with their significance levels.

Evaluation of Publication Bias
This section evaluates the presence of publication bias and
assesses the normality of the datasets used in the meta-analysis
to ensure the reliability of the synthesized findings. Publication
bias refers to the tendency for studies with significant or positive
results to be more likely to be published, potentially skewing
meta-analytic outcomes [55]. To ensure the robustness of our

findings, we evaluated publication bias following the approach
of Harrison et al [55], which suggests that a single criterion can
provide a more sensitive and appropriate test. We focused our
analysis on one of the most widely examined relationships in
our dataset: the relationship between performance expectancy
and behavioral intention, which was reported in 77 studies
(Table 5).
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Table 5. Studies (n=77) showing the effect size (z), SE (z), sample size, z score, Q component, significance of the paths between performance expectancy
and behavioral intention, and the country.

CountrySignificanceQ componentz scoreSample sizeSE (Z)Subgroup and effect size (Z)

Group 1

ChinaSignificant2.3505.9653870.0510.268

ChinaSignificant26.16113.4553970.0500.604

ChinaSignificant0.2587.9331580.0800.387

ChinaSignificant15.2643.7184690.0460.165

ChinaSignificant23.9791.9083570.0530.086

ChinaSignificant5.1995.1133860.0510.230

ChinaSignificant34.68415.6162430.0650.727

ChinaSignificant11.5555.1227690.0360.224

ChinaSignificant7.7404.0743040.0580.186

ChinaNonsignificant3.0392.702810.1130.149

ChinaSignificant0.0377.0182010.0710.333

ChinaSignificant6.37310.5304060.0500.472

ChinaSignificant6.4624.5043250.0560.205

ChinaSignificant7.5884.3623450.0540.198

ChinaSignificant2.2674.3721390.0860.217

ChinaSignificant52.16919.2571460.0840.950

ChinaSignificant0.8278.7042370.0650.406

ChinaSignificant3.0149.9141970.0720.471

ChinaSignificant7.03211.1392390.0650.519

ChinaSignificant12.7344.0394620.0470.180

ChinaNonsignificant11.5092.2232010.0710.105

ChinaSignificant2.0686.5676240.0400.289

ChinaSignificant0.9076.1452470.0640.286

ChinaSignificant0.6158.5916680.0390.377

ChinaSignificant3.8309.9273860.0510.446

ChinaNonsignificant19.6513.5605520.0430.157

ChinaSignificant3.5355.7744500.0470.258

ChinaSignificant0.3247.7721110.0960.401

ChinaSignificant80.86921.5311710.0771.040

ChinaSignificant73.94013.58312920.0280.586

ChinaSignificant7.1205.0284750.0460.224

ChinaSignificant8.7645.4017250.0370.236

Group 2
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CountrySignificanceQ componentz scoreSample sizeSE (Z)Subgroup and effect size (Z)

BangladeshSignificant5.2539.7209130.0330.422

FranceSignificant10.21012.2121810.0750.586

FranceNonsignificant12.1722.8552670.0620.132

FranceNonsignificant1.3423.478670.1250.202

Germany, the United
States, the United King-
dom, and Canada

Significant16.64613.3822060.0700.633

GhanaNonsignificant18.8922.2493200.0560.102

GhanaSignificant0.4697.2736450.0390.319

IndiaSignificant1.1908.9394000.0500.401

IndiaSignificant0.7618.4731390.0860.421

IndiaSignificant2.1166.4045340.0430.283

IndiaSignificant14.2283.3303720.0520.150

IndiaNonsignificant7.7932.4181530.0820.119

IndiaSignificant0.3816.5692380.0650.306

IndonesiaSignificant3.6479.5127720.0360.415

IraqSignificant13.90512.1203410.0540.549

ItalySignificant2.1625.1912120.0690.245

JapanSignificant1.0178.8412330.0660.413

JordanSignificant1.3075.5872000.0710.265

KoreaSignificant7.7464.5563890.0510.205

KoreaSignificant0.1056.5721590.0800.321

KoreaNonsignificant79.4541.94811580.0290.084

NepalSignificant3.1725.2092800.0600.239

OmanSignificant6.2474.1122590.0630.190

PakistanSignificant0.3317.2204950.0450.321

The Kingdom of Saudi
Arabia

Significant1.8606.4014860.0460.284

The Kingdom of Saudi
Arabia

Significant6.4965.1454730.0460.229

The Kingdom of Saudi
Arabia

Significant6.2564.0852560.0630.189

South KoreaSignificant20.27812.4414770.0460.553

South KoreaSignificant24.96712.9104870.0450.574

South KoreaSignificant27.22912.0208770.0340.523

SwitzerlandSignificant3.14110.0141100.0970.518

TaiwanSignificant6.34310.6823350.0550.485

TaiwanSignificant0.5758.5192680.0610.393

TaiwanSignificant17.7273.3464580.0470.149

TaiwanSignificant0.0826.3401250.0910.321

TaiwanSignificant0.8074.436810.1130.245

TurkeySignificant28.07014.7962430.0650.688

TurkeyNonsignificant39.4670.9174260.0490.041

The United Arab EmiratesSignificant1.3984.4161060.0990.230
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CountrySignificanceQ componentz scoreSample sizeSE (Z)Subgroup and effect size (Z)

0.141 The United StatesNonsignificant17.0703.1434070.050

The United StatesSignificant244.93025.6813760.0521.157

The United StatesSignificant8.8733.6192770.0600.167

The United StatesSignificant0.7565.2271200.0920.266

The United StatesSignificant112.41119.0124500.0470.848

WorldwideSignificant0.2157.0453220.0560.321

To assess the presence of small-study effects and potential
publication bias, a funnel plot was generated, and an Egger
regression test was conducted. The funnel plot was constructed
to visually evaluate publication bias [42], with the SE plotted
on the y-axis instead of sample size, as this enhances the
detection of asymmetry [36]. In an ideal funnel plot, symmetry
is expected, with smaller studies exhibiting larger SE scattered
evenly on both sides of the pooled effect size. In Figure 10, the
studies display a somewhat asymmetrical distribution. Larger
studies cluster near the combined effect size at the top of the

funnel, while smaller studies show greater dispersion, potentially
indicating publication bias or underlying heterogeneity. The
trim-and-fill method estimates the number of potentially missing
studies—often those with nonsignificant or negative
results—and imputes them to generate an adjusted combined
effect size. In this case, the imputed effect size is slightly smaller
than the original estimate, suggesting that the observed
meta-analytic effect may be modestly inflated due to the absence
of smaller, less favorable studies.

Figure 10. Funnel plot of studies examining the relationship between performance expectancy and behavioral intention.

To statistically assess funnel plot asymmetry, we applied the
Egger regression test [42] to evaluate whether smaller studies
tend to report larger effect sizes, which can indicate potential
publication bias (see Table 6). The test examines the relationship
between effect sizes and their SEs to detect small-study effects.
The results of the regression analysis showed that the intercept
was not statistically significant (α=.381, P=.81), indicating no
evidence of funnel plot asymmetry or publication bias. However,
the slope coefficient was statistically significant (β=.327,

P<.001), suggesting a positive association between study
precision and effect size. While this does not indicate publication
bias, it may reflect genuine heterogeneity among the included
studies.

The I2 statistic, which quantifies the proportion of total variation
across studies attributable to true heterogeneity rather than
sampling error [41], revealed a very high degree of heterogeneity

(I2>93%). This indicates that most of the variability in effect
sizes reflects real differences across studies rather than random
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sampling error. These differences may arise from variations in
study design, measurement tools, participant demographics,
cultural contexts, or theoretical frameworks used across the

included studies. To further explore the sources of heterogeneity,
a subgroup analysis was conducted.

Table 6. Egger‐type test for small‐study bias, using Excel’s Data Analysis Regression Tool, which uses standard ordinary least squares regression.

95% CIP valuet test (df)SECoefficientsRegression

–2.695 to 3.457.810.247 (75)1.5440.381Intercept (α)

0.166 to 0.489<.0014.044 (75)0.0810.327Slope (β)

The subgroup analysis examined whether effect sizes differed
between studies conducted in China and those conducted in
other countries. By comparing studies from China with those
from other regions, we aimed to evaluate potential regional
biases, given that a large proportion of the included studies were
conducted in China. The results, presented in Table 7, indicate
that geographic location has little influence on the overall effect
size, as both subgroups exhibit similar results. The combined
effect size for studies conducted in China is 0.340 (95% CI

0.272-0.404), while for studies in other countries, it is 0.336
(95% CI 0.279-0.390). However, heterogeneity remained very

high in both groups (China: I2=93%; other countries: I2=94%),
indicating substantial variability even within each subgroup.
Therefore, the subgroup analysis addresses concerns about
potential bias from the large proportion of studies conducted in
China, confirming that the results are largely stable across
regions.

Table 7. Subgroup comparison between China and the other countries in our sample.

I2 (%)95% CIP valueEffect sizeSubgroup

92.9840.272-0.404<.0010.340China

94.3550.279-0.390<.0010.336Other countries

Discussion

Principal Findings
The study of IoT adoption in health care reveals a diverse
landscape of constructs and relationships, providing a
comprehensive overview of the factors driving IoT adoption.
This study synthesized findings from 109 papers and 115

datasets across various regions, including China, South Korea,
the United States, and India, with most studies published in
high-ranking journals. The combined weight and meta-analysis
identified the best predictors and examined the adoption models
most frequently used in IoT health care. Figure 11 highlights
the strongest and most consistent predictors, integrating the
results of both the meta-analysis and weight analysis.
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Figure 11. Best predictors identified in the weight analysis, along with their statistically significant mean β coefficients from the meta-analysis. The
strength (weight) of each predictor is represented by the thickness of the line connecting the predictor to the target variable, with thicker lines indicating
stronger predictors. The green box denotes constructs from the Unified Theory of Acceptance and Use of Technology framework, and the orange box
denotes constructs from Technology Acceptance Model.

Technology acceptance models, such as UTAUT and TAM,
have been widely and successfully applied in the context of IoT
in health care [56,57], which is unsurprising given that these
are the most commonly used technology adoption models, highly
cited, and successfully applied across diverse fields and contexts
[58,59]. Compared with models such as UTAUT and TAM,
where predictors such as performance expectancy and
facilitating conditions consistently exhibit strong and reliable
effects, the HBM and PMT models struggle to establish robust
relationships with behavioral intention. This suggests that
relying solely on health-related constructs or health behavior
models may not be sufficient to explain health care technology
adoption. Therefore, other individual factors, such as
innovativeness, external factors, such as social influence, and
technological factors, such as performance expectancy, may
play a more decisive role [60,61]. Integrating context-specific
health variables into robust models such as TAM or UTAUT
can, however, provide additional insights. For example,
individuals with strong health motivation or health
consciousness tend to exhibit higher levels of performance
expectancy from IoT health care technologies [62,63].

The findings highlight several key factors influencing effort
expectancy and performance expectancy, both of which are
central to users’ attitudes toward technology. For effort
expectancy, the most influential factor was self-efficacy,
indicating that individuals who feel more confident in their
ability to use the technology tend to perceive it as easier to

operate [64,65]. Other important contributors include facilitating
conditions, innovativeness, and compatibility, suggesting that
a supportive environment, openness to new technologies, and
alignment with users’ existing values and practices all help
reduce the perceived effort required to use IoT in health care
[66,67]. For performance expectancy, TTF emerged as the
dominant influence, highlighting that when users perceive a
strong alignment between the technology and the tasks they
need to perform, they are more likely to view it as useful [68,69].
Additionally, health consciousness, self-efficacy, reliability,
and compatibility played significant roles, emphasizing the
importance of personal health concerns, confidence in usage,
trust in the system’s dependability, and alignment with users’
existing values and practices [63,70]. Together, these findings
underscore the relevance of both individual and contextual
factors in shaping users’ perceptions of a technology’s
usefulness and ease of use.

Regarding individuals’ IoT health care technology adoption
journey, the findings reveal that a positive attitude is crucial for
successful adoption [71,72]. Efforts to cultivate positive
perceptions can be made by leveraging the influence of
important figures in individuals’ lives and by emphasizing the
ease of use and the potential for improved health care outcomes
[73-75]. When individuals hold a positive perception of IoT
health care, they are more likely to intend to use it, which in
turn positively influences actual usage [76,77]. To further
enhance behavioral intention, the effectiveness of IoT health
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care solutions and the encouragement of health care
professionals, family, and friends should be leveraged [78,79].
Additionally, individuals’ willingness to try new technologies
plays a significant role, as more innovative users are more likely
to adopt IoT solutions [80,81].

Trust plays a decisive role in shaping behavioral intentions,
reinforcing the notion that users are willing to trade some level
of privacy if they perceive a system as secure and reliable [60].
Previous literature has found that individuals are often reluctant
to adopt digital health or IoT technologies when they do not
trust the provider [82,83]. This perspective may help
contextualize the inconsistent results observed for privacy as a
predictor of behavioral intention, as a notable proportion of
studies reported nonsignificant relationships. Similarly,
predictors such as barriers, vulnerability, and financial cost also
exhibited higher frequencies of nonsignificant findings in our
analysis. These inconsistencies may reflect how these constructs
interact with—or are influenced by—the presence of stronger
enabling factors. For instance, high perceived usefulness and
trust may diminish the observed effects of barriers such as
financial cost and privacy, as these factors may become less
salient in users’ perceptions.

Theoretical Implications
This study makes several contributions to the theoretical
understanding of IoT health care adoption by synthesizing
findings from diverse quantitative studies and adoption models.
The results reinforce the importance of established models such
as TAM and UTAUT. They also suggest that integrating
variables from other theories—such as health consciousness,
innovativeness, and trust—into traditional technology
acceptance frameworks can provide deeper insights into how
individuals adopt IoT in health care. Behavioral intention is the
most studied target variable, while attitude and actual behavior
remain underexplored, indicating a gap in existing research on
these critical components of the adoption process.

Researchers should further investigate several promising but
underexplored predictors that showed perfect weight, suggesting
strong yet preliminary evidence of their relevance, to establish
their broader applicability. For instance, regarding behavioral
intention, the aesthetic appeal of health care technologies shows
potential as a strong predictor. For actual behavior, facilitating
conditions and social influence are promising predictors that
warrant further exploration. In the case of the underexplored
TTF theory, technology characteristics appear to be a promising
predictor. For performance expectancy, convenience and
innovativeness are promising predictors, while for effort
expectancy, reliability and TTF show potential as predictors
deserving additional investigation.

By contrast, several predictors demonstrated limited or
inconsistent relevance to the adoption of IoT in health care. For
the outcome attitude, barriers did not have a statistically
significant effect. For behavioral intention, predictors such as
privacy and security, barriers, vulnerability, severity,
compatibility, and financial cost produced inconsistent findings,
with many studies reporting nonsignificant results. Specifically,
health, technology anxiety, financial cost, and barriers were
frequently not significant predictors of behavioral intention.

When predicting actual behavior, variables such as social
influence, innovativeness, health consciousness, vulnerability,
and effort expectancy often failed to reach statistical
significance. Regarding performance expectancy, both privacy
and security and barriers were not consistently significant, and
for effort expectancy, privacy and security and image did not
show meaningful effects.

Our findings indicate that regional differences alone do not fully
explain the heterogeneity of results. Therefore, when applying
the findings of this study, we recommend refining theoretical
models to account for contextual factors and implementing
practical strategies aligned with the strongest predictors
identified, such as performance expectancy and self-efficacy,
which can enhance adoption across different settings. Future
adoption studies would benefit from incorporating
context-specific factors that capture cultural and health care
system differences, enabling a better understanding of how these
contextual variables influence target outcomes, as either control
or moderator variables.

Several regions, particularly in Africa, South America, and
Europe, remain underrepresented, highlighting a gap in the
literature and the need for future research in diverse settings to
improve the generalizability and equity of evidence regarding
IoT adoption in health care. Finally, combining qualitative
methods, such as interviews and focus groups, is recommended
to gain deeper insights. This mixed methods approach can
provide a better understanding of user perceptions and
experiences, bridging the gap between quantitative results and
the complex realities of technology adoption [84,85].

Practical Implications
The findings of this study provide actionable insights for
practitioners, policy makers, and technology developers seeking
to enhance IoT health care adoption. Key drivers—such as
performance expectancy, self-efficacy, social influence,
functional congruence, trust, habit, facilitating conditions,
benefits, and innovativeness—consistently shape behavioral
intention. For example, developers can focus on creating
intuitive designs and user-friendly interfaces while emphasizing
tangible performance benefits. Health care providers and policy
makers can leverage trusted individuals, such as doctors and
family members, to encourage adoption.

The availability of resources and infrastructure that enable and
support technology use—such as access to devices, technical
support, internet connectivity, and integration with health care
systems—plays an important role in adoption, as it reduces
barriers for individuals starting to use IoT in health care [69,78].
Furthermore, adhering to robust data protection frameworks
that ensure transparency from all entities handling health-related
data aligns implementation with national and regional regulatory
standards and fosters user trust [83,86]. Finally, targeting
innovative individuals who are more likely to adopt IoT health
care technologies or who already have the habits and skills to
use them can further promote technology adoption.

Limitations and Future Research
This study has several limitations that warrant consideration.
Our findings reveal a high level of heterogeneity, which is not
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fully explained by regional differences; therefore, the pooled
estimates should be interpreted with caution. Future research
should investigate additional factors that may account for this
heterogeneity, such as study design, population characteristics,
or model specification, and conduct moderator analyses to better
address variability. Additionally, China accounts for a large
proportion of the included studies, while several
regions—particularly in Africa, South America, and
Europe—remain underrepresented. As such, we caution against
overgeneralizing our findings to all global contexts.
Additionally, while this study synthesizes quantitative findings,
it excludes qualitative research, which could provide deeper
insights into contextual variability and user experiences
influencing adoption. This exclusion may contribute to
inconsistencies in the evidence, particularly for understudied
predictors such as privacy concerns, perceived vulnerability,
and financial cost, which often showed nonsignificant results.
Future research should consider integrative literature reviews
that include qualitative studies to better capture the nuanced
interplay of individual, cultural, and technological factors.

Conclusions
Our comprehensive meta- and weight analysis of 115 unique
datasets on IoT health care adoption revealed several significant
predictors for the adoption of IoT health care technologies.
Behavioral intention emerged as the most frequently studied
target variable. By contrast, attitude, actual behavior,
performance expectancy, effort expectancy, and TTF remain
comparatively understudied, with very few paths examined
more than 5 times. While adoption theories from the information
systems field, such as UTAUT and TAM, are predominantly
used, integrating context-specific factors or combining
constructs from different theoretical models can provide deeper
insights into IoT health care adoption and further support the
adoption process.

All the best predictors identified in our study were statistically
significant, with the exception of reliability as a predictor of

behavioral intention. For the target variable attitude, the
strongest predictors were effort expectancy, performance
expectancy, and social influence, while barriers did not have a
statistically significant effect. Regarding behavioral intention,
the most consistent and significant predictors were attitude,
performance expectancy, habit, self-efficacy, functional
congruence, reliability, and benefits. In addition, social
influence, facilitating conditions, and trust demonstrated strong
weights above 0.700, while aesthetic appeal was considered a
promising predictor due to the limited number of studies.
Conversely, variables such as privacy and security, barriers,
vulnerability, severity, compatibility, and financial cost showed
inconsistent results, with a high incidence of statistically
nonsignificant findings. Specifically, health, technology anxiety,
financial cost, and barriers were not statistically significant
predictors of behavioral intention.

For actual behavior, behavioral intention emerged as the best
predictor, while facilitating conditions and social influence were
considered promising. However, social influence,
innovativeness, health consciousness, vulnerability, and effort
expectancy did not reach statistical significance for behavior.
Regarding performance expectancy, effort expectancy, TTF,
and self-efficacy were the best predictors, followed by health
consciousness, social influence, reliability, and compatibility
as strong predictors, while convenience and innovativeness
appeared as promising. Privacy and security and barriers,
however, were not statistically significant predictors of
performance expectancy. For effort expectancy, the most
consistent predictors were facilitating conditions, innovativeness,
self-efficacy, and compatibility, with reliability and TTF
considered promising predictors; privacy and security and image
did not show significant effects. Lastly, for the target variable
TTF, technology characteristics emerged as a promising
predictor, whereas task characteristics were not statistically
significant.
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Abstract

Background: European health care systems face mounting pressures from an aging population, workforce shortages, and
decentralization, challenging the delivery of accessible, high-quality care. eHealth solutions are widely promoted to enhance
efficiency and improve the quality of care. Despite a strong policy report, anticipated benefits remain unrealized, as implementation
processes often encounter barriers and high failure rates. Research shows that drivers and barriers are dynamic and shaped by
actor interactions. Some studies suggest that certain actors, often acting as bricoleurs, play a critical role in overcoming these
barriers through adaptive and improvised practices. However, little is known about how these actors enact roles, what features
enable bricolage, and how structural conditions influence these practices.

Objective: The aim of this study is twofold. First, it investigates the roles and features of actors involved in innovation processes,
with a particular emphasis on the application of bricolage to overcome barriers and the influence of structural factors on these
processes. Second, it aims to contribute both theoretical and empirical insights to deepen the understanding of barrier dynamics
within innovation processes.

Methods: We conducted a multiple-case study comprising 10 semistructured interviews, 11 focus groups with health care
professionals, managers, trainers, and policymakers, participant observations of training sessions, and document analysis. An
iterative process integrated the dramaturgical approach with the concept of bricolage, guiding the reflexive thematic analyses.

Results: Roles were enacted based on available information, context, and assigned functions. Service specialists (eg, superusers)
and mediators (eg, unit or project managers) gained backstage insights through shadowing staff, evaluations, and support activities.
When mandated and equipped with contextual and technical knowledge, these actors became bricoleurs, addressing unforeseen
challenges by creatively mobilizing resources and thereby transforming barriers into promoters. Effective bricolage required
proximity to the implementation site, dedicated involvement, and experiential knowledge of health care and technical domains.
Key drivers included colocation, supportive management, stable teams, superusers, tailored training, follow-up activities, and
informal evaluations. Barriers such as organizational silos, leadership shifts, staffing shortages, high turnover, geographic
dispersion, and technology perceived as challenging or surveillance-oriented constrained bricolage and hindered implementation.

Conclusions: Actors may become bricoleurs when their assigned roles, contextual knowledge, and backstage access enable
them to improvise in response to unforeseen challenges. Through a dramaturgical lens, bricolage is an adaptive performance that
sustains frontstage care delivery. Bricoleurs combine proximity, experiential knowledge, and dual expertise to transform barriers
into drivers by adjusting the innovation process and fostering interaction. These practices illustrate the mutual shaping of structure
and agency: enabling conditions expand the space for bricolage, while barriers narrow it. Understanding this dynamic is essential
for advancing theory on innovation processes and for designing implementation strategies that leverage bricolage as a mechanism
for transforming barriers into drivers of innovation.

(J Med Internet Res 2026;28:e79999)   doi:10.2196/79999
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Introduction

Background
One of the significant challenges facing European societies is
the aging population, coupled with a shortage of health care
staff [1-4]. These challenges are compounded by a deliberate
decentralization of health care services, driven by political
decisions, which complicates efforts to ensure accessible and
high-quality health care [2,5-8]. In response to these pressing
issues, there is a growing emphasis on innovation within the
public sector [9,10], particularly through the adoption of eHealth
solutions [1-3]. eHealth solutions are often defined as the
organization and delivery of health services using information
and communication technologies (ICTs) to support and enhance
health care [4,11]. Across European societies, including Norway
and Denmark, which form the context of this study, there is
strong optimism that innovative eHealth solutions can improve
productivity, free up time for patient-centered care and core
health care tasks [2,8,12], and empower older adults to live
independently at home by enhancing their health and quality of
life [13-16]. The belief stems from the potential that eHealth
solutions can enhance efficiency, improve the quality of care,
and bolster patient security [17-19]. However, despite a strong
policy push for implementing eHealth solutions, authorities
acknowledge that the full benefits have yet to be realized
[2,3,20,21].

Research on innovation processes involved in implementing
and sustaining eHealth solutions in health care reveals that these
processes are often fraught with challenges, resulting in a high
failure rate [22-26]. Numerous studies have identified a range
of factors influencing the outcomes of eHealth innovation
processes [22,26-33]. These factors are often presented as
separate concepts, being either a driver or a barrier [34,35].
However, scholars are increasingly emphasizing the dynamic
nature of drivers and barriers [36-38]. What may initially appear
as a barrier can be transformed into a driver if addressed
appropriately [38-40]. Detecting barriers and addressing them
depends on the interaction among actors as well as proactive
engagement from specific actors. Previous research has
demonstrated that collaborating actors in innovation processes
engage in complex and dynamic interactions and negotiations
[38]. As the complexity of the innovation process increases,
interactional barriers become more prominent [34,36,41],
hindering effective knowledge sharing, which is crucial for
implementing and sustaining eHealth solutions [25,32,38,42,43].
Research has identified specific actors who are effective in
overcoming interactional barriers [38]. Such actors are
frequently found to act as boundary spanners, bridging
knowledge gaps, for example, between ICT staff, management,
and health care professionals. By bridging knowledge gaps,
these actors can transform barriers into opportunities, making
innovations more contextually relevant and beneficial by, for
example, facilitating the redesign of workflows, providing
adequate training and support to users, and highlighting
problematic issues [26,31,38,44]. These actors can also be
referred to as bricoleurs [45-47], and their contributions are
considered vital for integrating eHealth solutions into health
care practices [7,48,49]. Bricolage is characterized by its

spontaneous and improvised nature, involving small, pragmatic
adjustments in response to unforeseen events or emerging needs
[47,49]. This process is often informal, builds on embodied
experience within the practice, and is inherently collaborative,
as it necessitates interaction with other actors [45,47,49]. Given
its intangible nature, it remains unclear how the context can
facilitate bricolage work [46]. There also remains an incomplete
understanding of the nature of the roles of these bricoleurs as
well as how these roles might be identified, enabled, and
enhanced [26,36,38,49,50]. The literature emphasizes the
importance of investigating individual actors as units of analysis,
given that microlevel practices have been largely overlooked
[24,30,50]. Research has identified various features of individual
actors involved in implementing and sustaining innovations,
including ICT-related skills, experience, demographics, and
personality traits [26,35]. Creative and empowered actors, who
possess the ability to navigate and overcome a risk-averse
administrative culture, play a crucial role in driving innovation
[35]. However, it remains unclear how these features interact
with the enactment of roles and the contextual factors. Bricolage
provides an approach that emphasizes how innovation can be
made possible by recognizing both the work of actors and the
influence of structural factors [47]. We therefore consider the
concept of bricolage useful for understanding the complex
dynamics between the micro- and system levels of innovation
processes.

Objectives
Against this background, this study aims (1) to investigate the
roles and features of actors involved in innovation processes,
with particular emphasis on the application of bricolage to
overcome barriers and the influence of structural factors on
these processes; and (2) to contribute both theoretical and
empirical insights to deepen the understanding of barrier
dynamics within innovation processes. We pursue these aims
through a qualitative, multiple-case study set within a European
Union innovation project that focuses on enhancing digital skills
and innovation readiness. By examining 3 cases of implementing
and sustaining innovative eHealth solutions, our study seeks to
address the following research questions:

• How do actors involved in implementing and sustaining
eHealth solutions enact the role of bricoleurs, and what
features enable this role?

• In what ways is bricolage performed to transform barriers
into drivers of innovation, and how do structural conditions
shape or constrain these practices?

Methods

Study Design
The study used an exploratory case study design that adhered
to the principles of multiple holistic case study design [51].
Each case served as a distinct unit of analysis. The exploratory
case study is an empirical investigation that examines processes
and uncovers mechanisms related to a contemporary
phenomenon within its real-life context [51,52]. This approach
was well-suited to our research design, as we aimed to
understand the roles of various actors in innovation processes
and to investigate how they overcome barriers and transform
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them into drivers of innovation, as well as how structures
influence the enactment of roles and performance of bricolage.

Case Selection and Data Collection
The cases selected for this study were part of the Digital and
Innovation Skills Helix project, a European Union initiative
aimed at enhancing digital skills and promoting innovation
readiness. As part of a forthcoming innovation process aimed
at implementing an eHealth solution, these cases tested 3 tools
developed through the Digital and Innovation Skills Helix
project. These tools facilitated the acquisition of digital skills,
cocreative implementation planning, evaluation, and competence
assessment. Further details about the tools can be found in our
previous work [53].

The 3 cases are situated in a Nordic welfare context. Case A is
a nursing home situated in a rural municipality in Western
Norway, offering 24-hour health and care services to residents
for both short-term and long-term stays. This municipality
actively participates in regional and national eHealth networks
and collaborates closely with neighboring municipalities to
enhance health care services. The nursing home accommodates
41 residents and employs 60 staff members, including 1 leader
and 4 unit managers. Since 2017, the municipality has
systematically upgraded its outdated equipment with new
eHealth solutions, such as electronic medicine dispensers and
safety alarms. At the time of data collection, the nursing home
implemented a new patient monitoring system that included
digital supervision. This system’s primary objectives were to
increase service efficiency and improve patient security.

Case B is a home care service located in a rural municipality in
Western Norway, providing 24-hour assistance with daily living
and home health services. Most service users are frail older
adults who require support to continue living at home. This
home care service supports approximately 150 service users
and employs 50 health care staff, including the home care
service unit manager. Since 2015, the municipality has focused
on implementing eHealth solutions in the health care sector to
address demographic challenges and deliver sustainable health
care services. The home care service implemented electronic
door locks (e-locks) in service users’ homes, aiming to provide
faster and safer assistance.

Case C is a cross-sectoral collaboration between a hospital and
a municipal home care service in Southern Denmark. The
hospital offers emergency care, outpatient treatment, and
examination services to patients who have been injured. The
home care service offers 24-hour assistance, including support
for daily living and somatic and psychiatric care. In 2018, the
local hospital initiated a project to collaborate with the
municipality through video consultations, specifically for
discharging complex and vulnerable patients from the hospital
to municipal care. Aligned with the Regional Council’s
digitalization strategy, the objective was to enhance
cross-sectoral collaboration using technology, streamline
discharge conferences, and ensure more coherent patient care.
The hospital was allocated approximately US $1.5 million to
develop digital competencies among its staff.

The selection of cases was pragmatic, as the available cases
within the European Union project were limited, resulting in
the inclusion of 3 cases that exhibited varying levels of
complexity. As case C involved implementing video
consultations in a cross-sector collaboration between a hospital
and a municipal home care service in Southern Denmark, this
case is more complex compared to cases A and B, which were
more similar and less complex, as they implemented an eHealth
solution within a single organization, engaging only a limited
number of employee groups. The empirical material for these
cases included document analysis, participant observation,
semistructured individual interviews, and focus groups (see
Multimedia Appendix 1 for an overview of the data collection).

The interviews and focus groups, with some being more
prominently featured than others, served as a central component
of our analysis, providing in-depth insights into the experiences
and perspectives associated with the implementation process
(Multimedia Appendix 2). The participant observations took
place during training, where the observer participated and
observed questions, discussions, and task-solving activities.
The participant observations complemented the interviews,
enhancing the analytical depth of the study by offering a
comprehensive understanding of the setting and context as well
as nuanced insights into the social dynamics (Multimedia
Appendix 3). Although these observations, along with the
document analysis, served as critical supplementary materials,
they primarily provided a contextual backdrop for interpreting
the qualitative data derived from interviews and focus groups.
The data collection took place between 2020 and 2022, during
and after the testing phase of the 3 tools. The data were gathered
in person or online via Zoom (Zoom Video Communications)
or Microsoft Teams, conducted by SE, AMD, or CØ. The data
collection ended when data saturation was reached.

Participants for the study were recruited with the assistance of
key stakeholders involved in implementation planning and
training within the clinical settings. In cases A and B, a
designated project manager from each case served as our
primary point of contact. For case C, we contacted the
individuals responsible for training at the hospital, where one
of the trainers became our primary point of contact. These 3
contact persons facilitated the recruitment process by reaching
out to potential participants by email. A total of 949 individuals
were identified as potential participants from the training roster,
and 31 individuals were identified from the implementation
working groups. We contacted 115 individuals, of whom 39
agreed to participate in the interviews, and 70 agreed to
participate in participant observations, resulting in a final sample
of 109.

Ethical Considerations
Ethics approval was obtained from Sikt—Norwegian Agency
for Shared Services in Education and Research (ref: 198584).
Before participation, all participants were provided with
informed consent that they signed before participation, which
included a comprehensive overview of the study project, its
objectives, and data handling procedures. No compensation was
provided to the participants. Anonymity was ensured by
replacing names with pseudonyms and revising the empirical
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material to obscure recognizable quotes. To ensure data security,
the original recordings as well as transcripts were stored as
password-protected files on a secure research server, with access
limited to the three authors only.

Analyses
NVivo (version 21; Lumivero) software was used to analyze
verbatim transcriptions of audio-recorded interviews and focus
groups. The reflexive thematic analyses for this study were
applied to generate initial themes by identifying patterns of
shared meaning across the dataset [54-56]. We followed the
6-phase approach developed by Braun et al [55]. First, we aimed
to enhance reliability in the analysis process by conducting
independent readings of the transcripts. Second, all three authors
generated initial themes independently, guided by the concept
of bricolage [57] in combination with the dramaturgical
approach [58] and the Consolidated Framework for
Implementation Research [59]. Since the study aimed to
investigate role enactment, bricolage strategies, and structural
factors, we approached the data, exploring and tagging text that
reflected strategies involving bricolage activities and role
features akin to those of mediators and service specialists, as
well as structural factors affecting implementation. Third, all
three authors constructed themes through thematic mapping,
which involved visually exploring potential themes and
subthemes, as well as connections between them. Finally, themes
were revised and defined in collaboration between all three
authors before producing the report. Researcher reflexivity was
actively pursued in accordance with the standards of qualitative
research [60]. This included engaging in critical dialogue to
challenge and complement each other’s interpretations and
explicitly acknowledging our personal and professional
backgrounds early in the research process. These discussions
helped us remain aware of our initial assumptions and avoid
conflating prior perspectives with insights emerging from the
data.

Conceptual Framework
The dramaturgical approach by Goffman [58] illustrates how
actors manage their frontstage performances within social
settings to navigate and influence others’ perceptions. In
contrast, backstage involves actions that support the frontstage
performance but do not align with its presented image. This
perspective highlights that inventive strategies and adaptive
behaviors emerge in response to the interactions and perceptions
within actors’ immediate social contexts rather than being
dictated solely by structural conditions. By integrating the
dramaturgical approach and the concept of bricolage, we aim
to develop a more comprehensive understanding of how actors
can transform barriers into drivers through performing bricolage.
Previous research has indicated that distinct roles, such as
mediators and service specialists, are pivotal in overcoming
interactional barriers [38]. In the paragraph below, we delve
deeper into the roles of mediators and service specialists,
emphasizing their essential function in bridging interactional
gaps.

A mediator acts as an intermediary, facilitating mutually
beneficial agreements between 2 potentially opposing teams.
By cultivating trust and managing confidential information, the

mediator maintains a delicate balance, sometimes projecting a
skewed perception of loyalty to foster closeness and
understanding among the teams. Examples of mediators may
include facilitators, project leaders, or department managers.
Conversely, service specialists focus on constructing, repairing,
and maintaining performance. Acting as “scene workers,” they
enable actors to effectively perform their roles and define
situations without encountering dramaturgical obstacles [58].
Examples of service specialists could include ICT specialists,
champions, or “superusers.”

To investigate the strategies used by mediators and service
specialists in merging frontstage with backstage to overcome
barriers and further the innovation process, we integrate
Lévi-Strauss’s [57] concept of bricolage. Bricolage, derived
from the French verb “bricoleur,” means to tinker or improvise.
Lévi-Strauss [57] conceptualized bricolage as a creative method
of using available resources, contrasting the improvisational
nature of the bricoleur with the systematic, planned approach
of the engineer. This duality draws attention to different
problem-solving methods [57]. Since its introduction, bricolage
has found relevance across various disciplines [61-63], including
studies on public sector innovation [7,45-49,64]. While
extensive research has examined bricolage activities, there has
been less focus on bricoleurs themselves [49]. This oversight
may stem from Levi-Strauss’s [57] structuralist perspective,
which suggests that objective structures shape actors’ lives,
often overshadowing individual interpretations. However, latter
interpretations of the concept of bricolage are not strongly
underpinned by the structuralist approach and see bricolage as
an activity where the bricoleur creates structures from resources
at hand [46]. As such, bricolage is considered relevant for
capturing the dynamics of innovation and the connection
between microlevel practices and broader systems of innovation
[46]. Along with other researchers [65-67], we argue for the
need to develop new approaches to advance public sector
innovation processes. As such, to better understand the
motivations and strategies of actors, it is necessary to recognize
the interplay between different approaches. Situated in the
critical realism paradigm, we acknowledge that both Goffman’s
and Lévi-Strauss’s approaches can complement one another.
While objective structures influence individual agency,
especially in complex situations, actors’ agency is also shaped
by their subjective interpretations of social reality.

The dramaturgical approach illuminates the social dynamics
and interpersonal interactions on the microlevel that shape how
bricoleurs operate, for example, how the roles are enacted,
negotiated, and adapted based on the context and audience.
Conversely, bricolage enhances our understanding of the
resourcefulness and adaptability that actors demonstrate in their
roles, particularly in overcoming barriers to innovation. It
elucidates how bricoleurs creatively respond to unforeseen
events posed by the context while simultaneously negotiating
and navigating structures that influence their actions.
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Results

Overview
The total sample consisted of 109 participants, including 39
who participated in interviews and 70 who participated in
participant observations. The participants represented a diverse
range of stakeholders, including health care professionals, unit
managers, leaders, policymakers, ICT specialists, eHealth
solution providers, trainers, project staff, and technical
personnel. The following sections outline the themes,
accompanied by illustrative quotations.

Enacting the Role of a Bricoleur
The actors assigned the role to spearhead the innovation
processes in the 3 cases were a project manager (case A), a
home care service manager (case B), and a project manager
assisted by trainers (case C). According to Goffman [58], roles
are enacted based on available information, the situational
context, and the function an actor is expected to perform. When
assigned a function such as project manager (case A and C),
home care service manager (case B), or trainer (case C), actors
face specific expectations from their audience, which they strive
to meet or engage in impression management to convey that
these expectations are being met. In case B, the role of a home
care service manager entailed numerous time-consuming
operational responsibilities, which constrained the time and
attention available for the implementation process—particularly
during the COVID-19 pandemic. The geographical distance
also prevented him from shadowing staff and observing their
activities firsthand. These conditions made it challenging to
enact either a mediator or a service specialist role. Compounding
these issues, the home care service manager was new to the
organization, starting the position only 2 weeks after the national
lockdown in Norway. These circumstances complicated the
enactment of a bricoleur role. First, the manager lacked
familiarity with the organizational context and staff. Second,
not having participated in the planning phase, he had limited
background knowledge of the e-lock project’s rationale and
objectives, as reflected by the following quote: “It was decided
before I started working here. So, I’m not entirely sure of the
background [of the project], but it’s probably to save time on
key usage and to increase accessibility and safety for the users”
(Respondent 1, home care service manager). Finally, the
operational demands inherent in the managerial role
overshadowed the implementation process, leaving little
opportunity to prioritize it. This contrasts with cases A and C,
where project managers were fully dedicated to the
implementation process and exempt from other operational
responsibilities. Although the project managers were fully
dedicated to the innovation process, the way it unfolded varied
across the 2 cases. In case A, the project manager and a project
coordinator moved into the nursing home during the initial 2
weeks of implementation, providing continuous on-site support
and guidance. After this period, they remained available via
telephone and email and maintained an office next door to
ensure ongoing support and rapid problem-solving. Due to poor
collaboration with the ICT department in the municipality, the
project manager and coordinator were also compelled to take
on responsibilities as ICT specialists. This additional

responsibility led the project manager and the coordinator to
enact roles of service specialists, which had many advantages
for the ongoing process, as expressed by a staff member:

I think it would have been difficult without them. It
makes the workday easier. We spend less time on
frustration, because, well, technology isn’t my field,
you know. My field is actually healthcare. But having
those who are a support function for technology
somehow makes my day easier. [Respondent 2, nurse]

As the patient warning system and digital supervision were
implemented directly within the nursing home, the service
specialists remained in proximity to the site of action. The
continuous presence of the project manager and coordinators,
who engaged in shadowing staff and observing daily routines,
enabled them to adopt dual roles as both service specialists and
mediators gradually. In doing so, they effectively bridged the
gap between backstage and the front stage. Drawing on their
familiarity with the context and the actors involved, along with
their acquired ICT competencies, they gradually enacted roles
as bricoleurs—constructing, repairing, and maintaining the
health care professionals’ performance so they could do their
“actual job” (Respondent 2, nurse). The project team also trained
a group of superusers, who in turn took on roles as service
specialists and actively supported bricolage activities by drawing
on their digital competence.

Although the project manager in case C was committed to the
innovation process, the physical location—outside the hospital
in a separate building—created a spatial distance from the
implementation site. Furthermore, the affiliation with a research
and innovation unit, rather than the hospital units or the
municipality, meant that the project manager lacked an
established foothold within the everyday workplace dynamic.
These conditions challenged the ability to enact a role as a
mediator or service specialist, as the project manager was not
embedded in the daily routines of the health care staff and thus
had limited access to backstage information, such as training
needs and perceptions about the video consultations. Enacting
roles as mediators and bricoleurs was also challenging for the
unit managers when priorities competed, tasks were
incompatible, and responsibilities conflicted. As expressed by
a unit manager: “We were a COVID unit, so we already had
plenty to just ... work through, so the idea of creating new ideas
and having the time to implement new systems ... Well, the staff
was also overloaded. You reach a certain limit where you can’t
take in any more” (Respondent 3, hospital unit manager).
However, in some of the units, the trainers were able to step
into roles as service specialists and bricoleurs when they were
physically present in the hospital to support the setup of video
consultations. Their role as trainers granted them access to the
backstage where health care professionals prepared for their
frontstage performances. This backstage access enabled the
trainers to observe real-world challenges and tailor both the
training and video consultations to the specific needs of each
unit. Drawing on their ICT expertise, they engaged in bricolage,
creatively assembling and adjusting tools and practices to
support the health care professionals in delivering care. The
combination of service specialist and bricoleur roles illustrates
how these actors not only facilitated the technical
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implementation but also helped maintain the integrity of the
health care professionals’ frontstage performance. As reflected
by the hospital director:

Every time we introduce a new ICT or digitalisation
product, we turn the experts into novices. They deal
with new technology, altering patient-health
professional relationships [...]. If the doctor is
struggling with an ICT system, they lose some respect
in the eyes of the patients. Because then the patient
sees them fumbling around and may think they are
equally clumsy with all their professional expertise.
[...] How can we ensure our healthcare professionals
are not novices in ICT but at least able to use it
effectively, so they don’t come across as incompetent
or anything like that? When healthcare professionals
experience technical problems, they tend to revert to
what they are accustomed to and can handle better.
[Respondent 4, hospital director]

This quote highlights the delicate balance between adopting
eHealth solutions and maintaining a professional identity.
Trainers who acted as bricoleurs helped preserve this balance

by ensuring that health care professionals could maintain
confidence and competence in their frontstage roles, even when
navigating unfamiliar eHealth solutions.

The 3 cases show that the ability to enact the role of bricoleurs
depends on actors’ experiential knowledge, proximity to the
implementation site, and a dedicated focus on implementation,
which makes backstage dynamics more accessible.

Performing Bricolage to Transform Barriers Into
Drivers
Goffman [58] distinguishes between 2 models of behavior: the
real and the contrived. The real is regarded as a genuine
performance, which is not consciously assembled, but an
unintended product of an actor’s spontaneous reaction to the
actual situation at hand. Contrived performances, on the other
hand, are regarded as carefully constructed, with each artificial
element added one by one, since the behavior is not reacting to
any actual situation. How one responds spontaneously to
unforeseen events determines whether the performance is
characterized by bricolage or a more systematic and planned
engineering approach to overcome barriers [57]. Refer to Table
1 for an overview of the drivers and barriers across the 3 cases.
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Table . Cross-case synthesis of structural drivers and barriers of bricolage.

BarriersDriversStructural factor

Silos and interorganizational differences hinder
coordination (A, C); concurrent large IT projects
(electronic health records) compete for attention
(C); geographic dispersion (A, B, C); role over-
load in small municipalities (A, B).

Colocation and small teams enable rapid feed-
back and access (A); proximity in small munici-
palities fosters collaboration (A, B).

Organizational structure

Shifting leadership and lack of clear ownership
delay implementation (B, C); operational pres-
sures crowd out strategic work (C).

Supportive management and dedicated project
leadership drive progress (A, B, C).

Leadership and governance

—aAlignment with local or regional or national pri-
orities; digitalization targets create mandate (A,
B, C).

Political framework

Staffing shortages, turnover, and crises (eg,
COVID-19, strikes) impede adoption (C); lack
of designated superusers (B, C).

Adequate funding and equipment (A, B, C); sta-
ble workforce (A, B); superusers support adop-
tion (A).

Resources

Strong patient-safety ethos and professional
identity can slow change (A, B, C); small-com-
munity dynamics can amplify resistance (A).

Positive work culture (A), and perceived expec-
tations to use technology motivate uptake (A, B,
C).

Cultural norms and values

24/7 operations complicate scheduling (A, B, C);
generic courses without local tailoring are less
effective; trainer distance and high turnover re-
duce retention (C).

Needs-based, one-on-one, learning-by-doing,
and follow-up (A, B, C) are effective; dedicated
trainers also provide support (A, C).

Training and competence development

The technology is implemented in settings that
lacked proximity to superusers and management
(B, C). Technology perceived as surveillance
(A), time-consuming (B, C), poorly functioning
(C), and not beneficial (B, C) hinders its use.
Poor set-up (A, C) and lack of deimplementation
(B) create friction.

Technology perceived as applicable or simple
supports use (A, B); technology used proximate
to superusers or project management supports
use (A).

Infrastructure and technology

Weak interdepartmental and sectoral channels
(A, C) and 24/7 staffing patterns (A, B, C) limit
the information flow; the existing communication
system between sectors hinders the development
of a new communication system (C).

Multiple channels (meetings, emails, direct ac-
cess to project leads) aid communication (A, B,
C).

Communication systems

Geographic dispersion (A, B, C) and lack of
cross-sector workflows impede collaboration (A,
C).

Colocation and bridging roles (eg, unit manage-
ment and superusers) improve collaboration (A).

Daily relations and collaboration

Monitoring can be perceived as surveillance; the
absence of informal feedback loops reduces re-
sponsiveness (B, C).

Routine monitoring (B, C) and frequent informal
evaluation support technology adoption (A).

Quality assurance and evaluation routines

aNot applicable.

By being proximate and shadowing the staff, the project
manager in case A was present when unforeseen events
happened. For example, when a ghost appeared on the patient
monitoring system, as elicited by the project manager:

We set up [digital supervision] for a user [and] it was
supposed to alert us if the person got out of bed. [...]
It’s nighttime, and the user is restless, so a night shift
comes in [...]. She sits on the edge of the bed to calm
the patient down. Then she stands up, which triggers
an alert for getting out of bed because she’s probably
been sitting on the bed for too long. Due to our poor
Wi-Fi, the signal is delayed. [...] Then, a few minutes
pass, and an alert goes off on the mobile phones that
the bed is abandoned. An anonymized picture of a
man appears. Then, the others panic and rush in,
wondering who’s here, and they get the idea that this

is a ghost [...]. They find out that the woman’s late
husband is in the room. Because he lived at the
nursing home before. [Respondent 5, project manager]

One of the health care professionals:

[...] There’s probably much more between heaven
and earth than we see, but I’m unsure if it would affect
patient monitoring. [...] It’s sometimes a profession
shrouded in superstition and stories. [... ] We are
often close to death, right? So maybe it’s a bit natural
to become a bit superstitious. [Respondent 2, nurse]

Even though the project manager could not convince the staff
that the ghost appeared due to a slow Wi-Fi signal, responding
constructively to this event spontaneously required an
understanding of the context and the actors involved, as well
as technical competence to grasp how cultural and emotional
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factors intersect with technological implementation. The project
manager also participated in staff meetings to evaluate the use
of the patient monitoring system, ensuring that issues were
raised and resolved. The training was conducted informally and
continuously, based on immediate needs:

We simply have to practice. I have to show the staff
and test. I don’t know how often I’ve been on the floor
to demonstrate a fall. [...] I have to show them and
have them try it themselves. We constantly have to
repeat, demonstrate, you know ... “Now, I triggered
a violence alarm. What do you do then?” And it’s
like ... recreating scenarios. [Respondent 5, project
manager]

By being present and practicing in the situation, the project
manager made it challenging for the staff to conceal actions or
project desired impressions. This led the staff to use the patient
warning system and digital supervision even when they were
not fully confident in operating it. They either invited the project
manager backstage for assistance or proceeded without the
necessary skills, which created technical challenges and
unforeseen events. These events, however, functioned as
dramaturgical disruptions that exposed latent vulnerabilities in
the performances of health care professionals. Once these issues
were made visible, the project manager could implement
improvisational strategies using the available resources.

In contrast to case B, where the e-locks were used in service
users’ homes, this made it difficult for the home care service
manager to maintain proximity and shadow health care
professionals during their work. Consequently, the home care
service manager was not exposed to many unforeseen events
caused by technology. The e-lock system log was used to
monitor use, but it did not provide sufficient information to
facilitate bricolage. As a result, the home care service manager
remained unaware of how the staff perceived the e-locks.
According to the staff, they only used the e-locks about 50%
of the time. One staff member had experienced the e-lock
malfunctioning once, so they always carried the regular keys
“just in case” (Respondent 6, nurse). Staff members did not
convey their experiences and concerns. Consequently, the
management remained unaware of these issues. As reflected in
the quote from the home care service manager below:

It was straightforward and a truly positive thing. It
probably hasn’t caused many obstacles. Of course,
some actors might have hesitated a bit more to carry
it out, but it’s not like they have rallied others,
because it’s so simple. So I haven’t heard that anyone
has really resisted or that there has been noise around
this technology. I would have known if there had been
something. [Respondent 1, home care service
manager]

This quote reflects that when new or inexperienced leaders are
given formal authority over more experienced staff members,
the formally empowered actor often enacts a role of symbolic
dominance. In contrast, the staff members are the ones who
truly run the show [58]. This discrepancy between formal
authority and practical influence served as a barrier to
performing bricolage. Transforming this barrier to a driver

requires strategies to gain backstage access. Because 24/7
operations made formal training difficult, he improvised by
installing an e-lock on his office door, allowing health care
professionals to practice at their convenience. This arrangement
enabled him to remain close to the action and shadow staff
during their practice sessions—providing a form of backstage
access. These efforts ensured that staff acquired the necessary
competencies to operate the e-lock. The staff found the training
sufficient for using the e-locks, as remarked: “It wasn’t that
difficult” (Respondent 6, nurse). However, the staff questioned
the usefulness and the functionality of the e-locks, as reflected
in the following exchange:

Respondent 6, nurse: If [the e-lock] works, it’s
certainly easier.

Respondent 7, nurse: Hmm ... I’m not so sure about
that.

Respondent 8, nurse: If it works.

Respondent 7, nurse: It’s very easy just to find the
right key and unlock it.

Respondent 8, nurse: Yeah, especially if it’s raining.

As such, this performance preparation training facilitated by
the home care service manager had a limited effect, as e-locks
were still not consistently used in service users’ homes. The
home care service unit manager emphasized the importance of
managing explicit resistance happening on the frontstage:
“Those who I thought might give the most resistance, they were
actually the first ones I gave training to, and maybe followed
up a little extra” (Respondent 1, home care services manager).
However, silent backstage resistance might be a barrier more
challenging to overcome than explicit frontstage resistance. In
case C, many units struggled to implement video consultations
for discharge conferences; however, a few units succeeded by
engaging in adaptive, improvisational practices. In these units,
the technology was not merely adopted as prescribed but
reinterpreted and repurposed for alternative use—such as
municipal rehabilitation supervision or admission meetings with
relatives—illustrating a shift from the scripted “frontstage” plan
to context-sensitive enactments. Training similarly moved
backstage, taking place within the units rather than in formal
classroom settings, fostering unforeseen events and situated
learning. The trainers emphasized the importance of readily
available support to answer questions and assist with new
technology, as stated in the following quote from one of the
trainers, highlighting the need for continuous and organized
follow-up training in the units:

[...] Sometimes I think we could try to be more
organised in training in the units. I’m not sure if there
should be someone who becomes a superuser or is
somehow responsible for it [...]. If one were to
mention a missing link, I think it’s the transition from
having received the training to becoming an
integrated part of the unit. That’s where we could do
something more. [...] It works really well if they have
had training with us, and then we have been [in the
units] [Respondent 9, trainer]

The performance of bricolage in these units was facilitated by
the trainers’presence backstage, their flexibility, and consistent
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availability for support, as well as their provision of ad hoc
problem-solving for unforeseen events. As the 3 cases show,
responding to unforeseen events in a systematic and planned
manner can be challenging. To effectively perform bricolage,
it is essential to understand and act upon the context and engage
with the involved actors. Understanding the context derives
from experiential knowledge, the function assigned, and access
to backstage insights. Performing bricolage is not just about
creatively navigating unforeseen events using the resources at
hand; it is also about being mindful of the interactions and
relationships with other actors, ultimately shaping the experience
and outcome for everyone involved in the innovation process.

Features of a Bricoleur
Several common features were observed among the actors who
performed bricolage. They were familiar with the local work
context, able to move fluidly between technical and clinical
domains, and demonstrated a readiness to improvise and adapt
eHealth solutions to meet the practical needs of health care
professionals. As the project leader in case A noted: “Now I am
the ICT department. I go into the computer cabinet myself and
connect things” (Respondent 5, project manager). Another
feature of the bricoleurs was their assigned role, such as project
leader or trainer, which required full dedication to the innovation
process. This meant they could be consistently available,
responsive, and actively worked to meet the expectations of
both the leaders and the health care professionals they supported,
as emphasized by one of the trainers in case C: “It doesn’t matter
how much time has passed; I always make myself available”
(Respondent 9, trainer). The physical proximity to the
implementation site and involved actors enabled frequent,
informal interaction that granted them access to backstage areas.

In contrast, actors who lacked the essential features for
performing bricolage, such as those who were physically distant
from the implementation site or held a position that involved
other tasks and responsibilities, struggled to enact roles as
bricoleurs. Without embeddedness in the local work context or
access to backstage interactions, for example, by being new to
the organization, these actors were less able to understand the
nuances of everyday practices or respond to emerging needs.
For instance, this resulted in staff perceptions of management
being “unresponsive to feedback” (Respondent 7, nurse) in case
B or feeling surveilled as in case C:

[The management] is definitely monitoring whether
we are conducting these video consultations. We
figured that out. We didn’t actually know. But they
are keeping an eye on us. [...] What is the reason for
that? Well, I think it’s because we first tried to say ...
“Do we really need this? And should we do it now?”
It was very emphatically stated that we should. Also,
somewhere between the lines, it says that most
consultations should be conducted over video. We
have internally determined that as long as we say
half/half, we’ll have to see if they eventually knock
on the door and say “no, no, no, now there are too
many physical meetings every day” [Respondent 10,
nurse]

This quote captures the management’s attempt to gain backstage
access without success, while the nurse and her team strive to
protect this backstage area. Consequently, actors without
bricoleur features struggle to gain backstage information and
are left to resort to more systematically planned approaches,
limiting their contributions to, for example, formal training
sessions or top-down strategies with limited impact on everyday
practices among health care professionals.

Key features of bricoleurs are their familiarity with the local
context, the ability to bridge technical and clinical domains,
and consistent presence at the implementation site. Together
with their dedicated roles and informal access to backstage
dynamics, they are enabled to improvise and adapt eHealth
solutions to meet practical needs.

Interactions Between Structures and Actors
In all 3 cases, the implementation of eHealth solutions was
aligned with local, regional, and national priorities. The
initiatives were supported by committed leadership, adequate
funding, and a shared perception among actors that the use of
eHealth solutions was both expected and necessary. However,
these drivers carried limited weight when other structural factors
(see Table 1 for an overview of barriers and drivers across
cases), such as shortages of health care professionals, posed
substantial barriers to implementation, as expressed by a member
of the executive hospital management in case C, which was also
the case featuring the most complexity:

We want to do a lot, but we don’t have the resources.
[...] We hear: “ You get a lot of money; just get
started.” On the other hand, we simply don’t have
anyone who can [do it]. We clearly see that there is
a need for these things. [...] It creates a vicious cycle
spiralling downward, and we need to turn it around
somehow. [Respondent 4, hospital director]

Other barriers to bricolage included organizational silos (case
C), interorganizational (case A) differences, shifting leadership
(cases B and C), the pressures of 24/7 operations (all cases),
high turnover rates (case C), the absence of superusers (cases
B and C), and a strong patient-safety ethos (all cases). Additional
barriers stemmed from the maintenance of professional identities
(all cases), a lack of deimplementation practices (case B), the
absence of informal feedback loops, and geographic dispersion
among the actors. Technology itself also posed barriers,
particularly when it was perceived as a form of surveillance
(case A), as time-consuming (cases B and C), or as offering
limited benefits to clinical practice (cases B and C). Under such
conditions, performing bricolage becomes a challenging task.

Despite structural complexity and barriers, bricolage occurred
across all 3 cases. Actors were not merely shaped by these
structures; they actively worked within and upon them. Actors
performed bricolage, particularly when structural drivers created
openings for creative and adaptive problem-solving. While
organizational silos, 24/7 operations, and technological
infrastructure influenced what was possible, actors leveraged
their assigned functions and interactions, using their expertise
to adapt, reshape, and, at times, transform these structures. Key
drivers of bricolage included colocation and proximity between
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actors, which facilitated informal interactions and backstage
access. The presence of supportive management, dedicated
project leads, and a stable workforce created a foundation for
continuity and responsiveness. A high number of superusers,
along with tailored training that addressed the specific needs of
each unit, enabled health care professionals to engage more
confidently with eHealth solutions. Follow-up activities, dual
roles (where project leaders also serve as ICT support), routine
monitoring, and frequent informal evaluations further supported
backstage access and, consequently, adaptive and creative
problem-solving.

Discussion

Principal Findings
This study explored how actors involved in implementing and
sustaining eHealth solutions enact roles as bricoleurs and
perform bricolage to transform barriers into drivers of
innovation. Using Goffman’s [58] dramaturgical approach and
Lévi-Strauss’s [57] concept of bricolage, we examined how
structural factors and actors’ agency interact in complex
innovation processes.

This cross-case analysis showed that the ability to enact the role
of a bricoleur increased when actors were assigned a function
dedicated to the innovation process, thereby being freed from
operational demands. For example, being assigned the function
of a trainer (case C) provided dedication, but also a mandate
and a set of expectations to be fulfilled. Further, the enactment
of the bricoleur role depended on actors’experiential knowledge
and proximity to the implementation site, which facilitated
access to backstage dynamics. The project team in case A is a
good example that demonstrates how proximity and presence
facilitated backstage access where routines were rehearsed,
problems surfaced, and informal knowledge was shared. This
backstage access led to a deeper understanding of the everyday
challenges faced by health care professionals. Due to the project
teams’ continuous presence, health care professionals had to
use eHealth solutions despite technical uncertainty, which in
turn led to genuine performances, flaws, and unforeseen events.
These findings resonate with previous research on bricolage
[45,47,49] and add to the incomplete understanding of how the
bricoleur role can be identified, enabled, and enhanced
[26,36,38,49,50].

Bricolage emerged as a spontaneous and improvised response
to unforeseen events, as found in previous research [47,49];
however, our research expands the literature by showing that
bricolage builds on the bricoleur’s experiential knowledge and
dual expertise in clinical and technical domains, as was apparent
in cases A and C. In these cases, the bricoleurs could transform
barriers such as 24/7 operational demands and technological
issues into drivers through, for example, ad-hoc, tailored training
and by adapting solutions in contextually appropriate ways.
Previous research has highlighted that barriers are dynamic and
may be transformed into drivers if addressed appropriately
[36-40]. We propose that bricolage offers a promising approach
for facilitating such transformations.

Without backstage access, actors are left to rely on formal and
systematic plans, strategies, and communication, as was the
case for the project manager in case C and the home care service
manager in case B. In both cases, silent resistance in the form
of subtle, unspoken disengagement with the eHealth solutions
hindered the implementation. Unlike explicit resistance, silent
resistance may be difficult to detect and address, especially
when actors lack backstage access. While previous research has
emphasized how interactional barriers can hinder innovation
processes and underscored the importance of collaboration
[25,32,34,36,38,41-43] and boundary-spanning roles
[26,31,38,44] in mitigating such barriers, our study adds nuance
by demonstrating how bricoleurs can mitigate interactional
barriers through backstage access.

Despite structural and contextual constraints, bricolage emerged
across all cases. In case A, due to collaboration challenges with
the ICT department, the project manager acquired ICT
competencies and assumed responsibility for ICT-related tasks,
which ultimately proved beneficial to both the staff and the
innovation process. Rather than being passively shaped by
structural conditions, actors can interact with and actively
influence the conditions. This highlights how bricolage is not
only resourceful but also interactive and performative, enabled
by the interplay between agency and context, offering insight
into the previously noted uncertainty regarding how the context
facilitates bricolage work [46].

Our findings align with and enrich existing implementation
frameworks such as the Non-adoption, Abandonment, Scale-up,
Spread, and Sustainability framework [25,68] and Consolidated
Framework for Implementation Research [59]. While these
frameworks emphasize the importance of context, complexity,
and actor engagement, they lack a detailed account of the
microlevel improvisations that sustain implementation in
practice. We contribute to an underexplored area [24,30,50] by
proposing that bricolage offers a complementary mechanism
that explains how actors navigate complexity not by eliminating
it, but by working within and around it. As such, we suggest
that bricolage can be conceptualized as a mechanism that links
structural factors with microlevel practices (eg, improvisation,
adaptation, and role enactment). This perspective can inform
the design of implementation strategies that are more responsive
to local contingencies and the agency of actors.

Our study aligns with previous literature on the characteristics
of actors driving innovation, highlighting the importance of
experience and ICT-related skills [26,35]. However, our study
expands the literature by demonstrating that features of a
bricoleur also encompass proximity, dedication to the
implementation process, dual-expertise, and access to backstage
dynamics. These features were most evident in cases A and C.
As such, the findings of our study demonstrate that bricolage
is not a spontaneous phenomenon or a matter of individual
creativity [35]; rather, it is contingent upon various structural
factors and interactions with actors. Our contribution offers
nuanced, empirically grounded, context-sensitive illustrations
that enrich existing understandings of bricolage and its role in
innovation processes [45-49]. Although prior studies have
conceptualized bricolage [45-49], our research advances the
field by identifying the conditions and actors that enable its
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practical enactment. Our research advances the field by
empirically demonstrating how specific structural and contextual
conditions, such as proximity and dedicated roles, enable the
positioning of actors to enact roles as bricoleurs. Through
detailed cross-case analysis guided by dramaturgy and bricolage,
we have identified key features of bricoleurs and demonstrated
how backstage access enables them to respond to unforeseen
events in real time. This responsiveness creates opportunities
to transform barriers into drivers, thereby sustaining innovation
processes in complex health care settings.

In times of austerity, bricolage—an approach that uses available
resources—may be notably applicable. Specifically, given that
public sector innovation processes are often fraught with
challenges and have a high failure rate [22-26], and as new
approaches to advance, public sector innovation processes are
asked for [65-67].

Limitations and Future Research
This study used a qualitative multiple-case design with
methodological triangulation. While this approach enabled a
rich and nuanced understanding of the implementation of
eHealth solutions, the findings are grounded in 3 specific cases
in a Nordic welfare context. As such, transferability to other
settings may be limited. However, the implementation of
eHealth solutions in health care is highly relevant across a wide
range of countries. eHealth solutions tend to influence
professional roles, interactions, and organizational structures
in ways that are difficult to predict and anticipate
[32,38,42,43,69]. These dynamics apply regardless of context.
While our findings are not intended to be generalized, the
conditions that enable successful bricolage—such as proximity
and dual expertise—may offer valuable insights across diverse
contexts.

Future research could build on this work by using mixed
methods designs or larger-scale comparative studies to examine
how bricolage unfolds across different health care systems or
policy environments. Additionally, further exploration of silent
resistance, including its manifestations, consequences, and
strategies for mitigation, could deepen our understanding of the
subtle dynamics that shape innovation processes in complex
health care settings.

Conclusions
This study contributes to the understanding of innovation
processes in the public sector by illuminating how actors
navigate complex implementation processes through bricolage.
By integrating dramaturgy with bricolage, we offer a novel
analytical lens that captures both the performative and
improvisational dimensions of innovation work. This theoretical
pairing enabled us to explore how roles are dynamically enacted
and adapted in response to structural and contextual factors, as
well as emergent challenges.

Our findings show that actors become bricoleurs not merely by
individual traits, but through a combination of contextual
knowledge, proximity to the implementation site, and access to
backstage dynamics. These conditions enable bricoleurs to
improvise, adapt, and sustain innovation efforts in ways that
formal strategies alone may not achieve. Our study provides
detailed, context-sensitive illustrations that enrich existing
theories of innovation and implementation. Recognizing and
supporting conditions for bricolage may help design more
adaptive, responsive, and sustainable strategies. We demonstrate
how bricolage operates as a mechanism that links structural
factors with microlevel improvisation, offering a valuable
complement to established implementation frameworks. The
theoretical pairing further clarifies how social expectations, role
performances, and backstage interactions shape the conditions
under which bricolage can occur.
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Abstract

Background: Digital health services are increasingly used in hospital-based outpatient care, offering remote monitoring,
patient-reported outcomes, information sharing, and asynchronous communication. While expected to improve self-management,
timeliness, and efficiency, the success of digital health interventions relies on patients’ health literacy and digital health literacy.
While some research has addressed potential associations between digital health interventions and patients’ health outcomes,
research on patients’ experiences remains limited.

Objective: The aim of this study was to explore and gain in-depth knowledge about the experiences of patients with chronic or
long-term conditions enrolled in a 6-month digital outpatient care intervention for tailored care and health literacy.

Methods: We conducted an exploratory qualitative interview study with 17 strategically recruited adult patients with cancer,
interstitial lung disease, epilepsy, or complicated pain who used a digital outpatient service for 6 months. Individual telephone
interviews were conducted using a semistructured guide, transcribed verbatim, and analyzed with thematic analysis to generate
codes and themes. Participants had a median age of 62 years (minimum-maximum 36-83 years), with 8 females and 9 males.

Results: The thematic analysis led to 1 main theme “Digital outpatient care as a flexible service supporting patients’
self-management,” informed by 3 subthemes “The ongoing nature of managing a chronic condition and how the digital service
meet the patients’ desire for autonomy in their care,” “Digital tools flexibly address the patients’ unique needs, but reliability
depends on patient interaction,” and “Digital services enhance the patients’ sense of safety through easy access to a relation with
competent healthcare workers.” The themes highlight patients’ appreciation for greater flexibility in their care and their desire
to self-manage with the support of easily accessible health care workers, ultimately supporting their health literacy. Patients
recognized the importance of actively engaging with the digital solution to fully benefit from its opportunities and emphasized
the critical role of health care workers in fostering their sense of security.

Conclusions: Digital outpatient care was experienced as flexible and supportive for patients with long-term conditions. The
increased possibility of interacting with health care workers was welcomed by the patients, and the combination of flexibility,
self-monitoring, and addressing concerns regarding their self-management may increase the patients experience of autonomy.
As health literacy likely plays a role in patients’ ability to effectively engage with digital tools and self-manage their conditions,
future research should explore how varying levels of health literacy influence these outcomes. In addition, research should address
whether such digital outpatient clinics are positive for a wider range of patients, associated health outcomes, and any positive
effects on a health system level.

Trial Registration: ClinicalTrials.gov NCT05068869; https://clinicaltrials.gov/ct2/show/NCT05068869
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Introduction

The increasing demand for health care services is not matched
by available resources, including workforce shortages [1,2]. To
enhance the sustainability of health services, greater flexibility
is needed to address the dynamic needs of patients with
long-term conditions, aligning with patient-centered care and
optimizing resource use. Digital tools have been proposed as a
means to achieve this flexibility, offering functionalities such
as patient monitoring, self-reporting of objective and subjective
data, asynchronous communication, and video consultations
[3]. These tools can help identify patients at risk for deterioration
or in need of immediate care, while also detecting those stable
enough to delay scheduled services. By supporting
patient-centered care, digital health solutions may improve
attendance at scheduled appointments, enhance symptom
management, and empower patients in self-management.

Digital health care services typically enable the subjective
reporting of health parameters through patient-reported outcome
measures [4]. These measures can aid self-management and
support health literacy [5] and facilitate communication between
patients and health care workers [6]. Furthermore, digital
engagement, self-monitoring, and data sharing offer several
advantages for patients [3,7,8]. Recent studies suggest that
digital tools in outpatient care for patients with long-term
conditions, such as cancer, epilepsy, interstitial lung disease,
and musculoskeletal pain, can prevent complications, encourage
patient engagement, and increase confidence and autonomy
[9-12]. However, research on multicomponent digital
solutions—encompassing patient-reported outcome measures,
asynchronous messaging, remote monitoring, patient
notifications, and video consultations—is limited. In addition,
one important prerequisite exists for patients to benefit from
digital health services, namely, that the patients use the services
as intended. Patients’ use of a digital health services might rely
on their health literacy and ability to self-manage, and a certain
level of digital skills and digital health literacy is also needed
[5]. Health literacy provides a theoretical lens for this study, as
it is a foundational factor influencing how patients access,
understand, and use digital health services. Defined as “the
cognitive and social skills that determine the motivation and
ability of individuals to gain access to, understand, and use
information in ways which promote and maintain good health”
[13], health literacy not only affects patients’ capacity for
self-management but also plays an integral role in their
engagement with digital tools. Often, higher health literacy is
associated with an increased benefit of digital health
interventions [14], while lower health literacy is linked to poorer
health outcomes and less digital solution usage [15,16].
Furthermore, adequate health literacy is key to optimizing the
use of digital health solutions, as it is suggested to enhance
self-management in chronic conditions [5,16-18]. Although
several systematic reviews have explored how to define,

measure, and understand health literacy and digital health
literacy [17,19-24], linking this knowledge to the experience
of patients participating in digital health interventions remains
scarce. Digital health literacy has been suggested as a super
determinant of health comprising more than simply digital
literacy and health literacy [25]; thus, exploring the experiences
of patients with a digital health intervention supporting
flexibility and health literacy might contribute with knowledge
on how to research and design more effective, inclusive, and
patient-centered digital health solutions that address diverse
needs and promote equitable health outcomes.

While research on digital health services expands, research on
patients’ experiences of participating and making use of
integrated digital solutions in outpatient care is lacking. The
meaningfulness of a digital health solution depends on factors
such as its usability, clinical relevance, convenience, and
evidence-based design [6]. Studies on video consultations
suggest how they are more convenient and time-saving for
patients, but they are not perceived as superior to traditional
in-person consultations [26,27]. Thus, despite growing interest
in specific features of digital outpatient care and to some extent,
the combination of features, previous research remains limited
concerning the patients’experiences on a comprehensive model
for digital outpatient care. By adopting health literacy as a
guiding framework, the aim of this study was to explore and
gain in-depth knowledge about the experiences of patients with
chronic or long-term conditions enrolled in a digital 6-month
outpatient care intervention.

Methods

Study Design
We conducted an explorative qualitative interview study as part
of a larger study evaluating the use of digital outpatient care for
adults with cancer, interstitial lung disease, epilepsy, or a
complex pain condition at 2 university hospitals in Norway
[28,29]. The study is reported according to the COREQ
(Consolidated criteria for Reporting Qualitative research)
guidelines [30].

Setting
The setting for this study was the 4 outpatient services
participating in a multicenter controlled trial evaluating digital
outpatient services, comprising the Department of Respiratory
Diseases, the Department of Neurology, and the Department of
Pain Management at Oslo University Hospital, as well as the
Department of Cancer at the University Hospital of North
Norway [28,29]. All patients included in this trial were living
at home, receiving outpatient care, and otherwise managing
their own lives.

Eligible participants had been included in the digital outpatient
intervention, previously detailed [28,29]. The core focus of the
intervention was to improve outpatient service accessibility,
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allowing the patients to engage with patient-reported outcome
measures, self-monitor parameters, and communicate
asynchronously with health care workers. Designated health
care workers assessed the patients’ responses and parameters
and had asynchronous digital contact, aligning with a conceptual
model linking health literacy to service access and
self-management [31]. Health care workers assigned tasks to
patients and set individual thresholds using a traffic light model.
Notifications alerted health care workers of deviations such as
increased pain, side effects, or uncompleted tasks. Patients
received reminders for unfinished tasks. Two-way messaging
enabled asynchronous communication for questions, information
exchange, and sharing of treatment plans. The digital outpatient
intervention was enabled through the Dignio Connected Care
platform, allowing personalized patient–health care worker
contact [32] (Multimedia Appendices 1 and 2). The platform,
including the health care worker’s Dignio Prevent system and
the patient’s MyDignio app, is Conformité Européenne marked,
privacy compliant, and globally applied [32].

Recruitment and Study Participants
Patients in the intervention arm of the overall multicenter
controlled trial were invited to be interviewed when they
completed their 6-month follow-up questionnaire at the end of
the digital intervention. One item of the questionnaire asked for
their consent to be contacted by a researcher with information
regarding the qualitative interviews. An a priori estimation
suggested a sample of 12-15 patients from the intervention
group [28]. A strategic recruitment among those accepting to
be contacted was conducted to ensure a broad sample of
interviewees, enabling our aim of collecting rich data on the
experiences of using the digital outpatient care intervention.
Oral information was given over the phone, prior to written
information in a secure digital platform, also allowing for their
digital consent. We made use of the secure service “Nettskjema”
digital consent in a service for sensitive data (Tjeneste for
Sensitive Data [TSD] in Norwegian: the English version is
Service for Sensitive Data]) developed at the University of Oslo.
TSD is designed for storing and processing sensitive data in
compliance with the Norwegian “Personal Data Act” and
“Health Research Act.” The consent invitations were sent to
the participants through the Pretty Good Privacy encrypted
version of the University of Oslo web questionnaire service
“Nettskjema” demanding a governmental ID portal for login.
A total of 91 patients completed their 6-month questionnaire,
and of these, 50 agreed to be contacted for a possible interview.
A researcher consecutively approached 21 patients, and 18
patients provided their digital consent to be interviewed.

Data Collection
To provide the information most valuable for the study aim, an
interview guide was developed based on reviewing previous
research in the field, inspired by topics on innovation assessment
[33], and by adding items regarding specific factors associated
with the current intervention [28]. A draft for the interview
guide was developed by the first author and reviewed prior to
a satisfactory version for a pilot interview. No changes were
made to the interview guide after the pilot interview, and the
pilot interview was included in the final analysis. The interview
guide (Multimedia Appendix 3) contained an introduction with
questions on their use of the digital service in general, before a
midpart with more detailed questions on their experience with
intervention, and finally some summarizing questions allowing
final reflections. The interviewer (HH) has a background as a
nurse with a PhD in health service research, without any
personal or professional relationship with the participants. She
has conducted qualitative research and analysis earlier and led
the intervention study in which this substudy arises from.

All interviews were conducted over the telephone. All
participants used their private smartphones for the interviews,
while the interviewer (HH) used a work-related phone, with
only voice. The “Nettskjema” Dictaphone app was used to
record all interviews, with 1 main recorder and a backup
recorder. All recordings were satisfactory besides one, where
the line was interrupted midway through, and a new recording
was started. No data were lost in this recording.

All interviews were conducted between 9 AM and 5 PM, with
participants offered multiple time slots to ensure convenience.
The interviewer called the participants at the scheduled time,
and of those consenting, only 1 never responded despite repeated
attempts from the researcher. Thus, 17 interviews were
conducted with consenting participants, of whom 5 had cancer,
5 had chronic pain, 4 had interstitial lung disease, and 3 had
epilepsy (Table 1). All participants were interviewed only once
after their 6-month follow-up, and saturation was achieved
through the 17 interviews; thus, no participants were added to
the interview sample. The median time from the 6-month
follow-up questionnaire end to interview was 40 days
(minimum-maximum 9-95 days). The interviews lasted from
15 minutes to the maximum of 46 minutes, with a median
interview time of 26 minutes. Median age of the interviewed
participants was 62 years (minimum-maximum 36-83 years),
of whom 8 were females and 9 were males. The participants
had some variation in how they had used the digital intervention,
and only 1 participant was categorized as a low user (Table 2).

Table 1. Participants, age groups, gender, department, and interview details.

Minutes of interview, median
(minimum-maximum)

DepartmentsSex, female/maleN (%)Age groups (years)

27 (26-27)Neurology and pain management2/13 (17)31-50

24 (16-39)Cancer, respiratory diseases, and
neurology

2/24 (24)51-60

22 (15-46)Cancer, respiratory diseases,
neurology, and pain management

2/46 (35)61-70

29 (17-33)Cancer and respiratory diseases2/24 (24)71-90
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Table 2. Use of the digital intervention (N=17).

ValuesIntervention

Digital interactiona

Total number of digital interactions

58.8 (55.6)Mean (SD)

65 (3-157)Median (minimum-maximum)

Dichotomized digital interactionb

1 (6)Low use, n (%)

16 (94)High use, n (%)

Asynchronous chat messages

Messages sent from patient

8.4 (9.2)Mean (SD)

4 (0-31)Median (minimum-maximum)

Messages sent from health care worker

8.2 (7.5)Mean (SD)

3 (0-20)Median (minimum-maximum)

Total number of messages

16.6 (16.2)Mean (SD)

12 (0-51)Median (minimum-maximum)

PRO c measures

PRO measures sent to patient

23.7 (25.4)Mean (SD)

12 (0-82)Median (minimum-maximum)

PRO measure responses from patient

21.4 (24.7)Mean (SD)

11 (0-82)Median (minimum-maximum)

aTotal counts were computed for chat messages, video visits, completed PRO measures, and monitoring events.
bLow users responded to less than 30% of the expected PRO measures.
cPRO: patient-reported outcome.

Data Analysis
All interviews were transcribed verbatim using the F4-transcript
software (Audiotranskription.de) in TSD by the first author
(HH). Then, the transcripts was analyzed using thematic analysis
[34], with the following steps: (1) familiarize with data, (2)
generate initial codes, (3) search for themes, (4) review themes,
(5) define and name the themes, and (6) produce the report. An
inductive approach was used, with the research question at the
outset, allowing an analysis on the premises of the data at hand
[34]. Both authors read and reread the material and HH
generated initial and preliminary codes of the
material—interview by interview. These preliminary codes were
later reviewed by EF, before they were discussed, reviewed,
and refined. Through discussion, the 2 authors (HH and EF)
suggested themes to describe and clarify the codes, with
particular attention given to exploring how patients’ interactions
with the digital health intervention may reflect aspects of their
ability to access, understand, and use health information and

the digital health tool according to health literacy and digital
health literacy. A final set of themes, codes, and corresponding
quotes was then summarized. All interviews were conducted,
transcribed, and analyzed in Norwegian. The quotes have been
translated to English and reviewed to assess the intended
meaning. Minor alterations were made to ensure anonymity
among the participants.

Ethical Considerations
The regional ethical committee in Norway prereviewed the
protocol and judged the project as outside its mandate according
to the Norwegian Health Research Act (regional ethical
committee south-east reference number 252051). The project
was approved by the data protection officer at Oslo University
Hospital (reference 21/06826) and Northern Norway University
Hospital (reference 2021/4942). All participants signed a digital,
written informed consent form before participating in the project.
This study was conducted in accordance with the Declaration
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of Helsinki and all data were deidentified to ensure privacy and
confidentiality. No compensation was provided to participants. Results

Summary of the Themes and Codes
The thematic analysis led to 1 main theme “Digital outpatient
care as a flexible service supporting patients’ self-management,”
informed by 3 subthemes (Table 3).
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Table 3. Themes and corresponding codes with quotes from the thematic analysis. Theme: digital outpatient care as a flexible service supporting
patients’ self-management.

QuotesSubthemes and codes

The ongoing nature of managing a chronic condition and how the digital service meets the patients’ desire for autonomy in their care

Living with a chronic condition necessitates ongoing self-
management

• “When you live with a diagnosis like this, it's not something you can easily
forget” [P17].

• “I have had some quite big seizures, and little episodes that I don’t really know
whether are related to these seizures and that worries me” [P19].

Flexible services are required to support self-management • “It allows me to better track myself and makes me calmer in relation to the
disease progression, and I believe it enables me to respond at an earlier stage
than I otherwise might have if something were to happen that affects my situa-
tion. So, the motivation lies in the ability to cope with a difficult disease, I would
say. There's also additional motivation in that I enjoy numbers, apps, and corre-
lations” [P17].

• “My motivation for using the app was the possibility to ask questions, and per-
haps add notes to my symptoms, to be able to see some patterns” [P29].

Making use of digital tools for self-management supports
autonomy in the patients’ role

• “With this app, being able to see that the results sometimes go down a bit, and
if you as a patient don't feel particularly worse, you might wait until the next
measurement to make contact because you can relate this to your current situation
and how you feel then, which is definitely possible with my disease” [P17].

• “Sometimes, I feel I am in bad shape, but the app says I am not, and that makes
me happy...because there’s so many things affecting my breath, like my state
of mind and all” [P11].

Digital tools flexibly address the patients’ unique needs but reliability depend on patient interaction

Digital tools provide new solutions to real needs in a flexi-
ble manner

• “I believe that, for my part, the frequency of contact with the healthcare system
has decreased since I started using the app” [P17].

• “I find the app to be a part of the entire [outpatient care] system” [P36].

Enabling interaction through communication of unique
needs beyond standardized formats

• “The app asked more thorough questions than I remember being asked in person”
[P12].

• “You do have specific alternatives to respond to, but perhaps some lines where
you could express something? It’s useful for the users, but whether it's also
useful for you as the recipient, one might question, but maybe just 3-4 lines”
[P36].

Making sure digital tools are suitable for the user • “It is indeed an advantage to have digital contact for those of us who are digital
and can use such things. But it is important that the digital solutions do not re-
place physical attendance and postal mail, but come as an addition, that one can
choose” [P6].

Digital services enhance the patients’ sense of safety through easy access to a relation with competent health care workers

Easy and seamless contact with the outpatient clinic • “But the feeling of safety, the certainty that I could get hold of someone if there
was something, that gives a lot of peace of mind for my part” [P32].

• “As I am working full time, it’s a hassle to leave work to go to the clinic, and
it’s adding more stress because I can’t do my job properly” [P29].

Digital services facilitate patient access to health care, while
supporting the health care workers’ workflow

• “It is a reassurance for me if I would need it, and two years ago, I had a question
that I didn't know whether was important and it took a month to get an answer.
If we could have done it via the app, it would have been faster for both of us
instead of having to call repeatedly” [P19].

Building a trustful digital relation to health care workers • “Yes, I responded twice a week to the nurse and if I didn’t respond, I received
a message (...) so it worked perfectly (...) but I have never spoken directly with
the nurse, which by the way is exceptionally pleasant to communicate with
digitally” [P22].

• “I did know the doctor from before, but not the nurse – and not that it matters
because now I feel like I know the nurse too, and that gives me a sense of safety”
[P37].
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The Ongoing Nature of Managing a Chronic Condition
and How the Digital Service Meets the Patients’ Desire
for Autonomy in Their Care
The participants acknowledged the burden of living with a
chronic condition. While some felt that they already understood
the required self-management, they emphasized that digital
follow-up provided a sense of support that lightened the burden,
allowing them to focus more on living rather than being ill. One
participant remarked, “Because I don't want to spend too much
time on my condition, I want to spend my time on life instead,
right? If it becomes too much, then it becomes too much
concentration on the condition, and I still think that I'm not
particularly sick” [P12].

The importance of self-management was highlighted, with some
participants noting that this was the first time they had access
to a tool that truly supported their self-management effort and
the ability to monitor deterioration as highly valuable. The
option to send messages, even for minor questions, was
particularly appreciated, as these small clarifications provided
reassurance: “Even small questions can take up a lot of space”
[P34]. This access to advice enhanced their sense of control,
and participants found it easier to consult health care workers
through the digital platform compared with standard care.

The patients acknowledged their frequent need for health
services and the challenges of contacting health care workers
in outpatient care. They shared how digital outpatient care
addressed this issue by improving communication and
accessibility. Patients valued the efficiency and convenience
offered by the digital solution, as one participant shared: “So,
for me, this worked very well because I don’t need to go in just
for questions. I wasn’t scared of anything, and I didn’t have to
go anywhere, and I didn’t have to spend time calling, so it
worked very well for me. Then you can rather go in if you don’t
achieve your goals with the digital follow-up” [P29]. While the
benefits of digital services were valued, the patients emphasized
the need for a hybrid model with digital and physical contact.
They supported innovation in health services, particularly when
it contributed to flexible, individualized care and expressed
positivity toward continued digital contact after the project.

Patients found the digital outpatient care tools valuable for
tracking health parameters, identifying changes in their
condition, thus enhancing their sense of safety. The tools were
used less when their condition was stable but became essential
when they suspected health changes. Through the app, patients
reported gaining an understanding of their symptoms and a
reflection on their condition, which they felt had an impact on
their health literacy and self-management skills. In addition,
the tools facilitated greater involvement of family members,
providing an extra layer of support. As one patient shared: “Yes!
It’s always a big moment every time I take such tests, and the
people around me are always interested in how it’s going. They
always ask how it went when I took these tests” [P17]. This
family engagement was described as a motivating factor for
using the digital platform. However, some patients noted that
their use of the platform was independent of family involvement,
reflecting diverse approaches to digital health engagement.

Digital Tools Flexibly Address the Patients’ Unique
Needs, But Reliability Depends on Patient Interaction
Most patients valued the flexibility offered by digital tools,
particularly the convenience of receiving care without traveling
to the hospital. This was especially important for those with
long travel distances or conditions that made travel burdensome.
Digital tools were described as time-saving, stress-reducing,
and helpful for minimizing work absences, with the ease of use
and sense of security further enhancing their appeal: “If
something comes up in the evening, I can enter it and then I get
a response in the morning...much more frequent contact than
usual” [P37]. Patients appreciated the opportunity for more
flexible interactions with health care workers.

Patient-reported outcomes were generally seen as relevant and
easy to complete, allowing for more thorough and individualized
health reporting than traditional consultations. However, some
patients felt that standardized questions and response categories
did not fully capture their experiences, expressing a need for
more flexibility and individual tailoring. One participant
reflected: “For many of the questions I get [through the app],
there are some I don’t get to elaborate enough on, and it could
just be that the information that I have could be valuable to you”
[P27]. Suggestions for improvement included displaying
scheduled consultations and test results in the app, reducing
questionnaire frequency, adding time estimates for completion,
and allowing more free-text responses. Patients also expressed
trust in the app’s data security but emphasized that not all data
needed to be shared digitally to minimize risks.

Prerequisites for using digital tools, such as internet access,
smartphones, and digital identification, were noted. Most found
the app easy to navigate, with minimal training needed, although
those using medical monitoring devices appreciated some initial
guidance. Initial stress in using the app subsided with familiarity,
as one patient noted: “At first, I was a bit stressed by it [the
app], when the messages came from the hospital that I had to
do these measurements, I felt that I was getting stressed. But
why that is, I don’t know, it’s going well now. I was a bit
surprised at myself, like, why is it stressing me, but it has passed
now so that’s good because now I’m starting to get the hang of
it” [P11]. However, digital tools were not universally suitable,
with concerns raised about older adult users, individuals with
health-related anxiety, and the timing of app prompts for
working patients. Despite these concerns, reminders were often
described as helpful for completing tasks.

Digital Services Enhance the Patients’ Sense of Safety
Through Easy Access to a Relation With Competent
Health Care Workers
The patients appreciated the sense of security offered by the
user-friendly and flexible digital contact with health care
workers in outpatient care. The app was seen as supportive
rather than burdensome, with some noting that spending a few
minutes weekly was a small effort for managing a long-term
condition: “It’s not like the app reminds you that you have a
chronic condition, it’s more perceived as a positive element in
addition to the treatment you’re already receiving” [P17]. Digital
reporting was practical and reduced errors, although patients
cautioned against relying on technology for false security.
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Avoiding phone queues and callbacks saved time and reduced
stress for patients, while also improving workflow for health
care workers by allowing responses on their schedule. One
participant shared: “I liked that I seemed to have better access
to the department than normal, it was less burdensome than
calling in the limited time the reception is open, and sometimes
it rings and rings and rings and rings, and sometimes dealing
with less or even unqualified reception workers which I have
had problems with before” [P19]. Asynchronous messaging
was particularly valued for enabling prompt answers to both
urgent and nonurgent questions, fostering a sense of being seen
and supported. Even when unused, the messaging function
reassured patients that they could reach skilled health care
workers if needed.

The competence of health care workers responding to queries
was trusted, and while some patients valued consistent
interactions with the same person, others prioritized competence
over familiarity, especially with nurses. Patients appreciated
building relationships through physical consultations before
transitioning to digital follow-up but found digital contact
effective once trust was established, as one patient elaborated:
“And yes, I’ve met them, they know me and I have a face to
them, and I think that’s very good. That it’s the same people
who follow up. But it’s mostly on the doctor's side that I need
to have the same person, whom I trust, and I have met in
consultations, who knows me. But with the nurses, I think it’s
very good to have two people” [P14]. Administrative workers
triaging questions were considered acceptable, provided medical
issues were handled by qualified professionals. However, some
patients still preferred direct calls to familiar health care
workers, especially if they already had access to adequate
resources.

Discussion

Principal Findings
The patients experienced digital outpatient care as a flexible
service supporting self-management, which fulfilled the patients’
ongoing but unmet need of autonomy in their self-management.
The findings suggest that aspects of health literacy, such as the
ability to understand, engage with, and act on health information,
may have influenced how patients interacted with the digital
platform and benefited from the service. To achieve a truly
flexible and reliable service, active interaction between patients
and health care workers with the digital platform is essential to
strengthen the patients’ sense of safety. The patients’ reflections
regarding the digital outpatient service in this study highlight
key insights worth further discussion.

From the patients’ perspective, a digital outpatient solution
offers greater flexibility in health care services than traditional
calendar-based approaches, which rely solely on phone calls or
scheduled consultations to access the outpatient clinic. Previous
research has described how traditional systems are rigid and
allow little patient-centered and flexible approaches [35]. If
changes in the patients’ clinical status occur, there is little room
for a rapid response or to move forward a scheduled appointment
to curb the deterioration. However, the digital opportunities
include flexibility through asynchronous messaging, monitoring,

and patient responses—offering a more patient-centered
approach, supporting the patient’s self-management [28].
Furthermore, health literacy is often intertwined with
self-management, and both concepts are positively and
iteratively influencing each other [16,31]. This highlights how
digital outpatient solutions not only enhance the patients’
experience of more flexibility and responsiveness but also foster
patient-centered care by supporting self-management and
strengthening health literacy in a mutually reinforcing manner.

While our study and similar research highlight the benefits of
digital approaches [5,10-12,18], some patients may feel
burdened by the added responsibility, potentially threatening
their sense of security. One patient described initial anxiety
when using the digital platform, fearing mistakes in reporting—a
concern echoed in previous studies emphasizing the critical role
of usability and adequate digital and health literacy [36,37].
However, with practice, participants gained confidence in
self-management and their sense of insecurity decreased.
Interaction with health care workers further supported this
transition, providing timely guidance and encouragement
through digital messaging. This highlights the importance of
tailoring support to help reluctant patients build the necessary
skills and competencies for digital outpatient care [5,18]. In our
study, patients demonstrated health literacy through their
engagement with the intervention, responding accurately to
patient-reported outcome measures, conducting remote
monitoring as instructed, and framing thoughtful questions via
the messaging functions, showcasing the integral link between
health literacy and effective self-management.

The flexibility and interactive opportunities provided by the
digital platform highlight its potential to reduce the traditional
asymmetry between patients and health care providers. Unlike
calendar-based systems in traditional care, which often overlook
individual patient needs, digital outpatient care allows patients
to engage with health care workers when changes in their
clinical condition occur. Over time, patients became more adept
at interpreting the relationship between their symptoms and
objective measurements provided by the system, enabling them
to make informed decisions and take appropriate actions with
guidance from health care workers [28]. In the digital solution,
where interactions occurred based on asynchronous messages,
the focus of the interaction was more centered on the patients’
input and experiences rather than being primarily driven by the
health care workers [6]. The role of the health care worker is
also evolving, much like the changes digital solutions bring to
the patient’s role. More flexible ways of interacting with patients
are shifting the responsibilities of health care workers, often in
ways they are not fully prepared for. However, with the
necessary competencies in using digital solutions and a clear
understanding of their integration into clinical care, health care
workers can positively influence patients’ engagement and
effective use of digital health solutions to maintain or improve
health [38,39]. While processes that strengthen the patient role
are well established in patient-centered care [6], their
implementations through digital solutions remain underexplored.

Based on our findings, we argue that digital outpatient care can
enhance care quality by providing easier and more timely access
to health services, saving time and potentially preventing
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symptom deterioration through early identification of changes.
Patients’ trust in the system and providers, their increased
self-management, and reduced feelings of burden—both as
individuals living with a chronic condition and as users of health
care services—further support this claim. However, the impact
of digital outpatient care on health outcomes related to patients’
conditions remains unclear. While previous research has shown
positive but small and low-graded evidence on such effects
[5,7,18], further studies are needed to evaluate both health
outcomes and the experiences of patients and health care
providers using integrated digital health solutions.

Limitations and Strengths
This study is among the few qualitative investigations into
integrated digital health solutions in outpatient care, but it has
limitations. Participants were recruited from a study evaluating
the same digital platform, with tailored interventions based on
clinical needs, leading to heterogeneous experiences. All
interviews were conducted using telephone with only voice,
and thus, potentially relevant data concerning body language
and nonverbal communication were not interpreted. To address
this, a semistructured interview guide was used, and while data
analysis was comprehensive, recurring similar statements were
interpreted as having broader relevance. A key finding was that

all patients expressed trust in the digital solution and care
provided. However, this may introduce bias, as participants
were likely those already comfortable with digital solutions,
potentially excluding perspectives from less digitally inclined
individuals.

Conclusions
In this study, we aimed to explore the experiences of patients
with long-term conditions in using a digital outpatient care
service for 6 months. Digital outpatient care was experienced
as flexible and supportive for patients with long-term conditions.
The increased possibility of interacting with health care workers
was welcomed by the patients, and the combination of
flexibility, self-monitoring, and addressing concerns regarding
their self-management seemed to increase the patients’
experience of autonomy. As health literacy likely plays a role
in patients’ ability to effectively engage with digital tools and
self-manage their conditions, future research should explore
how varying levels of health literacy influence these outcomes.
In addition, research should address whether such digital
outpatient clinics are positive for a wider range of patients,
associated health outcomes, and any positive effects on a health
system level.
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Abstract

Background: The use of social media platforms, such as Reddit, to seek and share information about disease management and
treatment strategies is increasingly common. In the context of asthma—a chronic condition characterized by limiting symptoms
and exacerbations that require active patient engagement and adherence to treatment—there is a lack of research describing the
content of Reddit posts and the specific topics of interest to patients.

Objective: This study aimed to describe the topics discussed by users on the Reddit asthma forum and identify the sentiments
and polarity of the language used in the posts.

Methods: A retrospective observational study of public posts on the asthma subreddit forum (r/Asthma) over a 1-year period
(October 2023-October 2024). All posts and related threads were included, subdivided into hot, news, and top, and those voted
“up” or “down,” those that received “awards,” categorized as “golds.” The messages were reviewed manually and excluded if
they were not related to asthma. A mixed methods analysis was conducted, comprising (1) analysis using text lemmatization, (2)
structural topic modeling to identify topics based on word frequency, and (3) sentiment and polarity analysis. This approach
aimed to identify the most frequently used topics on Reddit, detect positive and negative sentiments based on the words used,
and acceptance or rejection (polarity) based on the language used in the asthma subreddit. Statistical analyses were performed
using R software (version 4.1.3; R Foundation for Statistical Computing), with a significance threshold set at P<.05.

Results: After removing duplicates, 7806 posts were identified. The suitability of the chosen analysis model was confirmed, as
it presented the best balance between exclusivity and semantic coherence. Clusters of 25 topics were identified and distributed
according to their weight. The topics with the highest weight were Topic 7 (Symptoms and severity of asthma attacks) and Topic
18 (Causes of asthma). No significant differences were found in the evolution of emerging topics throughout the year except in
Topic 20 (Seeking advice from people with asthma; P=.04), Topic 21 (Medical tests that should be reviewed periodically; P=.04),
and Topic 22 (Times of year when attacks occur; P=.03). The proportion of feelings and emotions showed a stable trend throughout
the year. Discrepancies in feelings and emotions were identified depending on the dictionaries used. Thus, a higher probability
of positive feelings was confirmed in the AFINN lexicon. Meanwhile, negative feelings were significant in the Stanford Natural
Language Processing, Bing, and National Research Council Canada lexicons.
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Conclusions: These results can serve as a guide to identify hidden patient needs and help professionals develop specific
interventions on topics relevant to patients.

(J Med Internet Res 2026;28:e77027)   doi:10.2196/77027

KEYWORDS

Reddit; subreddits; r/asthma; asthma; social media; health information; online health; online health information; patient education;
observational study

Introduction

Asthma is one of the most prevalent chronic respiratory diseases,
affecting over 300 million people globally [1]. The intermittent
onset of bronchospasm attacks causes symptoms such as
wheezing and dyspnea, and is characterized by airway
inflammation, hyperresponsiveness, and mucus hypersecretion,
leading to airflow obstruction [1]. The clinical manifestation of
asthma varies across individuals, with distinct phenotypes [2],
influencing treatment of the disease [3].

The introduction of novel clinical biomarkers (such as sputum
and blood eosinophils, serum immunoglobulin E (IgE), and
fractional exhaled nitric oxide) [2] has facilitated the
development of treatments tailored to each patient’s individual
phenotype [4,5], specifically monoclonal antibodies. However,
these drugs are limited to the most severe forms and certain
phenotypes [3,4]. Treatment for most patients with mild to
moderate forms of the disease is based on the use of inhalers;
however, despite the ongoing development of educational
programs, significant issues remain in relation to adherence [6]
and inhalation technique [7], both of which have critical
implications for disease management and the frequency of
exacerbations.

Another key aspect in the treatment of asthma is the shared
perspective between prescribing physicians and patients
diagnosed with asthma on the impact of the disease on daily
life [8,9]. Previous studies [8,9] show that there are differences
in perspective on the management and control of the disease,
resulting in an underestimation of the impact of asthma on the
patient’s life by the physician, reducing disease and symptom
control [8].

One of the responses among patients is to seek help to cope
with symptoms, apply strategies, and share their experiences
with other patients [10,11]. In this regard, the use of social media
for health reasons has increased over the last decade [10,11],
having a major impact on patients’understanding of the disease,
the acquisition of habits, the decision-making process, and health
outcomes [12-18]. In addition, widely shared or viral content
significantly influences the adoption—or rejection—of health
behaviors [10], largely due to its ability to elicit strong,
activating emotions, whether positive or negative [19].

Reddit is a large-scale online platform that hosts more than
130,000 individual communities, known as subreddits. It attracts
around 500 million visits per month and engages approximately
73 million unique users each day [20]. With over 270 million
active users each month [21], Reddit allows individuals to share
personal experiences related to illness and health care. Users
frequently post firsthand accounts, respond to others with shared

experiences, and exchange advice on symptoms, medical
conditions, and treatments [10,22]. The platform allows
registered users (known as Redditors) to post content (text,
images, and videos) to moderated boards, which are voted on
by other users. Posts on Reddit are visible to the broader
community, and their prominence within a subreddit is shaped
by user voting—either upvotes or downvotes [23]. Subreddits
are organized by topic, and users, known as Redditors, can
subscribe to those that match their interests, allowing them to
curate the content displayed on their personalized front page
[24]. Additionally, some subreddits follow a
question-and-answer format, with popular examples including
r/AskReddit and r/AMA, which features the interactive “Ask
Me Anything” style. Discussions on Reddit are public (unless
specifically designated as private), allowing for passive data
collection. Furthermore, for an internet user seeking information
on a specific topic, Reddit is a useful starting point due to its
topic-centric organization [10].

To the authors’knowledge, there are no studies that have shown
the use of Reddit by patients with asthma and described the
topics they consult. The questions that guided this study were:
“What were the most consulted and discussed topics by patients
with asthma on Reddit?” and “Was the language used on Reddit
positive and negative? The objectives of this study were (1) to
describe the topics discussed by patients in the asthma subreddit
(r/Asthma) and (2) to identify the sentiments and polarity of the
language used by patients with asthma on Reddit.

This study may help identify unknown and unmet needs of
patients with asthma and improve medical care.

Methods

Design
An observational study was conducted, consisting of a
retrospective analysis of public posts on Reddit over a 1-year
period, from October 2023 to October 2024. Also, we used the
subreddit forum asthma (r/Asthma) [25]. This study adhered to
the Reporting Guidelines for Social Networks in Health
Research [26], which are incorporated within the EQUATOR
(Enhancing the Quality and Transparency of Health Research)
initiative [27].

Data Collection
Posts that included general comments were identified and
subdivided into hot, news, and top. Similarly, posts that were
voted “up” or “down” were identified, as well as those that
received “awards,” categorized as “golds,” and cross-posted
posts. r/Asthma posts were obtained with the R library
RedditExtractoR [28]. This library allows for extracting up to
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1000 main posts by each category (hot, top, and new posts) and
all generated threads. Only posts in the English language were
used to facilitate the analysis.

All posts from the r/Asthma forum and all threads derived from
the conversations were included, as r/Asthma is a subreddit
forum dedicated specifically to asthma, so the objective of the
study is to determine what topics interest the users of this forum
without establishing any specific selection criteria a priori.

In addition, the main topic, secondary topics, number of votes
obtained, number of responses, and subresponses obtained were
included. Also, all information related to asthma, such as
symptom management, treatment, follow-up consultations, risk
behaviors, healthy habits, professional care, adherence (or
nonadherence) to treatment and medical recommendations,
education, use of inhalers, etc, was incorporated into the study
and analyzed. Messages were reviewed manually and
systematically excluded if they were not related to asthma use.

Statistical Analysis

Overview
Statistical analyses were performed using R software (version
4.1.3; R Foundation for Statistical Computing) [29]. The
significance level was set at P<.05. The Kolmogorov-Smirnov
test with Lilliefors correction was used to test the distribution
of the variables. The variables were described with mean (SD),
median (IQR), or with absolute and relative values, that is, n
(%).

In this study, a mixed methods analysis was carried out that
included three types of analysis: (1) text lemmatization analysis,
(2) structural analysis using models based on topics identified
by their frequency of appearance, and (3) sentiment and polarity
analysis. This allowed us to identify the most frequently used
topics on Reddit, identify positive and negative sentiments based
on the words used, and determine acceptance or rejection
(polarity) based on the language used to discuss asthma in
Reddit posts.

Analysis Using Text Lemmatization
First, the text of the posts was lemmatized for analysis.
Lemmatization is a linguistic process that involves identifying
the base or lexicon form of a word—known as the lemma—from
its inflected variants (eg, plural forms, gendered adjectives, verb
conjugations). The lemma is the canonical form under which
all inflected versions of a word are grouped. For example, in
traditional dictionaries, nouns are typically listed in their singular
form, adjectives in the masculine singular, and verbs in the
infinitive.

Structural Topic Modeling Analysis
Second, a structural topic model analysis was conducted to
examine the emergence of topics across user comments. This
method also allows the incorporation of metadata, such as the
time period of each comment, as a covariate in the model. The
selection of the optimal number of topics was carried out in 2
phases: first, the range of topics with the best values of held-out
likelihood and lower limit of stability of convergence between
iterations of the models and with the lowest value in the

residuals was evaluated; in a second phase, the ratio between
semantic coherence and exclusivity between the selected models
was analyzed. Exclusivity evaluates whether the main words
of the topics also appear as main words of other topics, while
semantic coherence shows whether the words most associated
with a topic occur equally or not within the documents; in both
cases, higher values are better [30-32].

Sentiment and Polarity Analysis
Finally, a sentiment analysis was performed using the Bing [33],
AFINN [34], National Research Council Canada (NRC) [35],
and Stanford Natural Language Processing (Stanford NLP) [36]
dictionaries. All 4 dictionaries are based on unigrams or
individual words that assign scores for positive or negative
feelings. In addition, the NRC lexicon classifies words into 8
emotional categories of anger, anticipation, disgust, fear, joy,
sadness, surprise, and trust. While the Affin lexicon assigns
words a score ranging from –5 to 5, with negative values
indicating more negative feelings and positive values indicating
more positive feelings. Stanford NLP classifies positive into 5
categories: very negative, negative, neutral, positive, and very
positive. Similarly, sentence polarity was analyzed using the
Bing lexicon, incorporating modifiers such as amplifiers,
decrementers, and negators as proposed by Halliday [37]. The
integration of these 4 dictionaries facilitates a detailed and
comprehensive analysis of the emotions and feelings conveyed
in the texts shared by Reddit (r/Asthma forum) users. This
methodological approach enables an emotional profiling of the
analyzed content, contributing to a deeper understanding of the
affective dimensions embedded in user-generated discourse.
Furthermore, this combination of dictionaries allows for a
multiangle analysis, providing a comprehensive analytical
framework that encompasses the analysis of positive and
negative emotions, ranging from –5 to 5 with the AFINN
dictionary or from very negative to very positive with the
Stanford NLP dictionary, as well as assessing 8 more complex
emotions with the NRC dictionary. Moreover, the simultaneous
use of these 4 dictionaries allows for a cross-validation and
complementarity strategy; the combination of results can lead
to a more robust and reliable analysis [38,39].

The presence of significant differences in the proportion of the
categories of feelings and emotions or the average score of each
lexicon and its temporal evolution was analyzed using a
regression model. The assumption of linearity between the
dependent variables and the quantitative predictors was tested
by evaluating the effective degrees of freedom (EDF) with a
value greater than 1 as a nonlinearity cut-off point. A generalized
additive mixed model (GAMM) or a linear mixed model (LMM)
was applied depending on the EDF value. Since these were time
series, the correlation structure was modeled by comparing,
using a likelihood ratio test (LRT), the models without this
structure, with an autoregressive structure with lag 1 (AR1),
and with an autoregressive moving average structure (ARMA)
evaluated by means of an ARMA analysis of the residuals of
the previous AR1 model. In the GAMM models, the fulfillment
of the assumptions of v for the smoothed terms was tested,
eliminating those with a value greater than 0.8, and the adequacy
of the number of basic functions was checked using the K index
(P>.05 as a selection criterion). The fulfillment of the
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assumptions in the residuals was checked with the
Kolmogorov-Smirnov tests with Lilliefors correction (normality)
and Breusch-Pagan (heteroscedasticity). Since these were not
met in the GAMM models, the robust sandwich-type standard
errors were calculated in the LMM model with the Stanford
NLP lexicon using a bootstrap.

Ethical Considerations
This study does not require approval from the Ethics and
Clinical Research Committee of the University Hospital of
Salamanca because the information is publicly available. The
same considerations have been applied in previous studies that
analyzed the use of Reddit by patients to share and search for
information on topics related to health and disease [40-42]. In
addition, institutional review board and research ethics
committee approvals were not required nor sought because the
research did not meet the requirements for needing ethical
approval per section 1.3 of the European Pharmaceutical Market
Research Association guidelines [43]. The ethical principles
established by the Declaration of Helsinki were respected. In
addition, Reddit offers a comprehensive application
programming interface that grants access to much of the

platform’s information. In strict compliance with the rules and
ethical guidelines of each subreddit, we only collect data from
subreddits that explicitly allow research activities. Furthermore,
to protect user privacy, we only record the comment ID without
including any user information or the content of the comment
itself, ensuring that no personally identifiable information or
data that could lead to reidentification is collected. Furthermore,
in the posts selected as illustrative examples for this study, all
identifying information, including authorship and publication
dates, was removed, and the content was summarized to preserve
and emphasize the essential information.

Results

Descriptive
A total of 7806 posts were collected from the r/Asthma thread
between October 2023 and October 2024 after removing
duplicates, of which 454 generated a total of 6046 response
threads. Since Reddit does not allow the extraction of more than
1000 posts, different filters were used to maximize the search
for primary comments, from which an unlimited number of
response threads could be obtained (Table 1).
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Table 1. Reddit r/Asthma posts’ characteristics between October 2023 and October 2024.

20242023Post characteristics

Octo-
ber

Septem-
ber

Au-
gust

JulyJuneMayAprilMarchFebru-
ary

Jan-
uary

De-
cem-
ber

Novem-
ber

October

Characteristics of posts

535451857986768189697462694n

10.66
(13.71)

10.39
(14.26)

19.44
(26.46)

20.71
(20.76)

25.69
(23.05)

24.22
(19.82)

26.83
(27.63)

30.66
(23.66)

32.83
(31.77)

23.16
(24.78)

20.85
(15.28)

23.03
(19.39)

37.75(10.24)Generated com-
ments, mean (SD)

Comments filter, n (%)

382
(71.4)

368
(81.6)

10
(11.8)

——————————bHota

——2 (2.4)——————————Newc

153
(28.6)

83
(18.4)

73
(85.9)

79
(100)

86
(100)

76
(100)

81
(100)

89
(100)

69
(100)

74
(100)

62
(100)

69 (100)4 (100)Topd

Characteristics of posts with threads

102132281718272828222612131n

4.06
(5.68)

2.42
(3.57)

7.57
(8.16)

10.47
(3.74)

11.00
(4.00)

12.96
(7.60)

9.93
(5.28)

10.54
(6.13)

9.68
(4.75)

9.38
(3.73)

9.75
(2.05)

15.31
(5.89)

17.00Scoree, mean (SD)

4.06
(5.68)

2.42
(3.57)

7.57
(8.16)

10.47
(3.74)

11.00
(4.00)

12.96
(7.60)

9.93
(5.28)

10.54
(6.13)

9.68
(4.75)

9.38
(3.73)

9.75
(2.05)

15.31
(5.89)

17.00Upvotesf, mean
(SD)

0.79
(0.24)

0.77
(0.24)

0.87
(0.15)

0.85
(0.11)

0.94
(0.07)

0.92
(0.07)

0.93
(0.08)

0.91
(0.06)

0.91
(0.09)

0.92
(0.07)

0.92
(0.07)

0.92
(0.07)

0.95Up ratiog, mean
(SD)

—0.01
(0.09)

———————————Cross-postsh, mean
(SD)

9.29
(14.69)

8.19
(8.56)

12.57
(9.80)

24.88
(24.83)

16.72
(16.05)

19.63
(15.80)

16.07
(11.69)

19.25
(14.04)

18.14
(15.79)

16.38
(12.54)

19.92
(14.15)

26.92
(18.83)

34.00Generated com-
ments, mean (SD)

Thread characteristics

982109935942732050345053637241521833926n

2.49
(2.94)

2.19
(3.43)

2.72
(3.36)

3.02
(6.12)

2.83
(4.21)

2.41
(3.20)

2.85
(4.23)

2.25
(3.03)

2.92
(5.49)

2.87
(3.60)

2.56
(3.01)

2.99
(3.81)

1.77 (1.24)Score, mean (SD)

2.49
(2.94)

2.19
(3.43)

2.72
(3.36)

3.02
(6.12)

2.83
(4.21

2.41
(3.20)

2.85
(4.23)

2.25
(3.03)

2.92
(5.49)

2.87
(3.60)

2.56
(3.01)

2.99
(3.81)

1.77 (1.24)Upvotes, mean
(SD)

aHot: Comments with the highest popularity rate based on their age and number of positive votes are the most active and popular discussions in real
time.
bNot available.
cNew: New comments generated in a given period of time.
dTop: Comments with the highest number of net upvotes (upvotes minus downvotes) in a given time period.
eScore: Net positive votes (positive votes minus negative votes).
fUpvotes: Positive votes.
gUp ratio: Quotient of positive and negative votes in percentage.
hCross-posts: Comments linked from other subreddits. Generated comments: comments not written by humans.

Analysis of Thematic Models
By determining the best held-out likelihood values among the
models, it was determined that the optimal number of topics
was 15 and 25 (Multimedia Appendix 1). Subsequently, the

model with 25 topics was found to have the best balance of
exclusivity versus semantic coherence, and therefore, the model
with 25 topics was adopted (Multimedia Appendix 2). Table 2
shows the 25 topics hypothesized after the development of the
model.
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Table 2. Reddit r/Asthma posts topics identified.

DescriptionTopic

Influence of respiratory problems on the ability to walk.Topic 1

Timing of attacks.Topic 2

Hopes for rapid improvement.Topic 3

Adverse effects of Prednisone that may justify stopping its use.Topic 4

Gratitude for improvement.Topic 5

Use of inhaled steroids as rescue medication.Topic 6

Symptoms and severity of asthma attacks.Topic 7

Medical tests to be monitored.Topic 8

Influence of respiratory problems on work activity.Topic 9

Influence of respiratory problems on quality of life in general terms.Topic 10

Influence of tobacco.Topic 11

Need for information.Topic 12

Budesonide spray dosage.Topic 13

How to access Albuterol inhalers for wheezing without medical insurance.Topic 14

Hospitalization with oxygen therapy in case of acute exacerbation.Topic 15

Search for any asthma-related therapy.Topic 16

Influence of respiratory symptoms such as coughing.Topic 17

Causes of asthma.Topic 18

Symptom change throughout the year.Topic 19

Request for advice to people who have asthma.Topic 20

Medical tests that should be checked periodically.Topic 21

Times of the year when attacks occur.Topic 22

Change in symptoms at times of the year when temperatures are cooler.Topic 23

Need for specialized medical care.Topic 24

Gratitude for the assistance received.Topic 25

Subsequently, each topic was classified according to the weight
of its frequency, together with the most frequent words used in
each topic (Figure 1 shows the weighted topics).
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Figure 1. Weighted topics.

The topics with the greatest weight were Topic 7 (Symptoms
and severity of asthma attacks) and Topic 18 (Causes of asthma).

Regarding the annual analysis of the topics, there were no
significant differences in the evolution of the emerging topics

throughout the year, except in 3 topics. These were Topic 20
(Request for advice from people with asthma; P=.04), Topic
21 (Medical tests that should be checked periodically; P=.04),
and Topic 22 (Times of the year when attacks occur; P=.03;
Table 3).
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Table 3. Evolution of each topic throughout the period of time analyzed.

P valueat statisticCoefficient (SE)Topic and time period

Topic 1

.89–0.13–0.04 (0.29)Intercept

.760.290 (0)Date

Topic 2

.85–0.18–0.04 (0.21)Intercept

.760.300 (0)Date

Topic 3

.051.920.415 (0.21)Intercept

.07–1.770 (0)Date

Topic 4

.820.210.052 (0.24)Intercept

.94–0.070 (0)Date

Topic 5

.291.040.225 (0.21)Intercept

.37–0.890 (0)Date

Topic 6

.810.230.063 (0.26)Intercept

.94–0.070 (0)Date

Topic 7

.700.380.128 (0.33)Intercept

.82–0.220 (0)Date

Topic 8

.39–0.85–0.234 (0.27)Intercept

.320.990 (0)Date

Topic 9

.291.050.308 (0.29)Intercept

.36–0.900 (0)Date

Topic 10

.590.530.142 (0.268)Intercept

.72–0.350 (0)Date

Topic 11

.710.370.089 (0.24)Intercept

.83–0.200 (0)Date

Topic 12

.830.200.053 (0.25)Intercept

.97–0.030 (0)Date

Topic 13

.13–1.50–0.456 (0.30)Intercept

.091.660 (0)Date

Topic 14

.11–1.59–0.452 (0.28)Intercept

.081.740 (0)Date 
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P valueat statisticCoefficient (SE)Topic and time period

Topic 15

.81–0.23–0.074 (0.31)Intercept

.710.360 (0)Date 

Topic 16

.11–1.57–0.432 (0.27)Intercept

.081.710 (0)Date 

Topic 17

.83–0.20–0.048 (0.23)Intercept

.700.370 (0)Date 

Topic 18

.480.700.223 (0.31)Intercept

.59–0.530 (0)Date 

Topic 19

.091.650.41 (0.24)Intercept

.13–1.480 (0)Date 

Topic 20

.05–1.89–0.505 (0.26)Intercept

.0412.040 (0)Date 

Topic 21

.0352.110.421 (0.19)Intercept

.048b–1.980 (0)Date 

Topic 22

.0212.310.706 (0.30)Intercept

.033–2.130 (0)Date 

Topic 23

.590.530.167 (0.31)Intercept

.69–0.390 (0)Date 

Topic 24

.48–0.69–0.19 (0.272)Intercept

.390.840 (0)Date 

Topic 25

.121.520.067 (0.04)Intercept

.20–1.260 (0)Date 

aSignificant P<.05.

Multimedia Appendix 3 presents examples of texts and
narratives shared by users in the Reddit r/Asthma forum,
organized by each identified topic.

In addition, a clustering and correlation of all topics was
observed, except topics 3, 6, and 13 (Hope of getting better
soon; Use of inhaled steroids as rescue medication; and Dosage
of Budesonide aerosol; respectively) referring to the use of
steroids and Budesonide to accelerate the improvement of
symptoms; and topics 17, 20, and 23 (Influence of respiratory
symptoms such as cough; Asking for advice from people who

have asthma; and Change of symptoms at times of the year
when temperatures are lower; respectively) related to asking
for advice from those who have already experienced asthma on
the management of respiratory symptoms such as cough,
especially at times of lower temperatures (Multimedia Appendix
4).

The graphs with the model predictions show how, over the year,
the probability of posts containing topics 20 (Request for advice
to people with asthma) and 22 (Times of the year when attacks
occur) appear in autumn 2024, decreasing over 2024. In the
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case of Topic 22, they increase again in the autumn of 2024.
Conversely, Topic 21 (Medical tests to be checked periodically),
increases especially in the summer-autumn of 2024 (Multimedia
Appendix 5).

Analysis of Feelings and Polarity
The proportion of feelings and emotions and scores showed a
stable trend throughout the year (Multimedia Appendix 6). In
addition, a nonnormal distribution in polarity was confirmed
(P<.001).

In relation to the contrast of the hypotheses, the significant LRT
indicated that the ARMA model is the one that presented the
best fit, except in the NRC lexicon of emotions, which presents
better results in the AR1 model. Meanwhile, in polarity, the
best-fitting model was the model without autocorrelation
structure (Multimedia Appendix 7).

Significant differences were confirmed in the proportion of
categories appearing in each of the dictionaries used versus the
reference category. In contrast, time has no significant effect
on the proportion of feelings and emotions or polarity
(Multimedia Appendix 8).

Sentiment and emotion analysis produced varying results
depending on the lexicons applied. For instance, categorical
analysis showed a higher likelihood of positive sentiments and
score values of 2 using the AFINN lexicon. In contrast, the
Stanford NLP, Bing, and NRC lexicons highlighted significant
negative sentiment. Additionally, the NRC lexicon revealed
notable associations with the emotions of anticipation, fear, and
trust (Multimedia Appendix 9).

The following lines present excerpts from Reddit posts in which
both negative and positive emotional expressions are identified.
Each example is accompanied by the date of publication. One
post describes a near-death experience due to worsening asthma
symptoms:

I expressed my feelings towards the limitation that
asthma brings to me…well, 2 days ago, I almost
died…I had an asthma attack after minimal exercise.

Another post reflects intense frustration caused by the
progression of the disease:

My asthma has been flaring up more frequently than
usual. It’s stopped me from seeing friends, working,
and made me lose sleep. This is causing me a
significant amount of stress and anxiety, too, which
I know also makes it worse.

A third example illustrates how an asthma crisis can complicate
air travel:

Had an asthma attack at the beginning of a long
international flight…it was really scary being trapped
in that confined space, not being able to breathe.

On the other hand, positive experiences were also identified:

No doctor wanted to diagnose me as asthmatic, but
the only thing that controlled my coughing attacks
was corticosteroids…I am grateful to the doctor who
agreed to prescribe me.

Discussion

Principal Findings
The analysis of Reddit’s r/Asthma forum has made it possible
to identify and classify user-generated topics based on their
weight and relevance. The most prominent topics include the
causes of asthma and the symptoms and severity of attacks,
followed by seasonal patterns of exacerbations and corticosteroid
inhaler dosing. Posts display a wide range and intensity of
emotions, with a noticeable tendency toward the use of negative
language when discussing asthma.

Comparison With Previous Work
The analysis of social networks (including Reddit) and their
ability to influence risk behaviors, and the construction of
people’s opinions, grew during the COVID-19 pandemic [44-46]
because of their use as tools for obtaining and cross-checking
information, sharing knowledge and as a source of help in
dealing with diseases and applying strategies or treatments
[47-50]. However, the use of online health information carries
significant risks related to the acquisition of reliable knowledge
[51-55]. To obtain trustworthy, evidence-based medical or
scientific information, users must navigate through a vast
amount of misinformation and poor-quality content, including
posts that promote unhealthy practices or unproven treatments
[52,54-56]. As a result, individuals may make decisions that
could potentially harm their health [52-54]. A key factor in
acquiring reliable and safe online health information is
enhancing the digital literacy and search skills of lay users [57].
Moreover, several recommendations have been proposed to
support safe and informed health information searches online,
including (1) using trustworthy websites with official domains
such as .gov, .edu, or .org; (2) verifying authorship and sources,
and prioritizing content reviewed by scientific societies, health
organizations, or accredited institutions; (3) avoiding personal
testimonials as clinical evidence, since anecdotal narratives do
not substitute scientific knowledge; and (4) consulting health
care professionals before making any medical decisions
[51,54,58,59].

In the field of pulmonology and respiratory diseases, the Reddit
social media platform has previously been used to identify unmet
needs, sentiments toward areas of interest, shared patient
concerns, and the adoption of (unhealthy) behaviors related to
e-cigarette use during the COVID-19 pandemic [60], lung cancer
[61], vaping use [62], and respiratory lesions [63,64]. However,
no previous work from Reddit’s analysis has been found for
people with asthma. Asthma carries a significant burden on
patients’ lives, with an important impact on their quality of life
and health loss burden, measured by disability-adjusted life
years, years of life lost, and years lived with disability [65]. Ten
Have et al [66] showed that there are 4 asthma symptoms that,
due to their impact, need to be prioritized in their resolution:
fatigue, sleep disturbance, impairment of physical activity, and
work-related symptoms. Moreover, our results do not show
posts with relevant weight on fatigue or sleep disturbances, but
on walking ability (topic 1, the fifth by weight, see Figure 1),
and on work activity (topic 9, the 12th by weight). Our results
revealed posts and comments from patients with Asthma on
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Reddit discussing the onset of asthma attacks, changes in
symptoms throughout the year, and seasonal variations linked
to colder temperatures (topics 2, 19, and 23). This interest aligns
with previous studies showing that extreme temperatures—both
hot and cold—can trigger asthma attacks and worsen symptoms
[67,68].

The strategy for asthma prevention and remission of the
European Forum for Research and Education in Allergy and
Airway Diseases Consensus Statement [69] adopts a
phenotype-centered approach aimed at improving clinical
outcomes and preserving health-related quality of life. This
strategy moves away from the current “one-size-fits-all”
concept, which focuses on symptom-oriented treatment
strategies. In addition, there is growing support among experts
for including nonpharmacological and interdisciplinary
interventions—such as breathing exercises and multicomponent
services—in the asthma management “toolbox.” These
approaches aim to help manage clinical symptoms, improve
patients’ quality of life, reduce health care costs, and address
unmet needs [70]. This would help to decrease the discordance
between compliance rates reported by patients with asthma and
physicians [71].

Additionally, another aim would be to avoid loss of adherence
to treatments. Thus, Amin et al [72] described how denial of
the disease and of the need for long-term treatment, along with
poor physician-patient communication, suboptimal knowledge
of asthma medication (lack of understanding of the distinction
between maintenance and reliever inhalers), suboptimal inhaler
technique, and the high cost of asthma medication, were key
factors in poor medication adherence. Access to pharmacological
treatment, its correct use, identification of adverse effects, and
use of other therapies appear in our results in six topics (Topics
4, 6, and 13-16), with special consideration of inhaled treatments
as a means of administration.

At this point, patient participation is key to treatment adherence
and adoption of healthy behaviors. Kang et al [73], in their
systematic review and meta-synthesis of qualitative studies on
shared decision-making, highlight that patients with asthma
engage in shared decision-making when they have the
opportunity (ie, environmental factors such as social, cultural,
and institutional conditions that either facilitate or hinder
individual behavior). The capability (skills, knowledge, and
abilities required for individuals to engage in a particular
behavior), and the motivation (internal psychological factors
that drive individuals to choose specific behaviors based on
their motivations and goals. The authors of this study believe
that Reddit could be a tool used by patients with asthma to gain
more capacity and opportunity to manage the disease, its
symptoms, and treatments.

Another possible explanation for the use of Reddit as a source
of information, obtaining medications and guidelines for the
use of pharmaceutical products and drugs, may be related to the
price of health care provided by professionals (doctors) and the
cost of drugs [72,74,75]. Zhang et al [65], in their study on
health loss and the economic burden of asthma in China,
described an annual direct cost of between US $348 and US
$1187 per capita, indirect costs of US $7 to US $1195, and

hospitalization costs of US $177 to US $1547, influenced by
the frequency and severity of acute exacerbations, comorbidities,
and treatment adherence. Each country has different health
systems with their own models of resource organization (public
vs private), which could influence access to health care, medical
information and recommendations, and pharmacological
treatments for people with asthma [75].

Our results revealed a range of emotions and sentiments, with
notable differences between the positive sentiment scores found
using the AFINN lexicon and the negative sentiments identified
through the Stanford NLP, Bing, and NRC lexicons. This
variability in both positive and negative emotions also appears
in the study by Volpato et al [74], where patients with
uncontrolled asthma experienced a wide range of emotions that
impacted their daily lives. Fear and anxiety appeared alongside
the unpredictability of asthma attacks, while frustration and
hopelessness accompanied the symptoms [74].

Limitations and Strengths
Among the limitations of this study is the inability to confirm
an asthma diagnosis in the users who participated in the
r/Asthma forum on Reddit, as well as the inability to determine
other sociodemographic data of the forum participants [40].
However, the anonymous and private nature of social media
would allow users to share questions, doubts, embarrassing
topics, and make comments without restrictions that they would
not make in other contexts [10]. Another limitation is that there
was no uniformity in the comments, with some posts providing
more information and content than others. This limitation was
resolved by including all possible response threads derived from
the posts in the study. The third limitation is that no keywords
or combinations were used to search for and include posts in
this study. In our study, since there were no previous studies
on Reddit content related to asthma, all posts and threads
generated during the study year were included. Finally, the
reliability of the information shared on Reddit and other online
social media platforms is essential for fostering trust in such
content, promoting healthy behaviors, and protecting users’
health [54]. In this initial study conducted within the Reddit
r/Asthma forum, we presented the thematic content and types
of information shared by users, as well as the emotional
expressions and polarity of their language. Based on this
preliminary work, further research would be justified to
investigate the credibility and reliability of the information
shared in thematic posts, and to explore potential relationships
or associations between specific emotional states and the quality
of the information provided.

In relation to strengths, social media analysis (Reddit) can
provide key information compared to other data collection
methods, such as traditional surveys, without being limited by
issues such as sensitivity or taboos surrounding certain topics
[10,40]. Conversely, among all available online social media
platforms, only Reddit was used due to its structure based on
thematic forums or communities (subreddits), where users share
content and engage in discussions focused on specific topics or
interests. This structure contrasts with other platforms, such as
Instagram or X, which are primarily oriented toward following
individuals. Moreover, content visibility on Reddit is determined
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by user evaluations—either positive or negative—rather than
by algorithms that prioritize virality or engagement metrics.
Reddit also enables extensive discussions without restrictions
on character count, image format, or source type, unlike other
platforms that impose limitations based on character length (X),
visual format (Instagram), or social network boundaries
(Facebook). This would allow for the collection of valuable
insights into users’ motivations and the nature of the content
they share. Furthermore, another strength of Reddit analysis for
understanding patient feelings and behaviors is that large
volumes of data can be obtained in a short period of time, and
user-generated content can be processed quickly [76,77]. In
addition, social media generates and shares a large amount of
varied information on health and disease topics, allowing
patients and their families to learn about different aspects of

health care, such as diagnostic processes, treatments, coping
strategies, professional advice, etc.

Conclusions
These findings can help uncover hidden needs and challenges
faced daily by forum users and may assist health care
professionals in developing targeted interventions aimed at
improving knowledge around key topics. Identifying the most
frequently shared thematic content (weighted topics) is relevant
for health care professionals, as it may not reflect their clinical
priorities. It also enables the assessment of information quality
and the detection of potentially risky behaviors that are not
supported by scientific evidence. In future research, it would
be necessary to examine the scientific quality of the information
shared in posts within Reddit’s r/Asthma forum and its
relationship to emotional state when sharing posts.
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Best selected topic models exclusivity versus semantic coherence graph.
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Examples of texts and narratives from the Reddit asthma forum by topic. Each post includes the date it was posted.
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Abstract

Background: Thrombolysis and mechanical thrombectomy represent the most successful stroke innovations over the last 30
years. Quantifying innovation in stroke is essential for identifying productive research lines and prioritizing funding, but health
care lacks validated methods for measuring innovation.

Objective: This study aimed to systematically evaluate the relationship between stroke-related patents and publications,
demonstrate the feasibility of using large language models (LLMs) in this process, and identify the most rapidly advancing
innovations in stroke care by mapping them to a theoretical innovation life cycle.

Methods: The Open Patent Services (European Patent Office) and PubMed databases were searched between 1993 and 2023
for “stroke OR cerebrovascular.” In this bibliometric patent-publication analysis, a 13 billion–parameter Llama LLM was trained
to identify patents related to stroke disease, as opposed to other references to the word “stroke,” on a manually labeled subset of
5000 patents and assessed using 5-fold cross-validation. The LLM filtered irrelevant results, and the resulting patent codes were
grouped into innovation clusters. For each cluster, annual patent and publication counts were normalized to adjust for global
trends. Cluster-specific growth curves were plotted to analyze the rates and characteristics of growth. The innovation life cycle
stage for each innovation cluster was estimated by fitting a sigmoid curve to the patent and publication data consistent with the
diffusion of innovations theory by Rogers.

Results: The cross-validated accuracy of the LLM was 99.2%, with a sensitivity of 96.5% and a specificity of 99.6%. An initial
bibliometric search retrieved 237,035 patents and 486,664 research publications. A manual review of a random sample of patents
before filtering revealed that only 11.2% (56/500) were relevant to stroke. After LLM filtering, of the 237,035 patents, 28,225
(11.9%) stroke-related patents remained. These were grouped into 7 innovation clusters: pharmacological treatment, alternative
medicine, rehabilitation devices, medical imaging, diagnostic testing, surgical devices, and artificial intelligence (AI) methods.
Patent and publication counts were strongly correlated across clusters (Spearman rs=0.65-0.92; P<.006) except for pharmacological
treatment (rs=0.09) and alternative medicine (rs=0.55). Pharmacological treatments were the top-performing cluster over the last
30 years, accounting for 49.3% (36,005/73,094) of all patents, but patent activity in this area has plateaued since the late 2000s.
AI methods, rehabilitation devices, and medical imaging exhibited exponential rates of patent growth, with annual normalized
increases of 39.2%, 15.9%, and 5.8% compared to 16.9%, 5.3%, and 2.2% for publications, respectively.

Conclusions: Applying an LLM to publicly available patent and publication data provides a scalable way to quantify innovation
in stroke. Pharmacological treatment appears to have entered a saturation phase, whereas AI methods, rehabilitation devices, and
medical imaging remain in rapid growth, highlighting areas of greatest traction for future research and investment.

J Med Internet Res 2026 | vol. 28 | e70754 | p.2062https://www.jmir.org/2026/1/e70754
(page number not for citation purposes)

Marcus et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:adam.marcus11@imperial.ac.uk
http://www.w3.org/Style/XSL
http://www.renderx.com/


(J Med Internet Res 2026;28:e70754)   doi:10.2196/70754

KEYWORDS

diffusion of innovation; innovation; stroke; large language model; artificial intelligence; AI

Introduction

Turning points in stroke treatment occurred in 1995 and 2015
with the introduction of thrombolysis and mechanical
thrombectomy, respectively [1,2]. Such shifts are rare and, in
a more formal context, can be considered innovations: a term
defined as a process that ushers in new technologies or
techniques that induce a substantial change in practice [3,4].
Quantifying innovation in stroke care is vital as it helps discern
which lines of research are productive, such as revascularization
therapies, perfusion imaging, and decompressive surgery, as
opposed to those that have been less successful, such as
neuroprotective and neurorestorative therapies. Measures of
innovation output aid in research strategy planning, prioritizing,
and assessing the effectiveness of research funding. However,
while the study of innovation is well established in other fields
[5], health care has relatively few validated methods for
quantifying innovation outputs, which can limit progress [6].

Prior evaluations of innovation in stroke have been limited,
consisting largely of qualitative reviews [7-9] or conventional
bibliometric analyses that track academic trends [10]. While
valuable for tracking academic discourse and research activity,
such bibliometric approaches have inherent limitations for
measuring tangible innovation. Metrics based on citations and
publications tend to reflect academic impact over practical
implementation, and they do not readily distinguish incremental
advances from transformative breakthroughs. Consequently,
these methods primarily measure research inputs and academic
outputs, not the development of novel, practical solutions.

An alternative approach, originally applied to surgery [4],
leverages original patents as a benchmark of technological
innovation by comparing the cumulative quantity of patents for
a specific innovation with that of related peer-reviewed
publications. This method has the advantage of drawing on a
comprehensive repository of inventions that have been
independently evaluated for novelty and utility; these are
generally sufficiently mature and practical to have attracted the
funding resources required for patent filing. However, patent
analysis relies heavily on the precise interpretation and
determination of relevant patents, a task complicated by the
broad and often ambiguous language of patent documents,
making it labor-intensive and time-consuming. The difficulty
of this task is particularly magnified in the context of
stroke-related patents given that the term “stroke” could denote
a disease as well as multiple engineering concepts and
mechanical action of engines, clocks, and other mechanisms.
Conventional search engines such as Google are liable to
confound stroke terms as they lack the specialized filtering and
context awareness needed for precise medical searches.

In this regard, recent advancements in artificial intelligence
(AI), specifically large language models (LLMs), hold
tremendous potential. They have exhibited remarkable

proficiency in textual tasks, making them invaluable in this
context [11]. Essentially, LLMs are statistical models trained
on vast datasets enabling them to learn intricate relationships
between words and phrases. While training LLMs from scratch
might pose considerable difficulties and financial burden, the
recent availability of open-source trained LLMs to the public
has mitigated these challenges [12].

Therefore, the aims of this study were 3-fold: first, to evaluate
systematically the relationship between stroke-related patents
and publications over the last 3 decades; second, to demonstrate
the feasibility of using LLMs to assist in this process; and,
finally, to identify the most rapidly advancing innovations in
stroke care.

Methods

Although this was not a clinical study, the STROBE
(Strengthening the Reporting of Observational Studies in
Epidemiology) guidelines [13] were adhered to where
appropriate. The methodology was based on the work by
Hughes-Hallett et al [4], with adaptions for stroke-related
innovation.

Data Collection
The Open Patent Services web service, provided by the
European Patent Office [14], was used to obtain patent
application data from more than 80 different countries. The
period from 1993 to 2023 was chosen to capture the modern
era of stroke care, beginning shortly before the pivotal 1995
National Institute of Neurological Disorders and Stroke trial
that established thrombolysis as a standard treatment [1]. Patents
filed between 1993 and 2023 were downloaded if either their
title or abstract matched the following Boolean search: “stroke
OR cerebrovascular.” A PubMed (National Library of Medicine)
search was also conducted using the same strategy to extract
publication data for the same period.

Data Filtering
The collected patents were randomly sampled, and a subset of
5000 was manually annotated by a single author (AM), who is
a medical professional, as either related or unrelated to stroke.
A second, random unfiltered sample of 500 patents and 500
publications matching the search terms “stroke” or
“cerebrovascular” was also manually labeled by the same
annotator (AM). Annotations from the 5000-patent subset were
used to provide ground truth for model fine-tuning, whereas the
second sample was used to verify the accuracy of the search
strategy, especially for PubMed results. Patents were considered
stroke related if their primary content was directly relevant to
stroke management or pathophysiology. Publications were
considered stroke related if they contributed to the understanding
of stroke, including basic science suitable for stroke journals
and clinical studies with stroke as an end point.
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A 13 billion–parameter Llama model (Meta AI) [12], a
state-of-the-art open-source LLM trained on web data, was then
fine-tuned using low-rank adaptation (LoRA) [15] to classify
stroke-related patents. Fine-tuning was performed using PyTorch
(version 1.13; Meta AI) on a machine equipped with a 2.80-GHz
AMD EPYC 7543P central processing unit and an NVIDIA
RTX A4500 20-GB graphics processing unit. The
hyperparameters, which are listed in Table 1 and were based
on standard values from the original LoRA paper [15], were
chosen to ensure stable training while preventing overfitting.

In particular, the LoRA rank was set to 8 to keep model
adaptation minimal and efficient. The prompt template is
provided in Figure 1. To assess prompt sensitivity, alternative
phrasings were trialed on a development subset during
fine-tuning. The model’s performance was evaluated using
5-fold cross-validated binary classification metrics and
compared to that of the base model before the final model was
used to analyze the unlabeled patents and filter out those
unrelated to stroke. The model was not used for classifying
publications.

Table 1. The hyperparameters used for fine-tuning the Llama model using low-rank adaptation (LoRA).

ValueParameter

128Batch size

10Number of epochs

0.0003Learning rate

AdamOptimizer

1Maximum gradient norm

8LoRA rank

16LoRA alpha

0.05LoRA dropout

Query and value projectionLoRA target modules

Figure 1. The prompt template used to fine-tune the Llama model to classify whether a patent was related to stroke.

Data Normalization
Across all fields, the number of patents and publications has
risen exponentially. To adjust for this increase, both counts were
normalized using the formula outlined by Hughes-Hallett et al
[4]:

In this formula, IIi denotes the innovation index, defined as the
number of patents or publications within a particular field; Ci

is the innovation constant; and ti is the total number of patents
granted or publications indexed on PubMed for a given year i.
For example, if a field had 50 patents in a year when 100,000

patents were granted and the maximum number of patents in
any year during the study period was 200,000, then Ci =
100,000/200,000 = 0.5, and the normalized innovation index
would be 50/0.5 = 100.

Identifying Innovation Clusters
The process of identifying innovation clusters involved a 2-stage
method to ensure comprehensive coverage. Initially, the top
100 most frequent International Patent Classification (IPC) [16]
codes from the filtered, stroke-related patent dataset were
extracted. These codes, assigned by patent examiners, offer a
standardized way of categorizing the technological domains of
inventions. Focusing on the top 100 codes provided a
quantitative starting point, representing the most concentrated
areas of patent activity while avoiding the sparsity and noise of
the long tail of less frequent codes.

These top 100 codes were then manually grouped into
preliminary innovation clusters by 2 authors (AM and GL-T).
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This grouping was based on the descriptive content of the IPC
codes and their relevance to distinct areas of stroke care.
Interrater reliability was assessed using the Cohen κ, and any
disagreements regarding this grouping were resolved by a third
author (PB).

To capture relevant patents and publications that may not have
fallen into these top 100 codes, a second stage was implemented.
Expanded, cluster-specific Boolean search strategies were
developed as listed in Table 2 and performed on both the patent
database and PubMed. The keywords for these searches were
also determined by 2 authors (AM and GL-T), with a third

author (PB) resolving any disagreements. For clusters such as
alternative medicine, broader search terms such as “food” and
“herbal” were intentionally used. This was necessary to capture
innovations described in nonclinical or lay terms, which is
common in patent applications for complementary therapies
that may lack standardized medical terminology. The final
dataset for each cluster comprised all documents identified
through either the initial IPC code grouping or the subsequent
expanded Boolean search. Finally, this entire 2-step
methodology was repeated for patents and publications from
the last decade (2013-2023) to allow for the determination of
more recent innovations.

Table 2. PubMed and European Patent Office database search strategies.

Search strategyInnovation cluster

(AI OR “artificial intelligence” OR “deep learning” OR “machine learning” OR “neural network”)
AND (stroke OR cerebrovascular)

AIa methods

(food OR tea OR coffee OR beverage OR herbal OR acupuncture OR aromatherapy OR reflexology
OR “holistic therapy”) AND (stroke OR cerebrovascular)

Alternative medicine

(“diagnostic testing” OR “diagnostic tools” OR “clinical tests” OR “screening tests” OR “blood
tests” OR “laboratory tests” OR “genetic testing”) AND (stroke OR cerebrovascular)

Diagnostic testing

(imaging OR angiography OR angiogram OR ultrasound OR CT OR MRI OR PET OR “computed
tomography” OR “magnetic resonance” OR “positron emission tomography”) AND (stroke OR
cerebrovascular)

Medical imaging

(thrombolysis OR aspirin OR clopidogrel OR warfarin OR DOACs OR alteplase OR tPA OR “tissue
plasminogen activator” OR “thrombolytic therapy” OR “pharmacological treatment” OR “pharma-
ceutical composition” OR “drug therapy” OR “secondary prevention” OR “direct oral anticoagulants”)
AND (stroke OR cerebrovascular)

Pharmacological treatment

(rehabilitation OR neurorehabilitation OR exoskeleton OR “training device” OR “brain-computer
interface”) AND (stroke OR cerebrovascular)

Rehabilitation devices

(thrombectomy OR embolectomy OR “clot removal” OR “clot retrieval” OR “catheter device” OR
“surgical device” OR “endovascular treatment” OR “endovascular therapy”) AND (stroke OR
cerebrovascular)

Surgical devices

aAI: artificial intelligence.

Statistical Analysis
All statistical analyses were performed using Python (version
3.11.3; Python Software Foundation) and the statsmodels [17]
package. Permutation testing with Bonferroni correction was
used to calculate P values adjusted for multiple tests. The
relationship between patent and publication data was visualized
using scatterplots to assess the nature of the association. On the
basis of this visual inspection, an appropriate correlation
coefficient was selected: Pearson (r) for linear relationships and
Spearman rank (rs), a nonparametric method, for monotonic but
nonlinear relationships. To model the technology diffusion life
cycle, innovation life cycle progression was derived by fitting
sigmoid curves to the patent and publication data, a method
consistent with the diffusion of innovations theory by Rogers
[18]. To quantify the uncertainty in these estimates, 95% CIs
were calculated using nonparametric bootstrapping, which
involved repeatedly resampling the data and refitting the curve.

Results

Data and Filtering Performance
The initial search retrieved 237,035 patents and 486,664
publications. In a random, unfiltered sample of 500 patents and
500 publications matching the search terms “stroke” or
“cerebrovascular,” 11.2% (56/500) of patents and 74.2%
(371/500) of publications were stroke related. The remaining
patents typically referred to “stroke” in nonclinical contexts,
including mechanical travel (eg, stroke length in pistons), engine
cycles (eg, 2-stroke engines), lightning discharges, and line
rendering in handwriting or graphics. These examples formed
the negative class for model fine-tuning. An LLM was then
fine-tuned to classify whether a patent was stroke related,
achieving a cross-validated accuracy of 99.2% with a sensitivity
of 96.5% and specificity of 99.6% and significantly
outperforming the base model across all metrics listed in Table
3 (all P<.001). The receiver operating characteristic curve is
shown in Figure 2 [19]. Prompt sensitivity was also evaluated
during model fine-tuning using alternative phrasings; this had
a negligible impact on classification outcomes. After filtering
using the model, of the 237,035 patents, 28,225 (11.9%)
stroke-related patents remained. Figure 3 illustrates the annual
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increase in these patents filed by geographic region, with the
largest proportion originating from China. The original and
normalized counts of patents and publications related to stroke

are shown in Figure 4. Normalized patent counts reached a peak
in 2010, whereas normalized publication activity continues to
grow.

Table 3. Five-fold cross-validated performance of the fine-tuned Llama model compared to the base model for classifying whether a patent was stroke
related. P values are from 2-tailed paired t tests across the 5 folds.

P valueBase estimate (95% CI)Fine-tuned estimate (95% CI)Measure

<.0010.654 (0.605-0.703)0.990 (0.988-0.992)AUROCa

<.00166.8 (66.3-67.3)99.2 (99.0-99.5)Accuracy (%)

<.00154.5 (48.3-60.7)96.5 (94.8-98.2)Sensitivity (%)

<.00168.2 (67.6-68.7)99.6 (99.4-99.7)Specificity (%)

<.00116.5 (13.9-19.1)96.1 (94.8-97.4)PPVb (%)

<.00192.9 (92.2-93.7)99.6 (99.4-99.8)NPVc (%)

<.00125.2 (21.6-28.9)96.3 (95.1-97.5)F1-score (%)

aAUROC: area under the receiver operating characteristic curve.
bPPV: positive predictive value.
cNPV: negative predictive value.

Figure 2. Receiver operating characteristic curve illustrating the cross-validated performance of the fine-tuned Llama model compared to the base
Llama model in classifying stroke-related patents. The shaded area represents the 95% confidence region determined via the fixed-width band technique
[19]. AUC: area under the curve.
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Figure 3. Stroke-related patents filed between 1993 and 2023 categorized by geographic coverage as defined by patent filing jurisdiction and route
(China: China National Intellectual Property Administration; United States: US Patent and Trademark Office; Japan: Japan Patent Office; South Korea:
Korean Intellectual Property Office; Canada: Canadian Intellectual Property Office; Europe: European Patent Office; worldwide: Patent Cooperation
Treaty or World Intellectual Property Organization; other regions: other national or regional offices).
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Figure 4. Overview of the (A) counts of patents and publications related to stroke over time and (B) year-on-year normalized patent and publication
counts for each innovation cluster. Normalized counts were calculated by dividing the annual number of stroke-related patents or publications by the
total number of patents or publications in that year, scaled to the maximum annual total across the study period. In both cases, the dashed lines depict

exponential fits with the associated coefficients of determination (R2) given per plot. AI: artificial intelligence.

Leading Innovation Clusters
There were 7 top stroke-related innovation clusters identified
over the last 30 years; interrater reliability between the 2 authors
was high (Cohen κ=0.871). To address potential overcapture
in the alternative medicine cluster due to broad search terms, a

sensitivity analysis of 100 randomly sampled patents was
performed, verifying that 97% were stroke related. The
performance of these clusters, as measured using patents, is
summarized in Table 4, with the allocation of patent codes
provided in Multimedia Appendix 1. Pharmacological treatment
was the largest cluster, accounting for 49.3% (36,005/73,094)
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of the patents filed over the study period. To ensure the stability
of these findings, a sensitivity analysis was performed
confirming that cluster rankings held without normalization
(data not shown). Within the last decade, only AI methods
increased in rank, with the relative ordering of the other

top-performing clusters remaining constant. Although not
reflected in a change in order, the proportion accounted for by
pharmacological treatments fell to 33.7% (9391/27,870),
whereas all the other clusters increased their shares.

Table 4. Comparing the top-performing stroke-related innovation clusters by cumulative normalized patent counts over the past 30 years and the last
decade. Artificial intelligence (AI) methods were the only cluster to increase in rank.

Normalized patent count, n (%)Innovation clusterRank

1993-2023 (n=73,094)

36,005 (49.3)Pharmacological treatment1

20,291 (27.8)Alternative medicine2

7777 (10.6)Rehabilitation devices3

5331 (7.3)Medical imaging4

1448 (2.0)Diagnostic testing5

1397 (1.9)Surgical devices6

845 (1.2)AI methods7

2013-2023 (n=27,870)

9391 (33.7)Pharmacological treatment1

8005 (28.7)Alternative medicine2

5569 (20.0)Rehabilitation devices3

2668 (9.6)Medical imaging4

791 (2.8)AI methods5

834 (3.0)Diagnostic testing6

612 (2.2)Surgical devices7

Statistical Analysis
Figure 4 and Table 5 show the relationship between normalized
patent and publication counts over time for the top-performing
innovation clusters. There were strong associations (rs>0.6;
P<.006) between patent and publication rates for all clusters
except pharmacological treatment (rs=0.094; P=.99) and
alternative medicine (rs=0.546; P=.01). These 2 clusters showed
normalized patents peaking in the late 2000s, with a continued
shallow rise in publications. This trend is further illustrated by
the normalized patent-to-publication ratio over time for each
innovation cluster, as detailed in Multimedia Appendix 2. Plots
of the data on AI methods show a rapid rise similar to that of
other emerging clusters. To quantify this concurrent growth,
the temporal correlation between the AI cluster and other leading
clusters was assessed. AI patent activity was strongly correlated
with patent activity in rehabilitation devices (rs=0.767; P=.004)
and medical imaging (rs=0.662; P=.004). Similarly, AI
publication rates correlated strongly with publication rates in
rehabilitation devices (rs=0.963; P=.004) and medical imaging

(rs=0.962; P=.004). These clusters all exhibited a strong
exponential fit for both patent and publication data supported

by coefficient of determination (R2) values exceeding 0.7, as
shown in Table 5. The rates of exponential growth for AI
methods were the highest (39.2% per year for patents; 16.9%
per year for publications), followed by rehabilitation devices
(15.9% per year for patents; 5.3% per year for publications) and
medical imaging (5.8% per year for patents; 2.2% per year for
publications). The diffusion dynamics for each innovation
cluster, approximated by fitting sigmoid curves to the patent
and publication data, are shown in Figure 5 [18] and
contextualized within the phases of the diffusion of innovations
theory by Rogers [18], highlighting their positions in the
innovation life cycle. The estimated progression through the
innovation life cycle based on patent data was highest for
pharmacological treatment (97.5%), followed by surgical
devices (82.9%), nutritional and complementary therapies
(71.4%), diagnostic testing (52.2%), AI methods (41.6%),
medical imaging (30.5%), and rehabilitation devices (16.5%).
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Table 5. Comparing the association between the normalized patent and publication counts for each innovation cluster along with the equations of the
associated lines of the best exponential fit.

AssociationPublicationsPatentsInnovation cluster

P valuersR 2Equation for the line with
the best exponential fit

R 2Equation for the line with
the best exponential fit

.0010.7760.9092.7E-146e0.169x0.9323.7E-343e0.392xAIa methods

.020.5460.9742.2E-49e0.059x0.2567.3E-20e0.025xAlternative medicine

.0060.6450.7841.9E-22e0.027x0.3379.1E-47e0.054xDiagnostic testing

.0010.7670.9642.6E-16e0.022x0.7055.8E-50e0.058xMedical imaging

>.990.0940.8843.8E-21e0.028x0.0048.5E-1e0.003xPharmacological treatment

.0010.9160.9811.6E-43e0.053x0.8649.1E-138e0.159xRehabilitation devices

.0010.6490.9823.8E-120e0.140x0.2635.2E-46e0.053xSurgical devices

aAI: artificial intelligence.

Figure 5. (A) The approximate innovation life cycle progression of each innovation cluster, calculated by fitting a sigmoid curve to patent and publication
data, with 95% CIs estimated via nonparametric bootstrapping by repeatedly resampling the data and refitting the curve, which indicates their phase in
the diffusion of innovation curve, and (B) the theoretical diffusion of innovation curve displaying both the cumulative diffusion (S-shaped curve) and
rate of diffusion (bell-shaped curve) over time divided into the incubation (innovators and early adopters), growth (early majority and late majority),
and saturation (laggards) phases. AI: artificial intelligence.

Discussion

Principal Findings
To the best of the authors’ knowledge, this study provides the
first rigorous quantification of innovation in stroke management.
By using a scientifically validated framework, along with a
novel application of an LLM, publicly available patent and
publication data were analyzed. Among the top stroke-related
innovation clusters identified, pharmacological treatment was
found to be the most dominant over the past 30 years, accounting
for nearly half (36,005/73,094, 49.3%) of all patents filed. AI
methods, followed by rehabilitation devices and medical
imaging, exhibited the highest rates of patent and publication
growth, suggesting that these emerging innovation clusters are
taking on increasingly important roles.

The diffusion of innovations theory by Rogers [18] describes
the adoption curve of technology as a sigmoid function. This
arises from the natural variation in the attitudes of individuals,

ranging from early adopters to laggards, toward a new
innovation. Previous studies have shown that this curve can
also be applied to specific clusters themselves [4,20], indicating
different phases of innovation: the incubation phase, where
seminal work occurs and which is reflected by the initial rise
in patenting and publication activity; the growth phase, where
industry and clinicians drive innovation and which is associated
with an exponential rise in patent and publication counts; and,
finally, the saturation phase, which occurs when manufacturers
refine the technology to maintain their competitive edge while
continuing to pursue patents, leading to a plateau in both patent
and publication activity. While these curves provide a model
for technology diffusion, we acknowledge that this is a
simplification. Real-world adoption in health care is complex
and is further influenced by external factors such as regulatory
approvals, reimbursement policies, and the development of
clinical guidelines, which were not modeled in this study.

Applying this theory to this study, there was an exponential rise
in the number of patents and publications for AI methods. This
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study’s novel quantification of this trend demonstrates that the
patent growth rate for AI methods is approximately 2 to 7 times
greater than that for the other key growth clusters of
rehabilitation devices and medical imaging. This suggests that
these clusters are all in the growth phase but that AI is
accelerating at a substantially faster rate. There was a significant
inflection point for AI methods observed in 2018, coinciding
with the regulatory approval of the first AI software developed
by Viz.ai [21]. Subsequently, the market has experienced a
proliferation of commercially available software platforms
designed to interpret and triage radiological data [22]. Therefore,
the concurrent rise in medical imaging is to be expected given
that these AI platforms, and indeed the main applications of AI
in stroke [23-25], relate to analysis and interpretation of medical
images. Similarly, while rehabilitation systems for stroke have
yet to receive the same level of attention, there has been growing
interest in full automation, with AI methods actively being
researched [26].

The pattern for surgical devices presents a less clear trajectory:
patent counts are leveling off, whereas publications continue
to increase. This divergence could suggest that surgical device
innovation remains at a nascent, exploratory stage: scholarly
output continues to rise, whereas commercial patenting
momentum has yet to follow. Alternatively, this pattern may
relate to a limitation of the innovation discovery method used
in this study in that patents for generic technologies that do not
explicitly state stroke management may be incorrectly excluded.
Thus, many patents for mechanical thrombectomy, being
applicable to multiple diseases, may not be seen to parallel the
rise in stroke thrombectomy publications.

Pharmacological treatments, alternative medicine, and diagnostic
testing all experienced peaks in patent activity during the 2000s
and have since plateaued, indicating that these sectors are now
in the saturation phase. This finding for pharmacological
treatments is particularly notable and perhaps unexpected given
recent high-profile trials of novel drug classes. The rise in
pharmacological treatments can be traced back to 1995
following the groundbreaking National Institute of Neurological
Disorders and Stroke tissue-type plasminogen activator trial
[1]. However, despite extensive efforts, the development of new
therapeutics has become more challenging [27], and thus, a
relative decrease in the number of patents and publications is
perhaps unsurprising. Notably, this decline coincided with a
decoupling between research output and patent activity (rs=0.09;
P=.99), suggesting that ongoing research in pharmacology
increasingly focuses on avenues less amenable to patenting.
Similarly, alternative medicine, despite seeing increased
enthusiasm, particularly in addressing poststroke depression
[28], is a well-established field whose roots predate orthodox
medicine [29]. Diagnostic testing is also mature, with many of
the key technologies, such as electrocardiogram and blood
pressure monitors, able to be traced back to the 19th century
[30,31]. As such, the observed trends appear in line with
expectations.

The varying patent coefficient of determination (R2) values
across the innovation clusters provide insights into the reliability
of their respective innovation trajectories. For AI methods

(R2=0.932), rehabilitation devices (R2=0.864), and medical

imaging (R2=0.705), the high values signify a consistent and
predictable exponential growth, reinforcing the conclusion that
these are emerging technologies in a strong growth phase. In
contrast, the lower values for patent trends in pharmacological

treatments (R2=0.004) and alternative medicine (R2=0.256)
suggest that an exponential model is less descriptive. This lower
reliability is not a limitation of the data but rather an indicator
that these fields have likely reached a saturation phase in which
innovation, as measured via patent filings, is no longer
accelerating at a consistent exponential rate.

The observed rise in AI-driven platforms, many of which operate
on medical imaging data, has been linked to faster treatment
times in acute stroke care. For example, a single-center study
reported that the introduction of the Viz.ai software, which uses
automated image interpretation to triage stroke cases, was
associated with a 30-minute reduction in median door-to-needle
time, alongside improvements in door-to-imaging and
door-to-puncture intervals [32]. Similarly, innovations in
rehabilitation devices, including robotic-assisted gait and
upper-limb training, have demonstrated clinically meaningful
improvements in motor function and activities of daily living
in randomized controlled trials [33]. This demonstrated clinical
value arguably provides a powerful mechanism that drives the
investment, research, and patenting activity observed in this
study. Taken together, these examples suggest that the observed
growth in patents and publications within emerging innovation
clusters reflects not only conceptual progress but also
improvements in patient care and clinical workflows.

Comparison With Other Studies
There has been limited prior work evaluating innovation in
stroke, with those studies focusing only on specific areas and
generally being qualitative [7-9]. Martinez-Gutierrez et al [7]
conducted a narrative review of developing technologies in the
prehospital space in which they identified emergency medical
service detection and triage of stroke as important areas for
future advancements. The study also supported the potential of
AI algorithms in these domains, aligning with the findings of
our study. Recently, Ji et al [10] conducted a bibliometric
analysis using Web of Science specifically for perioperative
stroke over the past 20 years and found rapid growth in research
publications addressing antiplatelet and antithrombotic therapy,
cardiovascular surgery, and thrombectomy, among others. One
notable difference between this study’s results and those of our
study is that the former identified pharmacological treatments
and surgical devices as leading research areas. However, this
discrepancy may be due to their use of absolute rather than
normalized publication counts and their restriction to a narrow
type of stroke as opposed to all causes, as in this study.

Within the field of health care more generally, Tran et al [34]
performed a survey of health AI publications using Web of
Science between 1977 and 2018 and found stroke to be a leading
application area. The approach used in the aforementioned study
has also been applied to neurosurgery [16] and surgery [4] as a
whole. In both instances, and in keeping with the work presented
in this paper, trends in patents and publications were consistent
with the diffusion of innovations theory.
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Strengths and Limitations
A key strength of this study lies in its use of a data-driven and
quantitative framework to evaluate innovation in stroke
management. This approach moves beyond traditional
qualitative analyses by incorporating an LLM. This was critical
for enabling the study’s scale, as the manual filtering of 237,035
patents, of which a sample review found only 11.2% (56/500)
to be relevant, would have been prohibitively labor-intensive.
By enabling a detailed and extensive search across the breadth
of stroke research fields, this study comprehensively quantified
the current popularity and productiveness of innovation clusters
and, by plotting changes in these metrics over time, can estimate
where along the trajectory of innovation diffusion each cluster
currently lies. Our results identify emerging technologies and
may be useful metrics to inform policy and grant funding
strategies. Our results also build on previous work [4,16] that
underscores the value of using patent and publication data in
the assessment of innovation. Despite their value, patent data
have remained largely underused and underinvestigated [4].

Although this study used a novel approach to quantitatively
evaluate innovation in stroke management, it is not without
limitations. First, the methodology relied on patents as an
indicator of technological innovation, potentially overlooking
the output from individuals or organizations who lack the
resources to apply for patents or choose not to for ethical or
other reasons. Second, emerging or small-scale innovation
clusters were unlikely to be identified through the method used,
as they may be concealed within larger, more mature clusters.
Third, patents for generic technological innovations that did not
explicitly state their application to stroke were excluded from
the analysis, even though they could still be applicable to stroke
management. Fourth, it is possible that some inventors may
deliberately delay academic publication until a patent has been

granted, leading to an underestimation of recent innovations.
Fifth, bias could be introduced due to the imperfect filtering of
patents by the LLM, which was trained on a single-annotated
dataset. Such limited annotation may have introduced
misclassification errors, potentially overrepresenting clusters
that use terminology closely aligned with the training labels
while underrepresenting those that rely on novel or nuanced
language. This may have affected both the sensitivity and
specificity of cluster assignment. Future work building on this
methodology should prioritize creating a ground-truth dataset
with multiple, independent annotators to validate labels and
further improve model generalizability. Sixth, the normalization
method based on the work by Hughes-Hallett et al [4] is
sensitive to the maximum value within the time series, which
may introduce instability in the normalized metrics if future
volumes differ substantially. Finally, the findings of this study
were not validated against external clinical data. Such a
validation would be a valuable next step to confirm whether the
identified trends in patenting activity correlate with tangible
improvements in stroke care and patient outcomes.

Conclusions
This is the first study to systematically use patent and
publication data to quantitatively evaluate innovation in stroke
care. Seven influential innovation clusters were identified over
the 30-year study period, and their respective growth
characteristics were found to be explainable by the diffusion of
innovations theory. Looking ahead, the results suggest that AI
methods, rehabilitation devices, and medical imaging are
undergoing exponential growth and are forecasted to have a
greater impact on stroke management. Furthermore, the
methodology used in this work, particularly the novel use of an
LLM, could be applied to assess more specific clusters and
assist in decision-making for future research and funding.
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Abstract

Background: In today’s digital era, the internet plays a pervasive role in daily life, influencing everyday activities such as
communication, work, and leisure. This online engagement intertwines with offline experiences, shaping individuals’ overall
well-being. Despite its significance, existing research often falls short in capturing the relationship between internet use and
well-being, relying primarily on isolated studies and self-reported data. One major contributor to deteriorated well-being is stress.
While some research has examined the relationship between internet use and stress, both positive and negative associations have
been reported.

Objective: This study aimed to identify the associations between an individual’s internet use and their stress.

Methods: We conducted a 7-month longitudinal study. We combined fine-grained URL-level web browsing traces of 1490
German internet users with their sociodemographics and monthly measures of stress. Further, we developed a conceptual framework
that allows us to simultaneously explore different contextual dimensions, including how, where, when, and by whom the internet
is used. We applied linear mixed-effects models to examine these associations.

Results: Our analysis revealed several associations between internet use and stress, varying by context. Increased time spent
on social media, online shopping, and gaming platforms was associated with higher stress. For example, the time spent by
individuals on shopping-related internet use (aggregated over the 30 days before their stress was measured via questionnaires)
was positively associated with stress on both mobile (β=.04, 95% CI 0.00‐0.08; P=.04) and desktop devices (β=.03, 95% CI
−0.00 to 0.06; P=.09). In contrast, time spent on productivity or news websites was associated with lower stress. Specifically, in
the last 30 days of mobile usage, productivity-related use showed a negative association with stress (β=−.03, 95% CI −0.06 to
−0.00; P=.04). In addition, in the last 2 days of data, news usage was negatively associated with stress on both mobile (β=−.54,
95% CI −1.08 to 0.00; P=.048) and desktop devices (β=−.50, 95% CI−0.90 to −0.11; P=.01). Further analysis showed that total
time spent online (β=.01, 95% CI 0.00‐0.02; P<.001), social-media usage (β=.02, 95% CI 0.00‐0.03; P=.02), and gaming
usage (β=.01, 95% CI 0.00‐0.02; P=.02) were all positively associated with stress in high-stress Perceived Stress Scale (PSS>26)
individuals on mobile devices.

Conclusions: The findings indicate that internet use is associated with stress, and these associations differ across various usage
contexts. In the future, the behavioral markers we identified can pave the way for designing individualized tools for people to
self-monitor and self-moderate their online behaviors to enhance their well-being, reducing the burden on already overburdened
mental health services.

(J Med Internet Res 2026;28:e78775)   doi:10.2196/78775

KEYWORDS

online behavior; stress; internet use; web browsing traces; sociodemographic differences; longitudinal design

Introduction

Stress is an unavoidable part of human life, arising from the
demands and challenges we face daily. It is a significant factor
in health issues such as cardiovascular disease, weakened
immune function, and mental health challenges [1,2]. The
internet, now an integral part of modern life, has sparked debates
about its impact on stress levels and psychological well-being

[3,4], as well as whether this influence is predominantly positive
or negative. As our online and offline lives become increasingly
interconnected, understanding the relationship between internet
use and stress has gained considerable attention.

While the internet offers numerous advantages, such as enhanced
connectivity and easy access to information, excessive or
problematic use has been linked to various stress-related factors
[3,5,6]. For example, heavy internet use has been associated
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with higher levels of anxiety [5], while the amount of time spent
online has been linked to sleep loss and withdrawal [6]. On the
other hand, past research suggests that not all forms of internet
use are detrimental; certain online activities have been associated
with reduced stress and improved psychological well-being
[7-9].

Despite the internet’s widespread influence, research on
psychological well-being, including stress, has primarily focused
on offline activities, leaving a critical gap in understanding how
online behaviors impact stress and well-being [10]. For instance,
a comprehensive review of 99 commonly used psychological
well-being scales identified 196 dimensions, yet none explicitly
addressed online activities or behaviors [10]. Moreover, studies
on online engagement have often faced limitations, including
short study durations, small sample sizes, and an over-reliance
on questionnaires to capture internet use patterns. These
approaches can introduce biases and fail to provide a complete
picture of the connection between online and offline experiences
[11,12].

In this paper, we first review previous research on the
association between internet use and stress and examine the
methodologies used in these studies. We then outline our
longitudinal multimodal study design, which integrates actual
internet usage data with monthly questionnaires to measure
stress, and discuss our study’s potential impact.

Conflicting Findings on Associations Between Stress
and Internet Use
The relationship between internet use and stress is complex,
with previous research showing contrasting associations
depending on the type and context of digital engagement, as
well as individual characteristics. High levels of internet and
smartphone use have been linked to increased stress [13,14],
often due to digital overload (ie, the cognitive strain caused by
constant notifications and an endless stream of information)
[15,16]. In contrast, internet use through computers has been
associated with less burnout compared to smartphone use [17].
However, these associations are not consistent. For instance,
age influences the impact of digital multitasking: younger users
report higher stress than older adults when handling multiple
digital tasks, yet they appear less affected by communication
overload [15]. Experimental evidence shows that multitasking
increases perceived stress levels in both younger and older
adults, with no significant differences between the age groups
[18]. Other studies have shown no association [19] or even a
negative association between time spent online and stress,
particularly in young adults [20].

Moreover, the type of online activity plays a crucial role in
stress outcomes. Social networking and entertainment-related
use have been associated with higher stress levels, while internet
use for work-related tasks has been linked to greater life
satisfaction in the middle-aged population [21]. Research also
indicates that communication overload from emails and
messages is positively associated with perceived stress in the
age group of 50‐85 years [15]. Studies on social media show
similarly nuanced findings. While Pew Research found no
association between social media use and stress in men, a
negative association was observed in women [22]. A large-scale

study also showed slightly higher perceived stress among high
social media users than nonusers [23]. Other digital behaviors,
such as problematic news consumption [24] and adult content
addiction [25], have also been linked to heightened stress and
emotional distress. Similarly, concerns such as cyberbullying,
online harassment [26], work-life boundary erosion [27], and
data privacy issues [28] have been widely documented as
stress-inducing. Further studies have found positive associations
between stress and various digital behaviors, such as online
shopping addiction in young people [29], negative information
seeking [30], interpersonal communication in older adults [7],
misinformation sharing [31], and excessive gaming in
adolescents [32,33].

Conversely, the internet can also act as a buffer against stress
[20], offering access to supportive communities [9], relaxation
tools, and leisure activities [7]. Online entertainment and social
interaction, in particular, have been shown to reduce stress and
enhance well-being among older adults [7,8,34]. In addition,
internet use has been recognized as a coping mechanism. Several
online activities, including social media [35], entertainment
[36,37], shopping [38], and gaming [35,39], have been identified
in previous studies as strategies for managing stress.

User Characteristics Shape the Relationship Between
Online Activity and Stress
Studies show that age, gender, income, and baseline stress levels
influence how online activities relate to stress [15,18,22]. Social
media use has been negatively associated with stress among
females [22], though females overall report higher stress than
males [40,41]. Older adults tend to report lower stress than
younger groups but experience stronger associations between
communication load, frequent messaging, and stress [42,43].
Higher income is generally linked to lower stress levels [44],
though findings differ by context—for instance, higher income
was associated with fewer mental health issues in Germany but
with more issues in China [45]. Social media use has also been
linked to slower recovery from real-world stressors, suggesting
possible stress maintenance in already stressed individuals [46].

Methods for Identifying Connections Between Internet
Use and Stress
Past research on internet use and stress has used various
methodologies. Many studies rely on cross-sectional designs
and self-reported surveys [7,15,16,21,24,32]. These studies
often focus on specific populations, such as university or
medical students [13,14]. Some have used larger samples
[23,24,32] but still rely on questionnaires to capture internet
use. A smaller number of experimental studies are available
[30,46], and some have adopted alternative approaches, such
as analyzing social media data to infer psychological states [31].
Studies using actual web browsing data [20,47] are limited and
tend to capture general metrics, such as total time spent online
[20], and are based on relatively small samples (92 and 107
participants), indicating how difficult it is to conduct such
studies.

Contributions and Impact of Our Study
Previous research on the relationship between internet use and
stress has shown mixed findings, revealing both negative and
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positive associations depending on the type of internet activity.
However, much of this evidence remains fragmented, as
previous studies have largely relied on self-reported internet
use data (which often lacks granularity) and have focused on
limited aspects of internet use.

To address these limitations and to provide a more
comprehensive understanding of how internet use relates to
stress, we conducted a longitudinal multimodal study involving

1490 internet users in Germany over 7 months. Our study
integrates fine-grained, passively collected web trace data from
both desktop and mobile devices with participants’ monthly
responses to a validated stress scale (refer to Figure 1). Using
objective behavioral data, we move beyond subjective
self-reports and introduce a data-driven framework for revealing
long-term usage patterns and identifying digital markers of
stress.

Figure 1. Overview of the study design and contextual dimensions. The top panel shows our longitudinal study design combining desktop and mobile
web‐trace data with monthly stress questionnaires. The middle panel depicts the internet use and well-being features extracted from web browsing
traces and monthly questionnaires. The bottom panel shows the contextual dimensions we consider for examining associations between internet use
and stress.

Building on existing research, we further identify 4 key
dimensions that shape the relationship between digital behavior
and stress:

1. How: the type and pattern of internet behaviors—such as
usage volume [14,48], temporal rhythms [49], and content
categories (eg, social media, productivity, entertainment,
or shopping)—may influence stress in different ways
[21,50-52].

2. Where: the device context plays a significant role. Previous
research suggests that desktop use is often more

goal-oriented and structured, whereas mobile use tends to
be more fragmented and reactive [53].

3. When: the timing of online behaviors in relation to stress
assessments is important, as short-term engagement with
digital content may have immediate effects on stress
responses [54,55].

4. By whom: individual differences—such as age, gender,
income, and baseline stress levels—can moderate the impact
of digital engagement on stress, with some groups being
more susceptible than others [40-44].
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By adopting this multidimensional perspective, our study seeks
to bring coherence to the scattered evidence in existing research
and provide a more thorough understanding of the link between
digital behaviors and stress. In addition, identifying behavioral
markers of stress in internet use may inform the design of future
tools for real-time stress monitoring, complementing traditional
self-reported measures. This approach contributes to a deeper
understanding of digital well-being and supports the
development of targeted interventions for healthier online
behaviors.

Methods

In this section, we describe our study design, participants,
collected data, extracted features, and analysis models that
allowed us to overcome the challenges of previous work
described in the “Contributions and Impact of Our Study”
section.

Study Design
We conducted a longitudinal multimodal study over 7 months
that combined passively collected fine-grained web browsing
traces with repeated monthly online questionnaires (as provided
in Figure 1). The web browsing traces for desktop users included
URL-level traces, while for mobile users, both URL-level and
application-level traces were included (throughout the paper,
we will use “app” to mean mobile app). We measured the
perceived stress of our panelists using the validated Perceived
Stress Scale (PSS)-10 in 6 monthly waves. In the first wave,
we also collected the sociodemographic characteristics of the
panelists, including age, gender, and income.

Participants
The study was conducted on a sample of German internet users,
recruited through a General Data Protection
Regulation–compliant panel company (Bilendi GmbH), which
provided access to participants who had already installed

tracking software on their devices to capture their internet use.
The company also managed survey coding and distribution,
sending email notifications to relevant participants each time a
survey was launched. Participation was voluntary; panelists
were informed about the study and chose to take part.
Compensation ranged from €1‐€3 (US $1.10-US $3.30) US
$3.30) per month, depending on the number of devices tracked,
plus an additional amount based on the company’s standard rate
(€6/h or US $6.60/h) for each survey completion. All currency
values in this study are reported in euros. The exchange rate at
the time of the study was €1=US $1.10. All panelists from the
company were invited via email for the first wave of
questionnaires, yielding 1490 completed responses. In the
subsequent 5 waves, which were approximately 1 month apart,
all these 1490 respondents were invited via email to participate
in each wave. Across all waves, the average range between the
earliest and latest survey completion dates was 15 days, and the
average completion time for the baseline survey was about 37
minutes (90% CI 32.7-42.3), while for the remaining 5 waves,
it was approximately 19.6 minutes (90% CI 17.8-21.5). Table
1 reports the number of participants with completed responses
for each wave that we retained for further analysis. We excluded
1 panelist who reported their gender as nonbinary and 52
panelists who reported their income as “other,” because these
categories had too few respondents. The sample for Wave 1 is
therefore 1437. We observe that about 23% of the panelists
dropped out by the sixth wave. In Table 1, we also depict the
distribution of the panelists across age, gender, and income for
the 6 waves of questionnaires.

Next, we examined how closely our sample’s sociodemographic
distributions match the German population margins for gender,
age, and income (provided in Table 2). We observe that our
sample’s gender distribution matches closely with that of the
German population (Destatis [56]). However, for both age and
income, the middle ranges are overrepresented in our sample,
while the extremes are underrepresented.
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Table . Descriptive characteristics of participants across 6 survey waves. The table presents the number of participants, gender distribution, age groups,
income categories, and mean perceived stress scores (with SDs) for each wave. Percentages are shown in parentheses for categorical variables.

654321Wave

110712051198121213141437Participants (n)

Gender, n (%)

593 (53.57)628 (52.12)635 (53.01)639 (52.72)688 (52.36)738 (51.35)Male

514 (46.43)577 (47.88)563 (46.99)573 (47.28)626 (47.64)699 (48.65)Female

Age group (years), n (%)

76 (6.67)92 (7.63)84 (7.01)91 (7.51)101 (7.67)119 (8.28)18‐30

330 (29.81)379 (31.45)382 (31.89)385 (31.77)414 (31.51)462 (32.15)31‐45

460 (41.55)483 (40.08)483 (40.32)483 (39.85)528 (40.18)569 (39.60)46‐60

241 (21.77)251 (20.83)249 (20.78)253 (20.87)271 (20.62)287 (19.97)>60

Income (euros/month), n (%)

94 (8.49)103 (8.55)110 (9.18)116 (9.57)119 (9.06)126 (8.77)<1000 (Tier I)

240 (21.68)249 (20.66)244 (20.37)244 (20.13)271 (20.62)300 (20.88)1000‐2000 (Tier
II)

281 (25.38)309 (25.64)310 (25.88)319 (26.32)339 (25.80)364 (25.33)2001‐3000 (Tier
III)

229 (20.69)251 (20.83)245 (20.45)243 (20.05)271 (20.62)294 (20.46)3001‐4000 (Tier
IV)

263 (23.76)293 (24.32)289 (24.12)290 (23.93)314 (23.90)353 (24.57)>4000 (Tier V)

14.89 (7.58)15.54 (7.50)15.65 (7.41)15.76 (7.56)15.83 (7.43)16.19 (7.19)Perceived Stress
Score, mean (SD)

Table . Distribution of the adult population in Germany (2023) by gender, age group, and monthly income level.

Adult population, n (%)Category

Sex

41.2 (48.8)    Male

42.3 (51.2)    Female

Age group (years)

14.2 (17)18‐30

19.2 (23)31‐45

21.7 (26)46‐60

28.4 (34)>60

Monthly income level (euros)

21.1 (25.3)<€1250 (<US $1375)

13 .7 (16.4)€1250-€2080 (US $1375-US $2288)

12.4 (14.8)€2080-€2920 (US $2288-US $3212)

13.6 (16.3)€2920-€4170 (US $3212-US $4587)
•

22.6 (27.1)>€4170 (>US $4587)

Data Collection
The panelists of the panel company had already consented to
install tracking software on their desktops or mobile devices.
Some participants consented to install it on both devices.
Through this tracking software, the company provided

fine-grained traces of visited URLs and mobile apps, including
the time of visit and duration of each visit. During the 7 months,
we recorded 47,100,701 URL visits from both desktop and
mobile users, covering 236,955 unique web domains. For mobile
apps, we captured 13,553,645 app visits across 13,476 unique
apps.
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Data Cleaning and Preprocessing
First, we removed the bottom 20% of panelists in each wave,
ranked by total time spent browsing, since they did not have
sufficient data to extract meaningful internet use patterns.
Second, we identified a group of panelists who appeared to be
“professional survey takers,” spending more than 25% of their
online time on survey domains. To focus on users with more
typical internet use, we excluded these individuals from the
sample. Notably, applying the above time threshold to their
nonsurvey activities would have led to the removal of more
than 29% of these panelists. Finally, to ensure that our internet
use measures accurately capture user behavior, we only included

panelists for whom we could categorize at least 80% of their
web visits (refer to the “Data Enrichment” section for details).
Table 3 summarizes the number of participants excluded at each
step, resulting in a set of distinct panelists across waves
comprising 656 mobile users and 526 desktop users. Table 4
presents the sociodemographic characteristics of the remaining
users included in the analysis. In the mobile data, the proportion
of users aged 31‐45 years increased compared to the baseline
questionnaire, as provided in Table 3. In the desktop data, the
proportion of males and users aged 46‐60 years increased,
while the proportion of users aged 31‐45 years decreased
relative to the baseline questionnaire.

Table . Overview of panelists with matched passive web data from desktop and mobile devices across 6 survey waves. The table shows the number
of users before and after data cleaning for both device types. The final row indicates the total number of distinct users retained in the cleaned dataset.

Mobile users (cleaned)Mobile usersDesktop users
(cleaned)

Desktop usersNumber of panelistsSurvey wave

51990735998114371

47080632184813142

42672828476212123

41871725771711984

39969726571412055

36864922765611076

656—526——aTotal distinct users

aNot applicable.

Table . Sociodemographic characteristics of users included in the analysis after data cleaning for both mobile and desktop datasets.

Desktop (n=526)Mobile (n=656)Characteristic

Gender, n (%)

289 (54.94)334 (50.91)Male

237 (45.06)322 (49.09)Female

Age group (years), n (%)

38 (7.22)53 (8.08)18‐30

137 (26.05)246 (37.5)31‐45

232 (44.11)247 (37.65)46‐60

119 (22.62)110 (16.77)>60

Income (euros/month), n (%)

59 (11.22)60 (9.15)<1000 (Tier I)

121 (23)129 (19.66)1000‐2000 (Tier II)

128 (24.33)166 (25.30)2001‐3000 (Tier III)

87 (16.54)137 (20.88)3001‐4000 (Tier IV)

131 (24.9)164 (25)>4000 (Tier V)

Data Enrichment
To understand “how” the panelists are using the internet, we
categorized their online visits into semantic categories. The goal
was to group domains, subdomains, and apps based on their
primary function into categories such as “social media” (eg,
facebook.com [Meta Platforms, Inc] and TikTok app

[ByteDance]) and “productivity” (eg, Gmail [Google LLC] and
calendar.google.com [Google LLC]). We derived the set of
categories (provided in Table 5) by combining categories used
by app stores and web domain classification services such as
Webshrinker.com. For platform domains such as google.com,
we also categorized their subdomains. For instance, google.com
was categorized as “search,” while mail.google.com was
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classified as “productivity.” Table 5 provides the complete list
of semantic categories we considered, along with some
examples. Two researchers from our team first independently
annotated the categories for all domains and apps that constituted
around 85% of web visits made by our panelists. Later,
disagreements were resolved collaboratively. We observed a

substantial interannotator agreement with a Cohen ĸ agreement
[57] score of 0.7, based on annotations for a random subset of
200 domains. Following this process, we classified 3777
domains and 989 apps into semantic categories, capturing 85%
of visits from mobile devices and 84% from desktops.

Table . Categorization of web domains and mobile apps based on semantic usage type. The table lists representative examples of domains and apps
across various categories, grouped separately for desktop web domains and mobile apps.

Example of domains, subdomains, and apps in the categoryCategory

Domains

youtube.com, twitch.tv, disneyplus.com, and netflix.comEntertainment

amazon.de, ebay.de, kleinanzeigen.de, and temu.com    Shopping

facebook.com, twitter.com, and instagram.com    Social media

whatsapp.com, knuddels.de, and fdating.com    Messaging

mail.google.com, outlook.live.com, navigator.web.de, and docs.google.com    Productivity

gameduell.de, anocris.com, forgeofempires.com, and spielaffe.de    Games

pornhub.com, xvideos.com, xnxx.com, and romeo.com    Adult

bild.de, focus.de, welt.de, and wunderweib.de    News

Apps

YouTube (Google LLC), Netflix (Netflix, Inc), and Spotify Music (Spotify
Technology)

    Entertainment

Amazon Shopping (Amazon.com, Inc), eBay (eBay, Inc), Vinted.fr
(Vinted Group), and Lidl Plus (Schwarz Group)

    Shopping

Facebook (Meta Platforms, Inc), Instagram (Meta Platforms, Inc), and
Twitter (X Corp), TikTok – Make Your Day (ByteDance)

    Social media

WhatsApp (Meta Platforms, Inc), Facebook Messenger (Meta Platforms,
Inc), and Telegram (Telegram FZ-LLC)

    Messaging

Gmail (Google LLC), GMX Mail (Global Mail eXchange), WEB.DE Mail
(United Internet Group), and Google Calendar (Google LLC)

    Productivity

Candy Crush Saga (King), Coin Master (Moon Active), Royal Match
(Dream Games), and Pokémon GO (Niantic)

    Games

n-tv Nachrichten (RTL Group), kicker online (Olympia -Verlag GmbH),
AOL – News (AOL Media LLC), and BILD: Immer aktuell informiert
(Axel Springer SE)

    News

Measures
As described in the “Study Design” section, we combined
repeated monthly stress questionnaires with web browsing data.
Perceived stress was measured through PSS-10 questionnaire
responses, and internet use features were derived from passively
collected web traces. For each panelist in each survey wave, we
calculated internet usage features based on their activity during
the period “T” preceding the stress measurement (ie, the time
of questionnaire response). To address the question of “when”
the internet is used, we extracted features for either 30 or 2 days
to examine both long-term and short-term effects. The resulting
measures were then used to examine the associations between
internet use and stress.

Measures From Web Traces
To measure “how” individuals use the internet, we created
features that span from coarse- to fine-grained measures, as

provided in Table 6. We captured overall web activity at the
coarse-grained level, such as total time spent online. We also
accounted for the time of the day when panelists were browsing
the web by including the difference between the time spent
online during daytime (6 AM-6 PM) and nighttime (6 PM-6
AM) hours. At a finer granularity, we analyzed how panelists
distributed their time across online activities such as social
media, entertainment, and news. For each survey wave, if a
participant completed the survey on a given date (eg, July 31),
we summed their time spent on each activity over the period
(T=30 or 2 days; eg, July 1‐30 or July 29‐30) preceding the
day of completing the survey. For instance, time spent on news
represents the aggregated time on news domains (desktop) and
news domains and apps (mobile) during that period. Each
participant had up to 6 time points, 1 per wave.
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Table . Features and their descriptions. Time spent online is measured in hours in the period T (30 days or 2 days) before the measurement of stress.
These features are computed for online activity on each device (desktop or mobile) separately.

DescriptionFeatures

Coarse-grained

Total time spent online in period T• Total time spent online

Difference of time spent online during daytime (6 AM-6 PM) and nighttime
hours (6 PM-6 AM)

• Daytime nighttime difference

Fine-grained

Time spent on different semantic classes of online activities. For instance,
time spent on entertainment domains or apps such as YouTube.com or
Amazon Prime is classified as entertainment use.

• Time spent on entertainment
• Time spent on social media
• Time spent on messaging
• Time spent on news
• Time spent on adult content
• Time spent on games
• Time spent on shopping
• Time spent on productivity

Control variables

Sociodemographic characteristics of individuals and seasonality• Gender
• Age
• Income
• Survey wave

Measures From Questionnaires
We used the PSS-10 [58] in our monthly questionnaires to
measure the stress levels of our panelists. The PSS-10 is a
widely used, validated scale designed to assess how stressed
individuals feel. It captures aspects such as the unpredictability
of life, perceived control over situations, and general stress
levels over the past month. Participants rate their responses on
a scale from 0 (never) to 4 (very often), producing a total score
between 0 and 40 across the 10 items. Higher scores indicate
greater perceived stress, with scores typically grouped into 3
levels: 0‐13 (low stress), 14‐26 (moderate stress), and 27‐40
(high stress) [59,60]. In addition, we collected each participant’s
self-reported sociodemographics, including age, gender, and
income, in the first wave of the questionnaires.

Statistical Analysis
We used linear mixed-effects models (LMMs) [61] to examine
the relationship between internet use and stress. We chose
LMMs for analyzing data from our longitudinal study since
they account for repeated measurements of individuals and
incorporate fixed and random effects. Fixed effects included
internet use features provided in Table 6. Random intercepts
were added to account for individual-specific differences in
baseline stress levels across participants.

We formally describe the models as follows. For an individual
i at questionnaire wave j∈ {1,2...6}, we denote Yij as the
variable of interest, xij as the covariate, and the intercept for
the random effect as uj. Therefore, we consider the following
LMM:

Yij=β0+β1xij1+β2xij2+…+βnxijn+uj+ ij

where:

• Yij is the perceived stress level of the individual i measured
at the questionnaire wave j.

• β0 is the fixed intercept.
• β1,…,βn are the fixed effect coefficients for each covariate

xijn.
• xij1=(total time spent online, xij2=daytime-nighttime

difference, xij3=time spent on entertainment ... xijn=survey
wave), where xijn corresponds to each feature provided in
Table 6.

• uj is the random effect for individual i, capturing
individual-level variability.

•  ij is the residual error term for the individual i at wave j.

We conducted model diagnostics to validate the assumptions
of LMMs, including checks for multicollinearity (Variance
Inflation Factor (VIF) <2.0). All statistical analyses were
implemented using Python’s statsmodels package (version
0.14.1; Python Software Foundation) [62].

To understand whether the granularity of the extracted features
affects model performance and the associations identified, we
developed 2 models. The first model (Model 1) focused on
coarse-grained measures of internet use such as total time spent
online and daytime-nighttime difference. The second model
(Model 2) extended the first model and also incorporated
finer-grained measures of internet use across semantic classes.
For Model 2, we dropped the total time spent online feature to
avoid multicollinearity.

Previous work has shown that both sociodemographics [40-44]
and seasonal variations [63,64] can significantly influence
individuals’ stress levels. Accordingly, we included the
sociodemographics and seasonality measures as control variables
for both models, as provided in Table 6.
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Ethical Considerations
Our study was approved by Aalto University’s Research Ethics
Committee (approval ID D/894/03.04/2023). Data collection
was conducted via a General Data Protection
Regulation–compliant European company, and informed consent
was obtained from participants for both the surveys and
web-trace datasets, with the option to withdraw consent at any
time during or after the study. To protect participants’ privacy,
we implemented strict data privacy measures. The web dataset
was anonymized by the panel company by removing personal
information such as email addresses and usernames to prevent
participant identification. In addition, the dataset was stored
and analyzed solely on the university’s secure server, with
access restricted to the research team. We will make the
anonymized data and code available to support the open-source
community and to spur further research at the intersection of
internet use and well-being.

Results

Overview
Our study examined various internet use behaviors associated
with stress, and in this section, we present our results across 4
key contextual dimensions (as outlined in the “Contributions
and Impact of Our Study” section). We first analyzed “how”
internet-based features relate to stress. We then explored the

remaining dimensions: device-based differences (where) by
comparing desktop and mobile usage, temporal patterns (when)
using internet activity from the 2 days before the survey, and
individual differences (by whom) through subgroup analyses
based on age, gender, income, and baseline stress levels.

Behavioral Patterns (How)
To understand how internet usage is associated with stress, we
ran LMMs on 2 sets of features, progressing from coarse-grained
(amount and timing of usage) to fine-grained (also including
semantic category usage) measures. An ANOVA test was
conducted to determine whether the more complex model
explained significantly more variance than the simpler model.
The results showed no statistically significant improvement
when using the more complex model, although the more
complex model provided important information on the nuanced
relationship between internet use and stress.

Analysis of 30-day mobile data (number of panelists, N=656)
and observations, n=2600), as provided in Table 7, revealed
that Model 2—which includes both timing and semantic
category usage—identified significant associations with stress.
Specifically, shopping-related usage was positively associated
with stress (β=.04,, 95% CI 0.00‐0.08; P=.04), while
productivity usage showed a negative association (β=–.03, 95%
CI −0.06 to −0.00; P=.04). In contrast, Model 1, which included
only total usage and timing, did not show any significant
associations.
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Table . Results from linear mixed-effects models for all participants, based on 30-day mobile data. Model 1 includes coarse-grained features, while
Model 2 incorporates fine-grained usage categories (described in the “Statistical Analysis” section). Estimates, CIs, and P values are reported for each
predictor. Statistically significant P values are in bold.

P valueModel 2b, estimate (95% CI)P valueModel 1a, estimate (95% CI)Predictors

<.00120.69c (19.01‐22.37)<.00120.77c (19.09‐22.44)Intercept

.01−0.11d (−0.19 to −0.02).01−0.10d (−0.19 to −0.02)Survey wave

<.0011.68c (0.68‐2.68)<.0011.79c (0.80‐2.77)Gender

<.001−1.57c (−2.16 to −0.99)<.001−1.62c (−2.20 to −1.04)Age

<.001−1.08c (−1.47 to −0.69)<.001−1.11c (−1.50 to −0.73)Income

——e.390.00 (−0.00 to 0.01)Total time spent online

.18−0.01 (−0.02 to 0.00).12−0.01 (−0.02 to −0.00)Daytime nighttime differ-
ence

.370.01 (−0.01 to 0.02)——Time spent on entertainment

.710.00 (−0.01 to 0.02)——Time spent on social media

.700.00 (−0.02 to 0.02)——Time spent on messaging

.300.00 (−0.00 to 0.01)——Time spent on games

.040.04d (0.00‐0.08)——Time spent on shopping

.04−0.03d (−0.06 to −0.00)——Time spent on productivity

.33−0.03 (−0.09 to 0.03)——Time spent on news

aσ²=11.67; τ  =36.54pid; ICC=0.76; N=656pid; Observations=2600.
bσ²=11.65; τ  =36.48pid; ICC=0.76; N=656pid; Observations=2600.
cP<.001.
dP<.05.
eNot applicable.

In addition, sociodemographic factors such as age, gender, and
income consistently predicted stress across both models. Age
(β=–1.57, 95% CI −2.16 to −0.99; P<.001) and income
(β=–1.08, 95% CI −1.47 to −0.69; P<.001) were negatively
associated with stress, while women reported higher stress levels
(β=1.68, 95% CI 0.68‐2.68; P=.001).

Device Matters (Where)
To observe device differences, we analyzed 30-day desktop
data. For desktop data (N=526 and n=1713), the results are

shown in Table 8. Model 2, which incorporates semantic and
temporal features, showed a weaker positive association between
shopping usage and stress (β=.03, 95% CI −0.0 to 0.06; P=.09).
As observed with mobile data, the simpler Model 1 did not
reveal any significant associations with internet usage features.
Similarly, the sociodemographic results were consistent with
those observed in the mobile data.
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Table . Results from linear mixed-effects models for all participants, based on 30-day desktop data. Model 1 includes coarse-grained features, while
Model 2 incorporates fine-grained usage categories (described in the “Statistical Analysis” section). Estimates, CIs, and P values are reported for each
predictor. Statistically significant P values are in bold. Random effects, intraclass correlation coefficient (ICC), number of participants (N), and total
observations are also provided.

P valueModel 2b, estimate (95% CI)P valueModel 1a, estimate (95% CI)Predictors

<.00120.49c (18.58‐22.41)<.00120.62c (18.70‐22.55)Intercept

.006−0.15d (−0.26 to −0.04).009−0.14d (−0.24 to −0.03)Survey wave

.0041.73d (0.55‐2.90).0021.83d (0.66‐3.00)Gender

<.001−1.74c (−2.43 to −1.05)<.001−1.72c (−2.41 to −1.04)Age

<.001−0.92c (−1.36 to −0.48)<.001−0.94c (−1.38 to −0.51)Income

——e.40−0.00 (−0.01 to 0.00)Total time spent online

.460.00 (−0.01 to 0.01).460.00 (−0.01 to 0.01)Daytime nighttime differ-
ence

.64−0.00 (−0.01 to 0.01)——Time spent on entertainment

.11−0.01 (−0.03 to 0.00)——Time spent on adult content

.940.00 (−0.02 to 0.02)——Time spent on social media

.610.01 (−0.04 to 0.06)——Time spent on messaging

.840.00 (−0.03 to 0.03)——Time spent on games

.090.03 (−0.00 to 0.06)——Time spent on shopping

.86−0.00 (−0.03 to 0.02)——Time spent on productivity

.28−0.02 (−0.06 to 0.02)——Time spent on news

aσ²=11.10; τ  =40.62pid; ICC=0.79; N=526pid; Observations=1713.
bσ²=11.09; τ  =40.77pid; ICC=0.79; N=526pid; Observations=1713.
cP<.001
dP<.01.
eNot available.

Time Period of Data (When)
To investigate the relationship between short-term versus
long-term internet usage patterns and stress, we analyzed
associations between various online activities performed on
mobile and desktop devices in 2 time periods—30 days and 2
days—and individual stress levels. We used the same features
and models as in our previous 30-day data analyses. Here, we
specifically focused on web activity recorded during the 2 days
immediately preceding the PSS-10 survey.

For both mobile and desktop data (as provided in Tables S1 and
S2 in Multimedia Appendix 1), news usage showed a negative
association with stress (β=–.54, 95% CI −1.08 to 0.00; P=.048)
and (β=–.50, 95% CI −0.90 to −0.11; P=.01), respectively, in
Model 2. In addition, in desktop data, messaging usage
demonstrated a weak negative association with stress (β=–.59,
95% CI −1.24 to 0.06; P=.07) in model 2.

Individual Differences (By Whom)
To explore how internet usage varies by individual
characteristics, we conducted subgroup analyses, running models
separately for categories such as gender (male and female) to
understand how associations differ based on these
characteristics. In the following subsections, we first examined

the relationship between internet use and stress based on baseline
stress levels by analyzing high-stress and low-stress groups.
We then explored differences by gender, age, and income
categories.

Stress Levels
We identified 2 groups of panelists from our data—high-stress
and low-stress—based on their reported PSS-10 scores in the
online questionnaires. Panelists who scored more than 26 in
any wave they participated in were included in the high-stress
group, and panelists who scored below 14 in any wave were
included in the low-stress group.

For the high-stress population (PSS-10 score > 26), several
notable results were observed (as provided in Tables S3-S6 in
Multimedia Appendix 1). In the 30-day mobile data, time spent
(β=.01, 95% CI 0.0‐0.02; P<.001) in Model 1, and social
media usage (β=.02, 95% CI 0.0‐0.03; P=.02), and gaming
usage (β=.01, 95% CI 0.0‐0.02; P=.02) in Model 2 were
positively associated with stress. In the 2 days of data, the
daytime-nighttime difference showed a weak positive
association (β=.11, 95% CI −0.01 to 0.23, P=.08) in Model 1.
For desktop data, no significant variables, including
sociodemographics, were found to be associated with stress in
the high-stress subgroup.
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In the low-stress population (PSS-10 score <14 in the baseline
survey), as provided in Tables S7-S10 in Multimedia Appendix
1, adult-content usage was negatively associated with stress in
30-day desktop data (β=–.02, 95% CI −0.04 to 0.0; P=.07).
Similarly, for the low-stress group, in the 2 days data, time spent
(β=–.07, 95% CI −0.14 to 0.0; P=.04) was significant for
desktop, while gaming usage was weakly significant for mobile
data (β=.08, 95% CI −0.01 to 0.17; P=.1).

When analyzing the 30-day data for all participants,
sociodemographic factors were strongly associated with stress
in both mobile and desktop settings. However, within the
high-stress group, income was the only sociodemographic
variable that remained significant in mobile data, showing a
negative association with stress in both the general population
(β=–1.08, 95% CI −1.47 to −0.69; P<.001) and the high-stress
subgroup (β=–.52, 95% CI −0.91 to −0.12; P=.01). In contrast,
gender and age—which were significant predictors in the overall
population—did not show statistical significance in the highly
stressed subgroup for either mobile or desktop data.

Gender Differences
Subgroup analysis by gender revealed distinct patterns in feature
significance for both desktop and mobile data. In the 30-day
mobile data (as provided in Table S11 in Multimedia Appendix
1), shopping usage (β=.07, 95% CI 0.01‐0.14; P=.02) and
productivity features (β=–.05, 95% CI −0.09 to −0.01; P=.02)
were significant only for male users (N=334 panelists and
n=1334 observations) in Model 2. In contrast, these features
were not significant for female users (N=322 panelists and
n=1266 observations) as provided in Table S12 in Multimedia
Appendix 1. No features were significant for males and females
in the 30-day desktop data.

In the 2-day data (as provided in Tables S15-S16 in Multimedia
Appendix 1), news consumption was negatively associated with
stress for males in both desktop (β=–.52, 95% CI −1.02 to −0.01;
P=.04) and mobile (β=–.58, 95% CI −1.23 to 0.07; P=.08) data.
For females, in mobile data, daytime-nighttime difference
(β=.10, 95% CI −0.0 to 0.21; P=.06) and messaging (β=.23, CI
−0.02 to 0.48; P=.08) were weakly positively associated.

Age Differences
Subgroup analysis by age revealed distinct patterns in web-based
associations. For the 30-day mobile data (as provided in Tables
S19-S22 in Multimedia Appendix 1), shopping was positively
associated with stress in age groups of 18‐30 years (β=.12,
95% CI −0.02 to 0.25; P=.09) and older than 60 years (β=.01,
95% CI 0.02‐0.19; P=.02). In the age group of 30‐45 years,
weak positive associations were found for entertainment (β=.02,
95% CI −0.00 to 0.04; P=.08) and messaging (β=.03, 95% CI
−0.00 to 0.06; P=.07), whereas productivity was negatively
associated (β=–.08, 95% CI −0.14 to −0.02; P=.007). In the
older than 60 years group, time spent (β=.01, 95% CI
0.00‐0.03; P=.03) and messaging (β=.05, CI −0.00 to 0.09;
P=.06) were positively associated, while the daytime-nighttime
difference (β=–.03, 95% CI −0.05 to −0.01; P=.01) and shopping
(β=.10, 95% CI 0.02‐0.19; P=.02) were negatively associated.

In the 30-day desktop data (as provided in Tables S23-S26 in
Multimedia Appendix 1), adult content usage was negatively

associated in 18‐30 years (β=–.87, 95% CI −1.77 to 0.03;
P=.06) and older than 60 years (β=–.19, 95% CI −0.38 to 0.00;
P=.06) age groups. In addition, in the 18‐30 age group, the
daytime-nighttime difference (β=.07, CI −0.00 to 0.14; P=.06)
was positively associated, while news usage (β=.026, CI −0.42
to −0.10; P=.002) was negatively associated. Shopping was
positively associated in the age group of 45‐60 years (β=.04,
95% CI −0.00 to 0.09; P=.06).

For the 2-day mobile data (as provided in Tables S27-S30 in
Multimedia Appendix 1), news was negatively associated in
both the 30‐45 years (β=–1.01, 95% CI −2.22 to 0.19; P=.10)
and 45‐60 years (β=–.85, 95% CI −1.76 to 0.06; P=.07) age
groups. In addition, in the age group of 30‐45 years, the
daytime-nighttime difference (β=.14, 95% CI 0.02‐0.25;
P=.02) and entertainment usage (β=.22, 95% CI 0.01‐0.43;
P=.04) were positively associated, whereas shopping was
negatively associated (β=–.54, 95% CI −1.08 to −0.0; P=.05).
In the older than 60 years of age group, time spent on gaming
(β=.26, 95% CI 0.01‐0.50; P=.04) was positively associated.

Similarly, for the 2-day desktop data (as provided in Tables
S31-S34 in Multimedia Appendix 1), messaging was negatively
associated in the 45‐60 years age group (β=–.78, 95% CI −1.48
to −0.07; P=.03), but positively associated for the older than 60
years age group (β=7.63, 95% CI 0.39‐14.87; P=.04). In the
age group of 18‐30 years, entertainment (β=1.14, 95% CI
−0.18 to 2.46; P=.09) was positively associated, and social
media (β=1.22, 95% CI 0.15‐2.29; P=.03) was positive for
the 30‐45 age group. In addition, time spent (β=–.14, 95% CI
0.28‐0.0; P=.06) and news usage (β=.46, 95% CI −0.96 to
0.04; P=.07) were negatively associated in the older than 60
years age group.

Income Differences
For the 30-day mobile data (as provided in Tables S35-S39 in
Multimedia Appendix 1), messaging (β=–.06, 95% CI −0.12 to
−0.01; P=.03) was negatively associated with stress in
participants earning less than €1000 (US $ 1100) per month
(Tier I). In the €2001-€3000 (US $2201.10-US $3300) income
group (Tier II), productivity (β=–.05, 95% CI −0.10 to 0.0;
P=.06) and news usage (β=–.10, 95% CI −0.20 to 0.01; P=.08)
were both negatively associated. Time spent (β=.01, CI
0.0‐0.02; P=.02) and shopping (β=.08, 95% CI 0.01‐0.16;
P=.02) were positively associated with stress for participants
earning €3001-€4000 (US $3301.10-US $4400; Tier IV). No
other significant internet-based features were observed for other
income categories.

For the 30-day desktop data (as provided in Tables S40-S44 in
Multimedia Appendix 1), news usage was positively associated
with stress in Tier I income group (β=.28, 95 CI 0.05‐0.50;
P=.02), while productivity was negatively associated (β=–.07,
95% CI −0.13 to −0.01; P=.03). For participants in Tier III
income, news usage (β=–.13, 95% CI −0.25 to 0.0; P=.06) was
negatively associated. For participants in Tier IV income,
shopping was positively associated with stress (β=.08, 95% CI
0.02‐0.15; P=.02). For Tier V participants, social media use
was positively associated with stress (β=.06, 95% CI
0.01‐0.12; P=.03), while news use (β=–.16, 95% CI −0.25 to
−0.07; P<.001) and time spent were negatively associated
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(β=–.01, 95% CI −0.03 to 0.0; P=.03). No significant
associations were identified for other income categories.

For the 2-day mobile data (as provided in Tables S45-S49 in
Multimedia Appendix 1), gaming (β=.21, 95% CI −0.02 to 0.43;
P=.07) was positively associated in the Tier II income group
and negatively associated (β=–.19, 95% CI −0.37 to 0.0; P=.047)
in the Tier V income group. News use was negatively associated
in the Tier III (β=–.75, 95% CI −1.58 to 0.09; P=.08) and Tier
V (β=–.74, 95% CI −1.60 to 0.12; P=.09) income groups. In
addition, messaging (β=, 95% CI 0.14‐0.82; P=.006) was
positively associated in the Tier III income group, and
daytime-nighttime difference (β=.18, 95% CI 0.0‐0.36; P=.04)
was positively associated in the Tier IV income group.

For the 2-day desktop data (as provided in Tables S50-S54 in
Multimedia Appendix 1), news usage was negatively associated
in the Tier III income group (β=–1.13, 95% CI −2.33 to 0.06;
P=.06) and the Tier V income group (β=–1.04, 95% CI −1.76
to −0.32; P=.005). In addition, in the Tier V income group,

productivity (β=.64, 95% CI 0.07‐1.21; P=.03) was positively
associated with stress. In the Tier IV income group, time spent
(β=.23, 95% CI 0.04‐0.42; P=.0192) and daytime-nighttime
difference (β=.23, 95% CI −0.00 to 0.46; P=.05) were positively
associated.

Discussion

Principal Findings
Our results show that various internet usage behaviors are
associated with stress, both positively and negatively. These
associations differ across device type, time frame, and
sociodemographic groups. Figure 2 summarizes these patterns
and their variation across panelist subgroups. In the following
sections, we discuss the internet use features that have shown
positive (social media, entertainment, shopping, games, and
time of internet use), negative (adult content, productivity, and
news), and mixed (messaging and screen time) associations
with stress.

Figure 2. Overview of significant internet usage behaviors across various contextual dimensions. The icons represent different internet use features.
The rows correspond to a combination of the time frame (30 days or 2 days) and device type (desktop or mobile), and the columns correspond to factors
pertaining to individual differences (stress levels, gender, age, and income). Red icons denote positive associations, blue icons indicate negative
associations, and empty cells show no significant internet features. The intensity of the color reflects the strength of the significance, with lighter icons
denoting weak significance (P=.05 to P<.10) and darker icons representing high significance (P<.05).

Positive Associations

Social Media
People spend a substantial portion of their time online on social
media platforms [65]. In our dataset, social media accounted

for approximately 23% of total usage in mobile data and 15%
in desktop data. Therefore, understanding social media’s
relationship with stress is increasingly important as it continues
to occupy a large share of individuals’ internet activity.
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Previous research shows that social media can contribute to
stress, act as a resource, or function as a coping tool [50]. Factors
such as fear of missing out [66], appearance-related pressure
[67], and communication overload [68] have been linked to
increased distress. At the same time, other studies have
highlighted its potential to buffer stress and offer social support
in specific contexts [22,35,69].

In our results, when significant, social media was consistently
positively associated with stress across subgroups and device
types. This association was significant for the high-stress
subgroup in the 30-day mobile data, the Tier I income group in
the 30-day desktop data, and the 30‐45 age group in the 2-day
desktop data (Figure 2). Although we cannot definitively
determine whether social media contributes to or alleviates
stress, these patterns suggest that it may be used as a coping
strategy for these groups.

Previous work has identified social media as a space for various
coping mechanisms [35]. Our findings in the middle-aged group
potentially reflect this pattern, aligning with earlier research
[70], possibly due to the support accessed through these
platforms. This is consistent with studies linking social media
use, particularly Facebook, to support-seeking behavior [71].

Overall, our results highlight the role of social media in shaping
stress experiences. While our study, combining fine-grained
web data with a longitudinal design and contextual framework,
strengthens this interpretation, further research is needed to
disentangle the causal directions of the observed associations
and social media’s role—whether as stressor, resource, or coping
tool.

Entertainment
According to a recent survey in Germany, people spend an
average of 203 minutes per day watching content online [65].
In our data, entertainment usage accounted for 9% of total usage
on mobile devices and 14% on desktop devices.

Previous studies have reported a positive correlation between
entertainment usage and stress [21,72-74]. Further, activities
such as watching content or listening to music have also been
identified as common coping strategies for managing stress
[36,37,75]. In our findings, entertainment usage was positively
associated with stress in both desktop and mobile data. For
mobile users, this association was consistent across both the
30-day and 2-day periods for the 30‐45 age group. In the 2-day
desktop data, a weak positive association was observed for the
age group of 18‐30 years.

These results suggest that entertainment usage (similar to social
media) may serve as a coping mechanism, especially among
younger users in our data, compared with older individuals.
Previous research indicates that younger individuals are more
likely to engage in binge-watching as a way to regulate emotions
[36]. However, there is a lack of detailed research on this
association [74], and future studies should further explore the
types of content consumed and their relationship to mental
health.

Online Shopping
Online shopping has grown substantially in recent years,
particularly with the rise of smartphones, which now account
for 80% of all retail visits [76]. Previous studies have linked
compulsive buying-shopping disorder to higher levels of stress
[29,38,52,77-79]. At the same time, shopping has also been
identified as a way to relieve stress [80,81].

In our results, shopping was predominantly positively associated
with stress across mobile and desktop data, in various time
frames and subgroups (refer to Figure 2), aligning with previous
findings. A negative association was observed only for the age
group of 30‐45 years in the 2-day mobile data, suggesting that,
for this group, shopping may serve as a short-term stress
reliever, or that individuals under stress may avoid shopping.
The latter behavior aligns with previous research showing that,
in middle-aged adults, stress can lead to increased saving
behavior [82].

This association was more pronounced in mobile data,
suggesting that people may use mobile phones to cope with
stress due to their easier accessibility. It was also consistent
across both mobile and desktop data for the Tier IV income
group, supporting earlier findings that higher-income individuals
may use shopping as a way to cope with stress [38]. In the
30-day mobile data, this positive association was observed
among male participants but not among females. Previous
studies show that males are more likely to experience negative
emotions related to shopping [83], while some studies report
no gender differences in online shopping addiction tendencies
[29].

These findings highlight how shopping has become embedded
in daily life and its potential influence on stress levels. Future
research should explore different types of shopping (hedonic
vs utilitarian) and their impact on mental health. Another
direction could be to examine the time spent on shopping
compared with actual purchases completed after the payment
process, and how these different shopping behaviors are
associated with stress levels.

Gaming
Gaming has become a widespread daily habit, with the global
market projected to reach US $522.46 billion by 2025 [84].
Previous research presents mixed findings: while gaming has
been positively linked to stress and lower psychosocial
well-being, with stress being a known precursor to pathological
gaming [32,33,85]. It has also been identified as a stress reliever
and coping mechanism [39,86-88].

In our results, gaming usage was positively associated with
stress in the 30-day mobile data for the high-stress subgroup.
In the 2-day mobile data, positive associations were observed
for the low-stress group, users aged older than 60 years, and
those in the Tier II income range. A negative association was
found for the Tier V income group. These findings align with
previous research suggesting that gaming may intensify stress
in already stressed individuals [89], whereas older adults often
use gaming as a way to relieve stress [90]. The contrasting
patterns across income groups may reflect differences in usage
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intensity, as lower-income individuals tend to engage more
frequently in gaming than those with higher incomes [91].

We did not find any significant associations in the desktop data,
which may be due to lower gaming activity on desktop browsers
compared with mobile apps—gaming accounted for only 4.7%
of desktop usage versus 16.8% in mobile data. Future research
should examine the type of gaming, such as games that require
active cognitive engagement (eg, first-person shooter games)
versus low cognitive requirement arcade games, and how these
different types of games relate to stress.

Timing of Online Activity
Individuals tend to have preferences for the timing of both online
and offline activities throughout the day [92,93]. Previous
research has shown that increased nighttime smartphone use is
linked to higher perceived stress [49]. Nighttime use has also
been associated with reduced sleep duration [48,94] and poorer
sleep quality [95,96], both of which are shown to impact mental
health negatively [97-99].

In our results, the daytime–nighttime difference feature was
mainly positively associated with perceived stress across various
groups. A negative association was observed only in the age
group of older than 60 years in the 30-day mobile data. Positive
associations were more common in the shorter time frame,
particularly in the 2-day mobile data, for groups including
high-stress individuals, females, those aged 30‐45 years, and
the Tier IV income group (refer to Figure 2).

Our results indicate that daytime internet use, compared with
nighttime use, is positively associated with stress, contrasting
with earlier studies that reported a stronger link between
nighttime use and stress in young adults [49]. Longitudinal
research has shown that it is sleep loss due to time spent online,
rather than internet use itself, that is associated with poorer
mental health outcomes [6]. Internet use patterns can also be
influenced by individuals’chronotypes, which in turn will affect
preferred active hours [100]. Moreover, future studies could
investigate panelists’ bedtime and examine postbedtime usage,
as previous studies have shown that postbedtime use—rather
than nighttime use in general—has the most harmful effects on
sleep quality [95]. The negative association observed in the age
group of older than 60 years may suggest that older individuals
are more sensitive to late-night use and its link to stress. Further
research is needed to better understand how daily temporal
patterns of internet use relate to stress, particularly by
considering users’ chronotype and bedtime.

Negative Associations

Adult Content
A recent study estimates that around 90 million people may be
affected by problematic adult content usage [101]. Research
has shown that problematic adult content consumption can
impact mental health, including associations with higher stress
[102,103].

In our results, however, adult content consumption was
negatively associated with stress levels. This negative
relationship was observed in the low-stress group (PSS score
< 14), and in the age groups of 18‐30 years and older than 60

years within the 30-day desktop data. Some studies have
reported no significant link between adult content use and
psychological health [104], while others suggest it is often
consumed as a form of leisure [105]. Our results may suggest
that adult content serves as a stress buffer for our participants,
as previous research has indicated stress and stress relief as
common motivations for its use [106,107]. Another possible
explanation is that users with lower stress levels might engage
in this activity as a form of leisure or a means to alleviate
boredom [105]. Previous research has identified boredom
proneness and its positive association with the frequency of
pornography use [108]. However, the positive associations
observed in past studies were tied to problematic adult content
consumption or addiction. This implies that while limited
consumption may offer stress relief, excessive use could have
detrimental effects. Future research should explore both the
positive and negative impacts of adult content consumption on
mental health, particularly in relation to the amount of
consumption.

Productivity
Information and communication technology has become a
central part of daily work and study routines, particularly in the
21st century. Most of the work we do on information and
communication technology devices is connected to the internet,
and their use for work and productivity has been linked to
improved workplace efficiency [109,110]. However, the effects
of internet use on psychological health and stress are dual in
nature. While it has been associated with increased productivity,
higher internet use for work-related tasks has also been linked
to higher stress levels [51,111-114]. Some interventional studies
report no significant effects [113], while others suggest that
using the internet for work and study can have a positive impact
on mental health [6].

In our results, increased use of productivity-related apps and
domains was generally associated with lower perceived stress.
In the 30-day mobile data, negative associations were observed
among all participants, as well as within the male subgroup, the
age group of 31‐45 years, and the Tier III income group. In
the 30-day desktop data, a similar negative association was
found in the Tier I income group. A positive association
appeared only once—in the 2-day desktop data for the Tier V
income group.

Our findings suggest that stressed individuals may avoid
productivity-related tasks by shifting their focus to other
activities. This is supported by previous research showing a
positive relationship between perceived stress and avoidant
coping styles [115]. Previous research has reported a negative
relationship between work-related online tasks and stress among
middle-aged adults [21]. At the same time, communication
overload from emails and messages has been linked to higher
perceived stress in adults aged 50‐85 years [15]. In our results,
we found a similar negative association between
productivity-related use and stress in the age group of 31‐45
years, suggesting that increased productivity use may be linked
to lower stress in this group. However, no significant association
was observed in the older age group. For higher-income groups,
the observed positive association may reflect greater work
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responsibilities that are more difficult to avoid, contributing to
increased stress.

Overall, our findings highlight the need for further research into
how productivity-related internet use influences stress. As
previous studies have shown, avoidance behaviors can increase
the risk of prolonged stress and other mental health challenges
[116]. Future studies should explore how online interventions
can effectively help users mitigate stress.

News
Informed citizens are a cornerstone of a well-functioning
democracy and good governance. However, recent studies
suggest that news, especially news with highly negative content,
can adversely affect mental health and increase stress levels
[24,117-119].

Our findings reveal a counterintuitive relationship between news
engagement and stress: participants who spent more
time-consuming news tended to report lower stress levels. This
association was more pronounced in the 2-day data for both
mobile and desktop users, and overall, it was stronger in desktop
data across both time periods. One possible explanation is that
individuals experiencing stress may avoid the news altogether
in the short term. Previous research supports this, showing that
people under stress often disengage from news consumption
[120-122]. Other studies have found no significant link between
news consumption and stress [123,124], while some suggest
that positive and soft news content may improve mood [30] and
well-being [125].

Since our news category includes a range of sources, such as
entertainment, sports, and politics, it is important to consider
how different types of news relate to stress in the future. Future
studies could examine the effects of specific news genres, as
well as the influence of low-quality news sources and
misinformation on mental health. Examining how consistent
exposure to different news categories, sources, and
misinformation influences stress responses over time could
provide insights into mental health risks and how media
consumption habits shape psychological well-being.

Mixed Associations

Messaging
In 2021, an estimated 3.09 billion mobile phone users accessed
the top messaging apps for communication, with this number
projected to reach 3.51 billion by 2025 [126]. The younger
generation, in particular, remains connected with friends and
family through messaging apps such as WhatsApp (Meta
Platforms, Inc) and Telegram (Telegram FZ-LLC). Research
has shown that messaging apps can be both positively associated
with stress [7,127-130] and serve as stress reducers [131-134].

In our results, messaging usage was mostly positively associated
with stress in mobile data. It was positively associated in the
age groups of 30‐45 years and older than 60 years and
negatively associated in the Tier I income group in the 30-day
mobile data. In the 2-day mobile data, it was positively
associated with females and those in the Tier III income group.
In the 2-day desktop data, it was negatively associated with all

participants and the age group of 45‐60 years, while it was
positively associated with the age group of older than 60 years.

The key finding is that messaging use was predominantly
positively associated with stress in mobile data and more
negatively associated in desktop data. Previous research suggests
that “checking behavior” (ie, brief and repeated usage sessions)
is more common in mobile use compared to desktop devices
[53], and perhaps this type of repeated checking on mobile
devices adds to the stress. We found that in the age group of
older than 60 years, messaging was positively associated with
stress in both mobile and desktop data, which aligns with
previous studies showing that older individuals experience
higher stress from interpersonal communication [7]. In the Tier
I income group for mobile data, messaging was negatively
associated with stress. Studies show that people in lower-income
groups tend to send more messages [135]. Previous research
has also shown that messaging can be an effective tool for
reducing depression, particularly among low-income individuals
[136]. Finally, in the 2-day mobile data, messaging was
positively associated with stress in females but not males,
reflecting previous research suggesting that frequent messaging
is linked to mental health symptoms (externalizing and
inattention) in females, but not in males [137].

Our results highlight how messaging can have a dual impact on
stress, depending on the device, time period, and individual
differences. Future work could examine how messaging with
friends and family, interactions with strangers in chatrooms,
and repeated checking behavior on mobile devices relate to
stress, loneliness, and overall well-being.

Screen Time
The internet plays a pervasive role in our daily lives, and the
amount of time we spend online may have a detrimental impact
on stress levels [48,138]. Research has shown that smartphone
addiction is significantly linked to higher stress [139,140], and
the amount of time spent online is positively associated with
stress [48] and other mental health issues [141,142].

In our results, total time spent online was positively associated
with stress in the 30-day mobile data, aligning with previous
studies [48,139,140]. This association was significant for the
high-stress group, individuals older than 60 years, and those in
income Tier IV. However, the relationship was mainly negative
in both the 2-day and 30-day desktop data across different
groups, with the exception of a positive association for the Tier
IV income group in the 2-day desktop data, which mirrored the
mobile data results.

Our findings suggest that increased time spent online on mobile
devices may amplify stress in different contexts. For high-stress
individuals, extended mobile phone usage is positively
associated with stress, likely due to the constant accessibility
of smartphones, making it harder to disconnect from them.
Previous studies have also found that smartphone users tend to
experience higher levels of digital burnout compared to those
using desktops or laptops [17]. In addition, older individuals in
our study showed an increase in stress with more time spent
online, consistent with previous research [141].
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In contrast, desktop usage generally showed negative
associations with stress, which may be due to the differences
in accessibility of smartphones and desktop devices. Our data
show that time spent on desktop devices has higher variability,
as reflected by the higher SD (71.43 for desktop vs 66.86 for
mobile) and coefficient of variation (desktop: 0.97, CI
0.93‐1.02 vs mobile: 0.70, CI 0.67‐0.73), compared to time
spent on mobile devices.

Future research should further investigate device differences
and the role mobile devices play in predicting stress levels.

User Characteristics and Stress
User characteristics such as gender, age, and income influence
both stress levels and their association with internet use, as
provided in Figure 3. In our results, female users reported
significantly higher stress than males across both mobile and

desktop data and for both the 30-day and 2-day periods (refer
to Figure 3). Age and income showed consistent negative
associations with stress across contexts. Similar findings have
been reported in earlier research on sociodemographics and
stress [40-44]. Interestingly, in our analysis, income was the
only sociodemographic factor significantly associated with
stress in the high-stress group for mobile data, while no other
sociodemographic features were significant across platforms or
time frames. Previous research also suggests that income, rather
than age or gender, shows the strongest association with stress
[45]. This highlights the need for further investigation into the
role of income in stress, as such insights can inform policies
aimed at reducing income-related health disparities. Future
studies should also incorporate measures to incorporate
resilience of individuals (trait stress measures) [143] and
personality traits alongside sociodemographics to better
understand these associations.
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Figure 3. Overview of significant sociodemographic associations across time frames (30 days vs 2 days) and device types (mobile vs desktop). Rows
distinguish model results between all participants and high-stress participants. Red icons indicate positive associations, blue icons indicate negative
associations, and empty cells denote no significant effects.

Implications
Building on these findings, it is important to consider the
implications for various stakeholders, including digital platform
designers, health care professionals, and end-users.

For digital platform designers, these findings suggest
opportunities to promote healthier use patterns. Features such
as reminders to take breaks, tools to visualize usage habits, and
reduced notifications during evening/nights could help users
avoid stress-inducing behaviors. In addition, adaptive designs
that encourage daytime work engagement over late-night use
could be particularly effective. Finally, different design
considerations may be needed for mobile versus desktop devices
to encourage healthier internet use.

For health care professionals, understanding how digital
behaviors relate to stress could offer new ways to support
patients. For example, excessive gaming on mobile devices
might indicate elevated stress. Health workers could include
questions about internet habits in assessments and recommend
tools that encourage healthier online behaviors. Notably, the
low cost and high availability of web data could provide efficient
tools to complement traditional monthly surveys for monitoring
stress, helping to alleviate the burden on the already strained
health care sector.

For individuals, these findings emphasize the importance of
timing and purpose in digital habits. Being mindful of potentially
stress-inducing activities, such as excessive shopping or gaming,
can foster a healthier balance. Tools that track and suggest
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healthier patterns of internet use could assist users in managing
their habits.

Overall, the relationship between stress and internet use is
influenced by factors such as the type of activity, timing, and
individual circumstances. This suggests that small, intentional
changes in digital habits can help manage stress effectively.

Limitations
The panelists we collected data from are gig workers who
regularly participate in surveys, which may lead to behavioral
differences compared to the general population. To address this
issue, we used rigorous preprocessing steps, including removing
users who spent more than 25% of their time on survey websites
and excluding the bottom 20% of users based on time spent.
Moreover, browsing data from these panels has been shown to
prominently feature the most visited domains in Germany [144].
Another limitation is that users may change their online behavior
when they are aware of being tracked. However, previous work
has demonstrated that the privacy attitudes of web-tracked
panelists are comparable to those of nonweb-tracked panelists
in Germany [145], though they may vary across countries. These
findings support the reliability and suitability of the
web-tracking data for capturing individuals’ internet usage
behavior. In addition, due to budget constraints, all panelists
were from a single country, which may limit the generalizability
of our findings because of cultural and behavioral differences.
Previous research has demonstrated differences in cultural,
social, and technological access contexts, variations in usage
patterns, and mental health prevalence across countries
[146,147]. Replicating this study in other countries or with a
larger and more diverse sample could help further improve the
generalizability and provide a broader cultural context. Further,
23% of participants dropped out between the first and final
survey waves. To mitigate this attrition, we initially used a larger
sample and invited all panelists from the panel company to
participate in our baseline survey. Furthermore, since our tracker
only tracks browsing behavior through the browser, we lack
complete data on desktop usage through desktop apps, which
may limit our ability to fully capture differences between mobile

and desktop use. Finally, we used a validated self-report measure
to assess stress, as inviting all participants to a lab setting was
not feasible. Alternative approaches, such as physiological or
real-time assessments, could provide more objective and detailed
measures of stress.

Conclusion
Our study examines the relationship between internet use and
perceived stress through a novel contextual framework that
considers how, where, when, and by whom the internet is used.
The findings indicate that internet use is associated with stress,
and these associations differ across various usage contexts.
Specifically, engagement with social media, online shopping,
entertainment, and gaming is positively linked to higher stress
levels. Notably, these activities have been identified in previous
research as common coping mechanisms for stress, highlighting
the need for future studies to examine whether such coping
strategies alleviate stress or, possibly, exacerbate it over time.
In contrast, productivity-related activities, news consumption,
and adult content use are negatively associated with stress,
suggesting they may either function as stress buffers or indicate
avoidance behavior. Associations inferred from desktop data
across different contextual dimensions are weaker than those
inferred from mobile data, indicating that device type plays an
important role. In the short term, news consumption is negatively
associated with both mobile and desktop data. For individuals
already experiencing high stress, increased time online on
mobile phones—particularly on social media and gaming—is
correlated with higher stress levels. In addition,
sociodemographic factors, especially income, have significant
associations with stress. These findings have important
implications for the design of digital platforms, the development
of mental health interventions, and the formation of healthier
online habits. Future research should focus more specifically
on particular web-based behaviors, such as news consumption
and online shopping, and their effects on psychological
well-being. It should also aim to establish causal links between
internet use and stress and further investigate the mechanisms
underlying sociodemographic differences in these associations.
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Abstract

Background: Whether the benefits of identical physical activity (PA) patterns for adults with high blood pressure (BP) vary
according to an individual’s characteristics has not been adequately studied.

Objective: This study aimed to investigate whether an individual’s characteristics modify the associations between PA patterns
and mortality rate.

Methods: Four PA patterns were derived from accelerometer-based data: active weekend warrior, active regular, active light
PA, and baseline PA. The main outcome was all-cause mortality. A machine learning model to predict the optimal PA pattern
for individual patients was trained in the UK Biobank (UKB) cohort and externally validated in the National Health and Nutrition
Examination Survey cohort, which was subsequently integrated into a web-based application. The potentially optimal PA pattern
within patients was identified as the one leading to the highest predicted survival probability. Multivariable Cox models were
used to estimate hazard ratios and 95% CIs for all-cause mortality corresponding to the inconsistency of the current PA pattern
with the predicted optimal PA pattern.

Results: A total of 71,637 UKB adults and 5104 National Health and Nutrition Examination Survey individuals were enrolled.
External validation demonstrated that the area under the receiver operating characteristic curve of our model for predicting
mortality at 10 years of follow-up was 86.4% (95% CI 85.1%‐87.7%). The predicted optimal PA patterns in the UKB cohort
were active regular PA for 26,643 (37.2%) participants, active light PA for 22,606 (31.6%) participants, and active weekend
warrior for 21,749 (30.4%) participants. Stroke history, age, sex, BP class, and antihypertension medication were key factors
driving heterogeneity in individuals’ optimal PA patterns. Cox regression analysis suggested that individuals in the UKB cohort
whose current PA patterns were inconsistent with the predicted optimal patterns may be associated with a 28% increase in all-cause
mortality risk on average (hazard ratio 1.28, 95% CI 1.20‐1.38) compared to those with consistent patterns.

Conclusions: Our findings may help patients with high BP obtain individualized recommendations for PA patterns based on
their specific characteristics, thereby improving their prognosis.

(J Med Internet Res 2026;28:e78492)   doi:10.2196/78492

KEYWORDS

hypertension; physical activity pattern; machine learning; mortality; precision medicine

Introduction

According to the latest report from the World Health
Organization, the global population of adults with hypertension
has more than doubled between 1990 and 2019, rising from
0.65 billion to 1.3 billion [1,2]. In 2019, high blood pressure
(BP) was responsible for 10.8 million deaths worldwide,
primarily due to cardiovascular diseases and chronic kidney
disease [1,2]. Timely and effective interventions are therefore

critical to mitigating this burden. International hypertension
management guidelines universally endorse physical activity
(PA) as a first-line nonpharmacological intervention for BP
control [3,4]. Furthermore, PA offers distinct advantages over
antihypertensive medications, including cost-effectiveness and
a reduced risk of adverse effects [5,6].

As outlined by Dzau and Hodgkinson [7], patients with
hypertension should receive individualized management that
accounts for patients’unique genetic and environmental factors,

J Med Internet Res 2026 | vol. 28 | e78492 | p.2102https://www.jmir.org/2026/1/e78492
(page number not for citation purposes)

Yang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/78492
http://www.w3.org/Style/XSL
http://www.renderx.com/


namely, precision hypertension. This perspective highlights the
heterogeneity in treatment response among hypertensive
individuals and underscores the need for tailored PA strategies.
A major challenge in advancing precision hypertension is to
move beyond the estimation of average associations and address
the variability in individual responses to PA. This variability
depends on factors such as personal characteristics, baseline
risk profiles, and differential sensitivity to PA interventions [8].
Therefore, conducting studies on the heterogeneous associations
between PA and health outcomes and identifying key factors
driving this heterogeneity is essential for precision hypertension
management.

PA patterns (defined by frequency, duration, and intensity of
PA) and their associations with mortality have caught significant
attention in recent research [9-11]. Furthermore, these studies
on the heterogeneous associations between PA and mortality
rely on subgroup analyses [12,13]. For example, Ji et al [13]
studied the heterogeneous association between PA and mortality
using prespecified gender subgroups. However, such traditional
subgroup analyses require prespecification of potential subgroup
variables, which limits their exploratory value [14]. Furthermore,
one-variable-at-a-time analyses may produce false positives
due to multiple testing and false negatives due to limited
statistical power in small subgroup samples [15]. The
burgeoning field of machine learning (ML) holds promise in
estimating heterogeneous treatment effects, potentially offering
significant support in addressing this concern [7,16]. Therefore,
in our study, we adopted the S-learner framework, a metalearner
for estimating individualized treatment effects using ML [17].
The ML based on metalearners can simulate the progression of
hypertension and identify optimal PA patterns for managing
these conditions.

We hypothesized that the associations of PA patterns with
mortality would differ based on individual patient
characteristics. In other words, the optimal PA pattern for
patients may exhibit heterogeneity depending on individual
characteristics. To test this hypothesis, we derived and externally
validated a potential outcome prediction model, which was
further integrated into a web-based application to identify the
optimal PA pattern for an individual with hypertension. In our
study, PA patterns were defined using accelerometer data from
the UK Biobank (UKB) and the National Health and Nutrition
Examination Survey (NHANES) cohorts.

Methods

Study Design and Participants
Our study included two surveys: the UKB and the NHANES.
The UKB is a prospective cohort study comprising 502,629
participants enrolled between 2006 and 2010. The NHANES
is a biannual survey designed to assess the health and nutritional
status of the US population. This study adhered to the STROBE
(Strengthening the Reporting of Observational Studies in
Epidemiology) guidelines [18].

The inclusion criteria for this study were individuals with
device-measured PA data and high BP. Exclusion criteria were
participants with (1) poor device calibration, (2) inadequate

wear time, or (3) missing values for the outcome and covariates.
According to the 2024 European Society of Cardiology
Guidelines for the management of elevated BP and hypertension
[3], participants were classified as having high BP if they met
any of the following criteria: systolic BP (SBP) ≥120 mm Hg,
diastolic BP (DBP) ≥70 mm Hg, hospitalization records, or the
use of antihypertensive medications. In our study, we further
categorized high BP into two groups: elevated BP and
hypertension. Participants with SBP between 120 and 139 mm
Hg or DBP between 70 and 89 mm Hg who were not using
antihypertensive medication were classified as having elevated
BP; others were classified as having hypertension.

A total of 103,582 participants from the UKB and 14,631
participants from the NHANES cohort were initially considered.
After applying the inclusion and exclusion criteria, 71,637
(69.2%) participants from the UKB and 5104 (34.9%)
participants from NHANES were included in the final analysis.

Exposure Ascertainment
Information on the collection of accelerometer-based PA data
in the UKB and NHANES studies is provided as follows. From
2013 to 2015, UKB participants were randomly assigned to
wear an Axivity AX3 accelerometer (Newcastle upon Tyne)
for 7 days to measure PA and sedentary behavior. The
wrist-worn accelerometers were initialized to capture data with
a sampling frequency of 100 Hz and a dynamic range of ±8 g.
Poor device calibration was defined as a lack of sufficient
orientation changes or as having implausible acceleration values.
Good wear time was defined as having at least 3 days (72 h) of
data and also having data in each 1-hour period of the 24-hour
cycle (scattered over multiple days). The accelerometers
recorded data in milligravity units (mg). Light PA (LPA) and
moderate to vigorous physical activity (MVPA) were
categorized via a published ML-driven approach specifically
designed for classifying a wide spectrum of activities [19].

For the NHANES, we included individuals with
accelerometer-based PA data from the 2003 to 2006 cycles of
NHANES. According to the design of the NHANES study,
information on sedentary behavior and total PA was collected
using an accelerometer (ActiGraph model 7164; ActiGraph,
LLC), worn on the waist for 7 consecutive days during waking
hours, except while swimming or showering. Poor device
calibration was defined as more than 60 consecutive minutes
with zero counts. Good wear time was defined as a recorded
wear time of 10 hours or more for at least 1 day [20]. Behavior
categories were defined by count per minute thresholds for
adults: sedentary behavior (<100 counts per minute), LPA
(100‐2020 counts per minute), and MVPA (≥2020 counts per
minute) [21].

We defined four PA patterns according to the following criteria:
active weekend warrior (WW; ≥150 min per week MVPA with
≥50% of total achieved in 1‐2 d) [22], active regular (≥150
min per week and not meeting MVPA WW status) [22], active
LPA (<150 min per week MVPA and ≥1900 min per week
LPA), and baseline PA (<150 min per week MVPA and <1900
min per week LPA). The threshold of 1900 minutes per week
for an active LPA pattern was determined based on the previous
study [23], and our analysis of the dose-response relationship
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between LPA and all-cause mortality was determined using the
Cox regression models with restricted cubic splines (Multimedia
Appendix 1).

Mortality Ascertainment
The primary outcome of this study was all-cause mortality,
obtained from the National Health Service Information Center
(England and Wales) and the National Health Service Central
Register Scotland (Scotland) for the UKB study. At the time of
analysis, mortality data were available through May 31, 2024,
for England and Wales, and December 31, 2023, for Scotland.
For NHANES, the National Death Index was used to ascertain
all-cause mortality of included samples until December 31,
2019. The follow-up period was defined as the duration between
the initial PA measurement and either death or the end of
follow-up, whichever occurred first. The causes of death were
confirmed based on ICD-10 coding.

Covariates
The covariates were age, sex, ethnicity, BMI, waist
circumference, education, smoking status, alcohol consumption,
added salt intake, sedentary time, sleep time, SBP, DBP,
antihypertension medication, cancer, diabetes, myocardial
infarction (MI), stroke, family cardiovascular disease (CVD),
BP class, glycated hemoglobin (HbA1c), high-density lipoprotein
cholesterol, triglyceride levels, and glucose. Ascertainment and
descriptions of covariates considered for both UKB and
NHANES are provided in Multimedia Appendix 2.

To minimize the time interval between covariate assessment
and accelerometer-based PA measurement (typically
2013‐2015) in the UKB, we prioritized data from instance 1
(the repeat assessment in 2012‐2013) when both instance 0
(the baseline assessment in 2006‐2010) and instance 1 were
available [22]. We assessed the reliability of covariates in
participants with repeated measurements by the intraclass
correlation coefficient [24] for continuous variables and Cohen
κ [25] for categorical variables. The analysis indicated moderate
to high reliability of the covariates; detailed results are provided
in Multimedia Appendix 3. In contrast, the PA and covariates
in the external validation set, NHANES, were measured during
the same period, thus avoiding the aforementioned issues present
in UKB.

Model Development and Estimation of Heterogeneous
Associations
We randomly divided the UKB data into an 80% training set
and a 20% internal validation set, with the NHANES dataset
used for external validation. Predictors were selected using Cox
regression with the least absolute shrinkage and selection
operator (LASSO) penalization [26], where the optimal
shrinkage parameter lambda was determined via 10-fold
cross-validation [27]. The original predictive model was
constructed using a multivariable Cox model that incorporated
all second-order interactions between PA pattern and the
selected predictors. Then, we applied a stepwise backward
elimination method to refine the model, removing variables and
interaction terms that did not significantly contribute to the
model [28]. Model performance was evaluated in the internal
validation set and the NHANES validation set and visualized

using the calibration curves (with Brier score) and receiver
operating characteristic (ROC) analysis (with the area under
the ROC curve [AUC]) [29,30].

Our S-learner algorithm for estimating heterogeneous
associations between PA and overall survival follows a 2-step
process. First, it uses the trained prediction model to estimate
the conditional expectations of survival time for each of the 4
PA patterns separately. Second, it computes the differences
between these estimates to capture the heterogeneous
associations.

On the basis of the S-learner framework, the trained prediction
model was capable of handling potential variations in covariates,
enabling the prediction of each patient’s potential survival
probabilities under the 4 PA patterns. Then, the best potential
PA pattern for a certain patient was identified as the one leading
to the highest predicted survival probability. To operationalize
these findings, we developed an R Shiny web application that
enables clinicians to simulate personalized survival curves for
all 4 PA patterns based on individual baseline characteristics.

Patient Characteristics Associated With Predicted
Individualized PA Patterns
All individuals in the UKB and the NHANES cohorts were
stratified by PA patterns that might individually optimize overall
survival. This stratification was used to identify the profiles of
individuals who could benefit most from 1 of the 4 PA patterns
presented, according to the constructed prediction model.

To facilitate rapid decision-making and clearly illustrate patient
characteristics associated with predicted individualized PA
patterns, a model of conditional inference tree (CIT) was
established [31]. Specifically, we used the potentially optimal
PA patterns predicted as the outcome and all covariates as
predictors to build the CIT model.

Statistical Analysis
We introduced an indicator variable, referred to as an
“inconsistent PA pattern,” to distinguish between individuals
whose actual and predicted optimal PA patterns were
inconsistent and those whose patterns were consistent.
Multivariable Cox models were used to estimate hazard ratios
(HRs) and 95% CIs for all-cause mortality corresponding to the
inconsistency of the current PA pattern with the predicted
optimal PA pattern. The analyses were adjusted for covariates
selected by LASSO.

As further stratification of participants with inconsistent PA
patterns provides more clinically meaningful information, we
subdivided the inconsistent group into two categories based on
the predicted optimal intensity: (1) inconsistent MVPA
pattern—participants whose predicted optimal PA pattern
required more MVPA but whose actual activity was lower than
predicted and (2) inconsistent LPA pattern—participants whose
predicted optimal PA pattern required LPA primarily but whose
actual activity (including active regular, active WW, and
baseline PA patterns) differed. The original binary variable
“inconsistent PA pattern” was thus updated to a category
variable with three levels: consistent, inconsistent MVPA
pattern, and inconsistent LPA pattern. We then used “consistent”
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as a reference class for the aforementioned multivariable Cox
model analyses. In addition, we conducted subgroup analysis
in the actually observed nonbaseline group.

Sensitivity Analyses
To test the generalizability of the aforementioned analyses, we
performed 4 prespecified sensitivity analyses. First, we repeated
the statistical analyses using the NHANES dataset. Second, we
replaced the all-cause mortality outcome with CVD-specific
mortality and cancer-specific mortality outcomes. Third, to
minimize the potential confounding effects of the COVID-19
pandemic, we restricted follow-up to the period before
December 31, 2019. This prepandemic dataset was used as an
additional validation cohort to assess the robustness of the
model’s performance and to repeat the statistical analyses.
Finally, the statistical analyses were repeated using the internal
validation set.

All analyses were conducted using R version 4.4.1 (R
Foundation), with statistical significance set at P<.05.

Ethical Considerations
This study involved secondary analysis of data from the UKB
and the NHANES, whose original data collection protocols
were conducted in accordance with the Declaration of Helsinki.
UKB was approved by the North West Multi-centre Research
Ethics Committee (reference 21/NW/0157), and all participants
provided written informed consent for health-related research,

including secondary analyses. The NHANES study received
ethical approval from the National Center for Health Statistics
Ethics Review Board. The National Center for Health Statistics
Ethics Review Board approved Protocol 98‐12 for the
2003‐2004 cycle and Protocol 2005‐06 for the 2005‐2006
cycle. All participants provided written informed consent. All
data were anonymized or deidentified.

Results

Overview
For the UKB cohort, a total of 71,637 adults were enrolled and
analyzed (Figure 1), with 4207 deaths confirmed during a
median follow-up period of 9.5 years. For the NHANES cohort,
we included 5104 individuals who underwent device-based
activity measurements between the 2003 and 2006 cycles
(Multimedia Appendix 4), with 1279 deaths confirmed during
a median follow-up period of 14.3 years. The median follow-up
time for survivors and nonsurvivors in both the UKB and the
NHANES datasets is shown in Multimedia Appendix 5. The
baseline characteristics of participants, stratified by 4 actually
observed PA patterns, are summarized in Multimedia Appendix
6 for the UKB cohort and the NHANES cohort. At baseline in
the UKB, 12,577 (17.6%) participants were classified as baseline
PA, 12,782 (17.8%) participants were classified as active LPA,
15,141 (21.1%) participants were classified as active regular,
and 31,137 (43.5%) participants were classified as active WW.
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Figure 1. Study flow for UK Biobank. CVD: cardiovascular disease; DBP: diastolic blood pressure; HbA1c: glycated hemoglobin; HDL: high-density
lipoprotein; LPA: light physical activity; MVPA: moderate to vigorous physical activity; SBP: systolic blood pressure.
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A Prediction Model to Identify the Best Potential PA
Patterns
The detailed results from the LASSO-penalized Cox model for
covariate selection are presented in Multimedia Appendix 7. In
brief, the selected covariates included PA patterns, age, sex,
sedentary time, smoking status, antihypertension medication,
cancer, diabetes, MI, stroke, BP class, waist circumference,
glucose, and HbA1c. In the UKB cohort, the associations
between covariates selected by LASSO and all-cause mortality
were examined using univariate Cox models (Multimedia
Appendix 8): PA patterns were found to be associated with
overall survival, suggesting that adults with active LPA (HR
0.56, 95% CI 0.51‐0.62), active regular (HR 0.45, 95% CI
0.41‐0.50), or active WW (HR 0.47, 95% CI 0.43‐0.51) were
at a lower risk of death than those with the baseline PA pattern.

The original predictive model incorporated all second-order
interactions of PA patterns with each selected covariate.
Following stepwise backward elimination, the main effect of

glucose and the interactions of PA patterns with waist
circumference, smoking status, and glucose were removed from
the model. The terms and coefficients of the final model are
detailed in Multimedia Appendix 9. The model showed
well-calibrated predictions in the internal test set, with Brier
scores of 2.0% (95% CI 1.8%‐2.2%) for the 5-year and 5.1%
(95% CI 4.7%‐5.4%) for the 10-year prediction (Figure 2A).
Calibration remained acceptable in the external NHANES set,
although it was slightly decreased, with Brier scores of 5.2%
(95% CI 4.7%‐5.8%) for the 5-year and 9.7% (95% CI
9.1%‐10.4%) for the 10-year prediction (Figure 2B). The
model also demonstrated good discriminative ability. In the
internal set, the AUC was 76.8 % (95% CI 74.2%‐79.5%) for
the 5-year and 78.1% (95% CI 76.2%‐79.9%) for the 10-year
prediction (Figure 2C). This performance was further improved
in the external validation set, with AUCs of 85.0% (95% CI
82.9%‐87.1%) and 86.4% (95% CI 85.1%‐87.7%) for the
5- and 10-year prediction, respectively (Figure 2D).
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Figure 2. Performance of the model in predicting all-cause mortality. The calibration and ROC curves for internal (n=14,328) and external test data
set (n=5104). AUC: area under the receiver operating characteristic curve; NHANES: National Health and Nutrition Examination Survey; ROC: receiver
operating characteristic.

The prediction model identifying the best PA pattern has been
integrated into an online application, accessible free of charge
(Multimedia Appendix 10). To ensure broader accessibility of
the application, we have provided both English and Chinese
versions (Multimedia Appendix 10). Users need to enter the
required clinical characteristics (including age, sex, sedentary
time, smoking status, antihypertension medication, cancer,
diabetes, MI, stroke, BP class, waist circumference, and HbA1c)
into the website. The tool then calculates the predicted 5-year
and 10-year survival probabilities corresponding to the 4 PA
patterns. After these probabilities are generated, the application
identifies the pattern with the highest predicted survival
probability. This information can support clinicians and patients
in selecting the most appropriate personalized PA pattern.

Patient Characteristics Associated With Predicted
Optimal PA Patterns
Our predictive model indicated that the optimal PA pattern
varied among adults with high BP. Specifically, 26,643 (37.2%)
participants were predicted to benefit most from the active
regular pattern, 22,606 (31.6%) participants from the active
LPA pattern, 21,749 (30.4%) participants from the active WW
pattern, and 639 (0.9%) participants from the baseline PA
pattern. Table 1 presents the characteristics of participants
according to their predicted optimal PA patterns and compares
these with the patterns they actually followed in the UKB cohort.
In addition, we applied the same predictive approach to
NHANES participants and compared predicted versus observed
PA patterns, as shown in Multimedia Appendix 11.
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Table . Baseline characteristics of participants stratified by the predicted optimal physical activity (PA) pattern.

P valueActive WWb

(n=21,749)

Active regular
(n=26,643)

Active LPAa

(n=22,606)

Baseline PA
(n=639)

Variables and levels

<.001Pattern actually observed, n (%)

4030 (18.5)5238 (19.7)3118 (13.8)191 (29.9)    Baseline PA

3398 (15.6)4734 (17.8)4532 (20.0)118 (18.5)    Active LPA

4400 (20.2)5467 (20.5)5169 (22.9)105 (16.4)    Active regular

9921 (45.6)11,204 (42.1)9787 (43.3)225 (35.2)    Active WW

<.00169.8 (66.8-72.5)62.8 (56.9-67.3)56.8 (51.7-62.4)67.9 (63.7-71.3)Age (y), median (IQR)

<.001Sex, n (%)

15,948 (73.3)12,069 (45.3)4407 (19.5)447 (70)    Male

5801 (26.7)14,574 (54.7)18,199 (80.5)192 (30)    Female

<.00193.0 (85.0-101.0)90.0 (81.0-99.0)82.0 (75.0-91.0)96.0 (87.0-104.2)WCc (cm), median (IQR)

<.001Smoking, n (%)

10,943 (50.3)15,541 (58.3)14,066 (62.2)283 (44.3)    Never

9639 (44.3)9206 (34.6)6979 (30.9)300 (46.9)    Previous

1167 (5.4)1896 (7.1)1561 (6.9)56 (8.8)    Current

<.001Antihypertension medication, n (%)

14,643 (67.3)23,541 (88.4)19,694 (87.1)217 (34)    No

7106 (32.7)3102 (11.6)2912 (12.9)422 (66)    Yes

<.001Blood pressure class, n (%)

9907 (45.6)3405 (12.8)19,513 (86.3)54 (8.5)    Elevated

11,842 (54.4)23,238 (87.2)3093 (13.7)585 (91.5)    Hypertension

<.001MId, n (%)

20,705 (95.2)26,097 (98)22,595 (100)556 (87)    No

1044 (4.8)546 (2)11 (0)83 (13)    Yes

<.001Stroke, n (%)

21,409 (98.4)26,585 (99.8)22,527 (99.7)0 (0)    No

340 (1.6)58 (0.2)79 (0.3)639 (100)    Yes

<.001Diabetes, n (%)

19,405 (89.2)26,454 (99.3)21,610 (95.6)573 (89.7)    No

2344 (10.8)189 (0.7)996 (4.4)66 (10.3)    Yes

<.001Cancer, n (%)

20,519 (94.3)22,158 (83.2)22,291 (98.6)534 (83.6)    No

1230 (5.7)4485 (16.8)315 (1.4)105 (16.4)    Yes

<.0015.0 (4.6-5.4)5.0 (4.6-5.3)4.8 (4.5-5.2)5.0 (4.7-5.5)Glucose (mmol/L), median (IQR)

<.00135.5 (33.1-38.1)35.5 (33.2-37.9)33.8 (31.5-36.1)36.9 (34.5-39.8)HbA1c
e (mmol/mol), median (IQR)

aLPA: light physical activity.
bWW: weekend warrior.
cWC: waist circumference.
dMI: myocardial infarction.
eHbA1c: glycated hemoglobin.

The results of the CIT model are shown in Figure 3. Briefly,
the model is rooted by stroke, with subsequent branching by

age, BP class, sex, and antihypertension medication (all P<.001).
Adults with stroke are more likely to have baseline PA or active
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LPA as optimal patterns. In contrast, for those without stroke,
younger adults (≤68 y) tend to benefit more from active regular
and active LPA, whereas older men (>68 y) are predicted to
gain more from the active WW pattern. In summary, stroke,

age, sex, BP class, and antihypertension medication are key
factors driving heterogeneity in individuals’ optimal PA patterns.
Notably, the baseline PA pattern denotes a lower level of PA
rather than complete physical inactivity or sedentary behavior.

Figure 3. The derived conditional inference tree. The models were constructed by the optimal PA pattern predicted (outcome) and all covariates selected
(predictors). Antihyper med: antihypertension medication; BP: blood pressure; LPA: light physical activity; WW: weekend warrior.

The Associations Between Inconsistent PA Patterns
and Mortality
The PA patterns observed in 71.9% of participants in the UKB
cohort and 78.9% of participants in the NHANES cohort were
inconsistent with the optimal patterns predicted by our model.
Compared to individuals whose actual and predicted optimal
PA patterns were consistent, an inconsistent PA pattern was
associated with a 28% increase in all-cause mortality risk on

average (HR 1.28, 95% CI 1.20‐1.38; Figure 4A) in the UKB
cohort. Specifically, an inconsistent MVPA pattern was
associated with a 31% increased risk (HR 1.31, 95% CI
1.22‐1.41; Figure 4B), whereas an inconsistent LPA pattern
was associated with a 14% increased risk (HR 1.14, 95% CI
1.01‐1.30; Figure 4B). In subgroup analysis, we found no
statistically significant association between the inconsistent
LPA pattern and all-cause mortality (HR 1.06, 95% CI
0.91‐1.23; Figure 5).
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Figure 4. Forest plot of hazard ratios (HRs) from the multivariate Cox regression model. Outcome: all-cause mortality. Exposure: inconsistent PA
patterns (distinguishing between individuals with consistent [actual vs predicted optimal PA patterns] and inconsistent PA patterns). In Figure 4A, the
exposure is a binary variable (consistent vs inconsistent); in Figure 4B, it is a categorical variable with 3 levels (consistent [reference group], inconsistent
MVPA pattern, and inconsistent LPA pattern). The Cox regressions were analyzed and sorted by HR. BP: blood pressure; HbA1c: glycated hemoglobin;
LPA: light physical activity; MVPA: moderate to vigorous physical activity; PA: physical activity; UKB: UK Biobank.
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Figure 5. Forest plot of hazard ratios (HRs) from the multivariate Cox regression model in the nonbaseline subgroup. Outcome: all-cause mortality.
Exposure: inconsistent PA patterns (distinguishing between individuals with consistent [actual vs predicted optimal PA patterns] and inconsistent PA
patterns) with 3 levels (consistent [reference group], inconsistent MVPA pattern, and inconsistent LPA pattern). The nonbaseline group comprises
participants whose actually observed PA pattern was not the “baseline PA” pattern. The Cox regressions were analyzed and sorted by HR. BP: blood
pressure; HbA1c: glycated hemoglobin; LPA: light physical activity; MVPA: moderate to vigorous physical activity; PA: physical activity; UKB: UK
Biobank.

Sensitivity Analyses
The results of the sensitivity analyses are demonstrated in
Multimedia Appendix 12. The results of the first sensitivity
analysis using the NHANES data showed that an inconsistent
PA pattern was associated with a 26% increase in all-cause
mortality risk (HR 1.26, 95% CI 1.06‐1.51), compared to
individuals with consistent actual and predicted optimal PA
patterns. The analyses of the associations between inconsistent
MVPA or LPA patterns and mortality, as well as subgroup
analyses, also yielded results similar to those in the UKB cohort.
The results of the second sensitivity analysis using
cause-specific mortality outcomes indicated that an inconsistent
PA pattern was associated with an 18% increase in cancer
mortality risk (HR 1.18, 95% CI 1.07‐1.30) and a 33% increase
in CVD mortality risk (HR 1.33, 95% CI 1.18‐1.49). Subgroup
analyses revealed that the inconsistent LPA pattern was not
statistically significantly associated with either cancer or CVD
mortality in the UKB cohort. In the third sensitivity analysis,
we used the prepandemic dataset for external validation. The
results showed that the Brier score of our model for predicting
5-year mortality was 2.0% (95% CI 1.8%‐2.3%), and the AUC
was 78.1% (95% CI 75.3%‐80.8%). In addition, both the
overall and subgroup analyses indicated no statistically
significant associations between the inconsistent LPA pattern
and all-cause mortality. The results of the fourth sensitivity
analysis were consistent with those of the primary analysis.

Discussion

Principal Findings
On the basis of the analysis of 2 temporally and geographically
distinct cohorts, we found that patients’ individual characteristics
modified the benefit of PA patterns on all-cause mortality. Our
findings in recognition of the best potential PA pattern revealed
that up to 67.6% of patients with high BP were advised to
engage in over 150 minutes of MVPA per week (37.2% for
active regular and 30.4% for active WW). However, we also
found that only 31.8% of them were actually with the predicted
optimal PA pattern. In other words, according to the prediction
model, a significant portion of the participants may not follow
the most suitable PA pattern based on their underlying personal
characteristics. Moreover, we found that the risk of death was
significantly lower when current PA patterns were consistent
with the predicted optimal patterns. This suggests the urgent
need to implement standardized, individualized, and
evidence-based PA pattern recommendations for patients with
hypertension to enhance their prognosis.

Our subgroup analysis of the nonbaseline participants revealed
no statistically significant associations between the inconsistent
LPA pattern and all-cause mortality. As the subgroup with an
inconsistent LPA pattern among nonbaseline participants was
predominantly engaged in MVPA, this null finding suggests
that increasing PA intensity and volume beyond the predicted
levels may not offer additional benefits. Therefore, identifying
such subgroups may be important, as simple goals could increase
patients’confidence [32] and adherence [33] to PA engagement.
However, while our study strongly supports the importance of
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meeting the minimum PA intensity threshold, evidence on the
potential harm of excessive exercise beyond the predicted level
remains weak. This warrants further studies with stronger causal
evidence, such as randomized controlled trials [34,35].

Hypertension frequently coexists with cardiovascular disease,
obesity, diabetes, or cognitive decline, particularly among older
adults [36-39]. These comorbidities complicate PA management
in hypertensive patients due to two key challenges: (1) older
people with comorbidities tend to have limited physical ability
to engage in MVPA [40] and (2) VPA may attenuate PA’s
cardiovascular benefits by inducing adverse cardiac remodeling
in vulnerable individuals [41-43]. Consequently, PA regimens
should be tailored to individual physical conditions, and our
model provides insights to guide this personalization. For
instance, the identified interaction terms reveal that the
associations between specific PA patterns and mortality differ
by comorbidity. Specifically, for patients with MI who are
engaged in cardiac rehabilitation, regular MVPA may offer
greater benefits [44]. Hypertensive individuals with diabetes
may benefit more from light-intensity PA, as excessive exercise
could lead to hypoglycemia [45]. Additionally, participants with
a stroke comorbidity are more likely to benefit from a lower
level of PA due to the physical limitations and health risks
associated with stroke recovery. Light-intensity PA offers a
safer, more sustainable option, promoting cardiovascular health
and functional recovery without overwhelming the individual
[46,47]. However, for high-comorbidity groups, the
model-predicted optimal pattern may serve as a prognostic
marker rather than a prescriptive target for exercise limitation
due to potential unmeasured confounders.

Advances in artificial intelligence have the potential to make
personalized health advice more accessible and affordable for
a broader range of individuals [48,49]. The model derived and
online application proposed in this study could simulate various
prognostic scenarios under different PA patterns for adults with
hypertension and help patients choose the individualized PA
pattern. Importantly, our algorithm can be integrated into current
practices that rely on in-person assessments and regular
follow-ups, as a support but not as a replacement for the
physicians’ professionalism and experience [50].

Study Limitations
This study also has several limitations. First, PA patterns were
assessed at baseline using a short-term (7 d) estimate, whereas

the median follow-up was 9.5 years for UKB and 14.3 years
for NHANES. This may not accurately reflect typical PA
patterns over time. Additionally, our predictive model assumes
a static PA pattern, which limits its clinical applicability.
Second, although we prioritized covariate data from the repeat
assessment (2012‐2013) to align with the accelerometer
measurement period (2013‐2015), most of the covariate data
were sourced from the baseline assessment (2006‐2010). This
introduces the risk of measurement error due to temporal
changes in lifestyle or health status, thereby compromising the
tool’s real-world predictive accuracy. Third, the ML model we
developed was based on the observation survey rather than a
randomized controlled trial, so the capacity of our results to
elucidate causal relationships is limited. Fourth, the observed
association between the “inconsistent PA pattern” and higher
mortality risk may be influenced by residual confounding from
unmeasured health-seeking behaviors. While our sensitivity
analysis results have enhanced the reliability of our conclusions,
the unmeasured confounders cannot be overlooked. Fifth, the
majority of participants were White, which limits the
generalizability of the model and means its predictions may
have limited applicability to non-White populations. Sixth, the
prediction model was trained and validated using objective
accelerometer data; however, the use of self-reported sedentary
time as input in the web application may result in inaccurate
survival predictions [51]. In addition, the reliance on objective
sedentary time and the need for recent blood biochemical marker
data may limit the tool’s applicability to the general public and
primary prevention. Finally, as the optimal PA pattern driven
by small increases in survival probability may lack clinical
significance, establishing an appropriate threshold should be
an important focus for future research. In addition, the threshold
selection of the “active LPA pattern” merits further inquiry to
verify its biological and clinical significance.

Conclusions
Our study found that the optimal PA pattern was heterogeneous
based on individuals’ underlying characteristics, whereas only
a few participants actually followed the most suitable PA pattern
as we predicted. The algorithm presented herein could assist in
assigning patients with high BP to the individualized PA pattern
based on their specific characteristics, which can be easily
accessed through an online application.
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Alexis Geoffroy7,8,9, MD, PhD
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2Academic Digital Medical Hub, AP-HP, Paris, France
3Department of Psychiatry, Saint-Antoine Hospital, AP-HP, Sorbonne Université, Paris, France
4Infrastructure for Clinical Research in Neurosciences (iCRIN), Paris Brain Institute, Paris, France
5Humans Matter, Paris, France
6Geminicis, Paris, France
7Département de psychiatrie et d'addictologie, AP-HP, GHU Paris Nord, DMU Neurosciences, Hôpital Bichat-Claude-Bernard, Paris, France
8Centre ChronoS, GHU Paris psychiatrie & neurosciences, Paris, France
9Université Paris Cité, Inserm, NeuroDiderot, Paris, France

Corresponding Author:
Corinne Isnard-Bagnis, MD, PhD
Nephrology Department, Pitié-Salpêtrière Hospital, AP-HP, Sorbonne Université, 47-83 boulevard de l'Hôpital, Paris, France

Related Article:
 
Correction of: https://www.jmir.org/2025/1/e72184
 

(J Med Internet Res 2026;28:e89383)   doi:10.2196/89383

In “Acceptability of Health Information Technology by Health
Care Professionals: Where We Are Now and How We Can Fill
the Gap” [1], the authors noted incomplete affiliations for
authors CIB, SM, and PAG.

The previous list of affiliations was as follows:

Corinne Isnard Bagnis, MD, PhD1, Stéphane

Mouchabac, MD2, Riadh Lebib, PhD3, Hervé Bismut,

PhD4, Pierre A Geoffroy, MD, PhD5

1Department of Nephrology, Pitié-Salpêtrière
Hospital, APHP Sorbonne Université, Paris, France
2Department of Psychiatry, Saint-Antoine Hospital,
APHP Sorbonne Université, Paris, France
3Humans Matter, Paris, France
4Geminicis, Paris, France
5Department of Psychiatry, Hôpital
Bichat-Claude-Bernard, Paris, France

This has been revised to:

Corinne Isnard Bagnis, MD, PhD1,2, Stéphane

Mouchabac, MD3,4, Riadh Lebib, PhD5, Hervé

Bismut, PhD6, Pierre A Geoffroy, MD, PhD7-9

1Nephrology Department, Pitié Salpêtrière Hospital,
AP-HP, Sorbonne Université, Paris, France
2Academic Digital Medical Hub, AP-HP, Paris,
France
3Department of Psychiatry, Saint-Antoine Hospital,
AP-HP, Sorbonne Université, Paris, France.
4Infrastructure for Clinical Research in Neurosciences
(iCRIN), Paris Brain Institute, Paris, France
5Humans Matter, Paris, France
6Geminicis, Paris, France
7Département de psychiatrie et d'addictologie,
AP-HP, GHU Paris Nord, DMU Neurosciences,
Hôpital Bichat - Claude-Bernard, Paris, France
8Centre ChronoS, GHU Paris psychiatrie &
neurosciences, Paris, France
9Université Paris Cité, Inserm, NeuroDiderot, Paris,
France

These corrections will appear in the online version of the paper
on the JMIR Publications website, together with the publication
of this correction notice. Because these were made after
submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Corrigenda and Addenda

Correction: Combining Artificial Intelligence and Human Support
in Mental Health: Digital Intervention With Comparable
Effectiveness to Human-Delivered Care

Clare E Palmer1, PhD; Emily Marshall1, PGCert, PGDip; Edward Millgate1, PhD; Graham Warren1, PhD; Michael

Ewbank1, PhD; Elisa Cooper1, PhD; Samantha Lawes1, PhD; Alastair Smith1, MEng; Chris Hutchins-Joss1, MSc;

Jessica Young1, MSc; Malika Bouazzaoui1, MBA, MSc; Morad Margoum2, MSc; Sandra Healey2, PGDip; Louise

Marshall1, PhD; Shaun Mehew1, PGCert, PGDip; Ronan Cummins1, PhD; Valentin Tablan1, PhD; Ana Catarino1,

PhD; Andrew E Welchman1, PhD; Andrew D Blackwell1, PhD
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Related Article:
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(J Med Internet Res 2026;28:e88640)   doi:10.2196/88640

In “Combining Artificial Intelligence and Human Support in
Mental Health: Digital Intervention With Comparable
Effectiveness to Human-Delivered Care” [1], the authors noted
one error.

Author CH-J was previously listed with no academic
qualifications. His qualification has been revised to “MSc.”

The correction will appear in the online version of the paper on
the JMIR Publications website, together with the publication
of this correction notice. Because this was made after submission
to PubMed, PubMed Central, and other full-text repositories,
the corrected article has also been resubmitted to those
repositories.
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Corrigenda and Addenda

Correction: Effectiveness of a Web-Based Medication Education
Course on Pregnant Women’s Medication Information Literacy
and Decision Self-Efficacy: Randomized Controlled Trial

Suya Li1*, MSN; Hui-Jun Chen2*, MD; Jie Zhou1, MSN; Yi-Bei Zhouchen1, MNS; Rong Wang3, MSN; Jinyi Guo1,

MNS; Sharon R Redding4, EdD; Yan-Qiong Ouyang1, MD
1School of Nursing, Wuhan University, Wuhan, China
2Department of Obstetrics, Zhongnan Hospital of Wuhan University, Wuhan, China
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(J Med Internet Res 2026;28:e91835)   doi:10.2196/91835

In “Effectiveness of a Web-Based Medication Education Course
on Pregnant Women’s Medication Information Literacy and
Decision Self-Efficacy: Randomized Controlled Trial” [1], the
authors noted an error in the affiliations.

The affiliation of authors SL, JZ, YBZ, JG, and YQO was
previously shown as:

1Wuhan University

This affiliation has been revised to the following:

1School of Nursing, Wuhan University

The correction will appear in the online version of the paper on
the JMIR Publications website, together with the publication
of this correction notice. Because this was made after submission
to PubMed, PubMed Central, and other full-text repositories,
the corrected article has also been resubmitted to those
repositories.
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Corrigenda and Addenda

Correction: Culturally Adapted Guided Internet-Based Cognitive
Behavioral Therapy for Hong Kong People With Depressive
Symptoms: Randomized Controlled Trial

Jia-Yan Pan1, PhD; Jonas Rafi2, PhD
1Department of Social Work, Hong Kong Baptist University, Hong Kong, China (Hong Kong)
2Department of Psychology, Stockholm University, Stockholm, Sweden
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Related Article:
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(J Med Internet Res 2026;28:e88495)   doi:10.2196/88495

In “Culturally Adapted Guided Internet-Based Cognitive
Behavioral Therapy for Hong Kong People With Depressive
Symptoms: Randomized Controlled Trial”[1], the authors noted
some errors.

One sentence has been changed. In the “Measurements” section,
the third sentence in the third paragraph originally appeared as
follows:

Item scores were summed for the positive and negative
subscales, with higher total scores indicating more
positive and negative automatic thoughts,
respectively.

This sentence now reads:

Item scores were averaged for the positive and
negative subscales, with higher total scores indicating
more positive and negative automatic thoughts,
respectively.

The originally published Tables 2 and 4 have been revised due
to typos. The new Table 2 and Table 4 that are replacing the
original published versions are shown below (with changes
marked in italics).
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Table 2. Comparison of treatment effects between active and WLCa groups at post-treatment (intent-to-treat analysis).

Within group effect size
(95% CI)

Between group effect
size d (95% CI)

Adjusted difference (95% CI)Unadjusted mean
(SD)

Outcome

WLCAppWebApp vs WLWeb vs
WL

P valueApp vs WLP valueWeb vs
WL

WLAppWeb

0.45 (0.2 to
0.71)

1.64 (1.33
to 1.94)

1.48 (1.18
to 1.78)

1.15 (0.88
to 1.43)

1.07 (0.81
to 1.34)

<.001–9.38
(–11.65 to
–7.10)

<.001–8.24
(–10.52 to
–5.96)

18.02
(9.02)

9.43
(8.45)

9.40
(8.90)

BDI-IIb

0.46 (0.19
to 0.73)

1.69 (1.36
to 2.02)

1.11 (0.81
to 1.41)

0.95 (0.63
to 1.27)

0.78 (0.52
to 1.04)

<.001–4.50
(–5.89 to
–3.12)

<.001–3.07
(–4.46 to
–1.67)

8.99
(4.58)

5.24
(3.65)

5.59
(4.43)

PHQ-9c

0.64 (0.38
to 0.9)

2.21 (1.87
to 2.55)

1.64 (1.34
to 1.95)

1.11 (0.83
to 1.39)

1.05 (0.77
to 1.32)

<.001–4.49 (–5.6
to –3.38)

<.001–3.65
(–4.75 to
–2.54)

5.35
(3.85)

1.53
(2.77)

1.60
(3.06)

GHQ-12d

0.37 (0.11
to 0.62)

0.88 (0.59
to 1.15)

0.64 (0.37
to 0.91)

0.54 (0.29
to 0.8)

0.37 (0.11
to 0.63)

<.001–3.32
(–5.17 to
–1.47)

.009–2.47
(–4.33 to
–0.62)

11.09
(7.49)

8.49
(6.69)

8.89
(7.89)

BAIe

–0.30
(–0.55 to
0.04)

–0.93
(–1.22 to
–0.65)

–0.88
(–1.16 to
–0.6)

–0.61 (–0.9
to –0.32)

–0.63 (–0.9
to –0.37)

<.0010.40 (0.24
to 0.55)

<.0010.38 (0.22
to 0.54)

1.98
(0.58)

2.33
(0.67)

2.40
(0.71)

Positive
automatic
thoughts

0.28 (0.02
to 0.53)

1.00 (0.72
to 1.28)

0.83 (0.55
to 1.11)

0.66 (0.35
to 0.97)

0.63 (0.37
to 0.90)

<.001–0.48
(–0.68 to
–0.27)

<.001–0.43
(–0.63 to
–0.22)

2.29
(0.80)

1.89
(0.63)

1.85
(0.78)

Negative
automatic
thoughts

–0.30
(–0.55 to
–0.04)

–1.10
(–1.38 to
–0.81)

–0.89
(–1.17 to
–0.61)

–0.60 (–0.9
to –0.3)

–0.56
(–0.84 to
–0.27)

<.0010.43 (0.26
to 0.60)

<.0010.35 (0.18
to 0.52)

2.89
(0.68)

3.27
(0.62)

3.26
(0.69)

Positive
emotions

0.50 (0.24
to 0.75)

1.21 (0.91
to 1.5)

1.06 (0.78
to 1.34)

0.65 (0.38
to 0.91)

0.64 (0.37
to 0.91)

<.001–0.47
(–0.66 to
–0.27)

<.001–0.45
(–0.64 to
–0.25)

3.33
(0.74)

2.92
(0.69)

2.91
(0.82)

Negative
emotions

aWLC: waitlist control.
bBDI-II: Beck Depression Inventory-II.
cPHQ-9: 9-item Patient Health Questionnaire.
dGHQ-12: 12-item General Health Questionnaire.
eBAI: Beck Anxiety Inventory.
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Table 4. Comparisons between web-based and app-based iCBTa groups on primary and secondary outcome measures at post-treatment (intention-to-treat
analysis).

Within-group effect size (95% CI)Between-group effect
size d (95% CI)

P valueAdjusted difference
(95% CI)

Unadjusted mean (SD)Measure and
time

AppWebAppWeb

BDI-IIb

N/AN/AN/AN/AN/Ac23.66 (8.77)22.24 (8.52)Baseline 

1.64 (1.33 to 1.94)1.48 (1.18 to 1.78)–0.01 (–0.3 to 0.28).870.21 (–2.28 to 2.70)9.43 (8.45)9.40 (8.90)Post 

1.67 (1.32 to 2.02)1.45 (1.1 to 1.8)0.03 (–0.34 to 0.4).93–0.14 (–3.11 to 2.83)9.15 (8.51)9.43 (9.58)3 months 

1.04 (0.69 to 1.38)1.40 (1.05 to 1.74)–0.37 (–0.76 to 0.02).38–1.37 (–4.46 to 1.72)13.47 (12.24)10.15 (9.03)6 months 

PHQ-9d

N/AN/AN/AN/AN/A12.07 (4.27)10.77 (4.9)Baseline 

1.69 (1.36 to 2.02)1.11 (0.8 to 1.41)0.07 (–0.22 to 0.36).630.35 (–1.08 to 1.77)5.24 (3.65)5.59 (4.43)Post 

1.55 (1.18 to 1.91)1.16 (0.81 to 1.51)–0.1 (–0.47 to 0.28).75–0.27 (–1.94 to 1.41)5.83 (3.57)5.41 (4.01)3 months 

0.97 (0.62 to 1.33)0.95 (0.59 to 1.31)–0.39 (–0.79 to 0.01).35–0.86 (–2.67 to 0.94)7.65 (5.06)5.94 (5.44)6 months 

GHQ-12e

N/AN/AN/AN/AN/A8.4 (3.31)7.46 (3.86)Baseline 

2.21 (1.87 to 2.55)1.64 (1.34 to 1.95)0.02 (–0.27 to 0.31).910.05 (–0.84 to 0.93)1.53 (2.77)1.60 (3.06)Post 

2.12 (1.74 to 2.49)1.54 (1.19 to 1.89)0.05 (–0.32 to 0.42).88–0.08 (–1.17 to 1)1.69 (2.82)1.85 (3.02)3 months 

1.39 (1.03 to 1.74)1.54 (1.19 to 1.89)–0.52 (–0.91 to –0.12).01–1.46 (–0.33 to –2.59)3.49 (4.10)1.77 (3.20)6 months 

BAIf

N/AN/AN/AN/AN/A15.36 (8.8)14.53 (9.29)Baseline 

0.88 (0.59 to 1.15)0.64 (0.37 to 0.91)0.06 (–0.23 to 0.36).560.53 (–1.25 to 2.31)8.49 (6.69)8.89 (7.89)Post 

0.89 (0.57 to 1.21)0.80 (0.47 to 1.12)–0.05 (–0.42 to 0.32).590.59 (–1.56 to 2.73)8.03 (6.78)7.67 (6.42)3 months 

0.64 (0.31 to 0.98)0.74 (0.42 to 1.07)–0.25 (–0.64 to 0.14).780.32 (–1.91 to 2.56)9.88 (7.72)7.89 (7.99)6 months 

Positive automatic thoughts

N/AN/AN/AN/AN/A1.79 (0.52)1.85 (0.55)Baseline 

–0.93 (–1.21 to
–0.65)

–0.88 (–1.16 to –0.6)0.1 (–0.19 to 0.39).930.01 (–0.18 to 0.2)2.33 (0.67)2.40 (0.71)Post 

–1.03 (–1.36 to
–0.71)

–1.08 (–1.41 to
–0.75)

0.07 (–0.3 to 0.44).38–0.1 (–0.32 to 0.12)2.44 (0.84)2.49 (0.67)3 months 

–0.63 (–0.96 to
–0.29)

–0.93 (–1.26 to –0.6)0.47 (0.08 to 0.86).520.08 (–0.16 to 0.31)2.15 (0.71)2.46 (0.85)6 months 

Negative automatic thoughts

N/AN/AN/AN/AN/A2.65 (0.85)2.55 (0.88)Baseline 

1 (0.72 to 1.28)0.83 (0.55 to 1.1)–0.04 (–0.33 to 0.25).86–0.02 (–0.22 to 0.18)1.89 (0.63)1.85 (0.78)Post 

1.02 (0.7 to 1.34)0.97 (0.64 to 1.29)–0.09 (–0.46 to 0.28).81–0.03 (–0.27 to 0.21)1.82 (0.71)1.74 (0.68)3 months 

0.68 (0.34 to 1.02)0.93 (0.6 to 1.26)–0.38 (–0.77 to 0.01).24–0.15 (–0.4 to 0.1)2.05 (0.93)1.75 (0.78)6 months 

Positive emotions

N/AN/AN/AN/AN/A2.65 (0.54)2.72 (0.54)Baseline 

–1.1 (–1.38 to
–0.81)

–0.89 (–1.17 to
–0.61)

–0.04 (–0.33 to 0.25).87–0.03 (–0.22 to 0.16)3.27 (0.62)3.26 (0.69)Post 

–1.07 (–1.39 to
–0.74)

–0.89 (–1.21 to
–0.56)

–0.12 (–0.49 to 0.25).93–0.1 (–0.33 to 0.13)3.33 (0.81)3.26 (0.75)3 months 

–0.54 (–0.88 to
–0.21)

–0.85 (–1.18 to
–0.52)

0.4 (0.01 to 0.79).380.12 (–0.11 to 0.36)2.97 (0.72)3.24 (0.75)6 months 
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Within-group effect size (95% CI)Between-group effect
size d (95% CI)

P valueAdjusted difference
(95% CI)

Unadjusted mean (SD)Measure and
time

AppWebAppWeb

Negative emotions

N/AN/AN/AN/AN/A3.78 (0.73)3.73 (0.75)Baseline 

1.21 (0.91 to 1.5)1.06 (0.78 to 1.34)–0.02 (–0.31 to 0.28).63–0.02 (–0.23 to 0.2)2.93 (0.69)2.91 (0.82)Post 

1.17 (0.84 to 1.5)1.23 (0.89 to 1.57)–0.19 (–0.56 to 0.18).75–0.07 (–0.32 to 0.18)2.93 (0.73)2.78 (0.85)3 months 

0.8 (0.46 to 1.13)1.09 (0.75 to 1.42)–0.39 (–0.78 to 0).35–0.1 (–0.36 to 0.16)3.17 (0.88)2.86 (0.91)6 months 

aiCBT: internet-based cognitive behavioral therapy
bBDI-II: Beck Depression Inventory-II.
cN/A: not applicable.
dPHQ-9: 9-item Patient Health Questionnaire.
eGHQ-12: 12-item General Health Questionnaire.
fBAI: Beck Anxiety Inventory.

The correction will appear in the online version of the paper on
the JMIR Publications website, together with the publication
of this correction notice. Because this was made after submission

to PubMed, PubMed Central, and other full-text repositories,
the corrected article has also been resubmitted to those
repositories.
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Abstract

Artificial intelligence–generated informed consent forms for oral surgery demonstrated higher quality and better readability than
conventional web-based forms, though both fell short of recommended comprehension levels.

(J Med Internet Res 2026;28:e59851)   doi:10.2196/59851
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oral surgical procedures; informed consent; quality control; artificial intelligence; oral surgery; consent form; AI; dental health;
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Introduction

Informed consent is a foundational element of ethical and legal
medical care, ensuring patients understand the nature, risks, and
alternatives of proposed treatments [1,2]. In oral surgery, where
procedures can be complex and invasive, clear and high-quality
informed consent forms (ICFs) are especially critical. However,
many ICFs exceed the recommended 6th-grade reading level,
limiting patient comprehension [3]. With the recent rise of
artificial intelligence (AI), particularly large language models
(LLMs), there is growing interest in their potential to improve
patient communication [4,5]. This study aimed to assess the
quality and readability of conventional, web-based oral surgery
ICFs and compare them to those generated by AI-based LLMs.

Methods

Ten common oral surgery procedures were selected (ie,
apicoectomy, biopsy, bone augmentation, cystectomy, dental
implants, incision and drainage, local anesthesia, periodontal
surgery, tooth extraction, and wisdom tooth removal). Using
Google Chrome in incognito mode, 300 web-based ICFs (ie,
30 per procedure) were collected (see search strategy in
Multimedia Appendix 1). In parallel, four LLMs (ChatGPT 3.5,
Claude, Bard, and Bing Chat) were prompted to generate ICFs
for the same procedures using standardized requests. Per every
procedure and LLM, two basic and non-directive prompts were

developed to minimize bias and ensure neutrality, resulting in
80 AI-generated ICFs (see Multimedia Appendix 1).
Subsequently, two oral and maxillofacial surgeons screened the
collected forms using predefined inclusion and exclusion criteria
(see Multimedia Appendix 1).

Quality was assessed using a newly developed alteration of the
well-established DISCERN instrument [6], namely the Graz
Assessment Tool for Written Informed Consent Keypoints
(GATWICK; see Multimedia Appendix 1). It was validated
through expert review for content relevance and consistency.
It includes 11 items scored on a 5-point Likert scale (total score
range 11‐55). Two oral and maxillofacial surgery residents
independently rated all forms. Readability was evaluated using
six established formulas (ie, Automated Readability Index,
Coleman-Liau, Flesch-Kincaid, FORCAST, Gunning Fog, and
Simple Measure of Gobbledygook), and an average reading
grade level was calculated [7]. Statistical analyses included the
Mann-Whitney U test, Kruskal-Wallis test, and Kendall tau-b,
with significance set at P≤.05.

Results

Of 380 screened documents, 213 ICFs met the inclusion criteria:
136 web-based and 77 AI-generated ones. The inter-rater
reliability for GATWICK scores was excellent (intraclass
correlation coefficient=0.948).
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Regarding the quality, AI-generated ICFs had significantly
higher total GATWICK scores compared to web-based ones
(median 32.5, IQR 28-35.5 vs median 27.5, IQR 20.375-37;
P=.007). Items related to treatment alternatives, rationale for
recommended intervention, and discussion of options scored
particularly higher in AI-generated forms. Web-based ICFs
scored better in perioperative behavior instructions.

Considering the readability, web-based forms were significantly
harder to read (median grade level 12.45, IQR 11.3-13.325)
than AI-generated forms (median 10.7, IQR 10.1-12.4; P<.001),
although neither met the recommended 6th-grade level.
Readability was weakly correlated with overall quality (τ=0.132;
P=.005).

The word count was higher for web-based forms (median 794
words, IQR 475.25-1068.75 words) than AI-generated ones
(median 338 words, IQR 296-381 words; P<.001). Longer forms
showed a weak correlation with higher quality (τ=0.270;
P<.001).

Among LLMs, ChatGPT-powered services (ie, ChatGPT 3.5
and Claude) scored significantly higher in terms of quality. ICFs
on tooth extraction scored significantly worse when compared
with periodontal surgery forms. AI-generated informed consent
forms performed significantly better than conventional versions,
with notable differences across oral surgical procedures and
among the types of LLMs used (Table 1).

Table . Quality of informed consent forms (ICFs) measured through the GATWICK (Graz Assessment Tool for Written Informed Consent Keypoints)
score.

P valueMedian (IQR)Quality

.007a    Overall quality

27.50 (20.125-37)        Conventional (i.e., web-based) ICFs

32.50 (28-36.25)        Artificial intelligence-generated ICFs

31.00 (23-37)        All combined

.004b    Differences by procedure

27.00 (21.75-34.875)        Apicoectomy

30.50 (25.75-33)        Biopsy

31.50 (25.75-37.5)        Oral bone augmentation

31.25 (23-33.875)        Dental cystectomy

33.25 (20.625-37.125)        Dental implants

31.50 (23.5-39.5)        Oral incision and drainage

28.50 (21-34.5)        Dental local anesthesia

36.50 (32.5-42)        Periodontal surgery

23.50 (20-32.75)        Tooth extraction

28.25 (20-36.875)        Wisdom tooth removal

<.001b    Differences by large language model

34.25 (33-37)        ChatGPT

40.50 (35-43)        Claude

30.00 (27.25-31.75)        Bing Chat

26.50 (22.75-31.375)        Google Bard

aMann-Whitney U test.
bKruskal-Wallis test.

Discussion

Principal Findings
This study found that conventional oral surgery ICFs available
online are generally of modest quality and exceed recommended
reading levels. AI-generated ICFs outperformed web-based
ones in both quality and readability, although they too fell short
of ideal readability standards.

These findings are consistent with prior research across medical
disciplines, which show that most ICFs are written at a level

too advanced for the average patient [8,9]. Notably,
AI-generated forms more consistently addressed key informed
consent components such as treatment alternatives and rationale,
suggesting that LLMs may serve as valuable tools in drafting
patient-centered documents. However, AI models may also
produce inaccuracies or omit procedure-specific nuances,
highlighting the need for expert review [10].

The limitations of this study include its focus on
English-language materials and the variability inherent in AI
outputs depending on prompt phrasing or model version. While
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the GATWICK tool demonstrated strong reliability, further
validation is needed.

Conclusion
AI-based LLMs offer a promising avenue for improving the
quality and accessibility of oral surgery informed consent

documents. Future efforts should focus on refining AI outputs
and integrating clinician oversight to ensure accuracy,
comprehensiveness, and patient comprehension.
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Abstract

Inflation-adjusted funding for artificial intelligence and machine learning research increased by 233% between fiscal year 2019
and 2023, outpacing the overall National Institutes of Health’s budget increase of 12%.

(J Med Internet Res 2026;28:e84861)   doi:10.2196/84861
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Introduction

Artificial intelligence (AI) and machine learning (ML)
technologies have begun to revolutionize the practice of
medicine. Recent studies have shown that 2 in 3 physicians
currently use AI in their clinical practice and more than 3 in 4
scientists currently use AI in their research [1]. Recognizing
the growing importance of AI tools, the National Institutes of
Health (NIH) began tracking AI and ML as its own funding
category in fiscal year (FY) 2019. While previous studies have
broadly assessed NIH funding trends for AI and ML research,
no studies report data more recently than 2020 [2,3]. Moreover,
little is known about the principal investigators (PIs) driving
this research. In this study, we aimed to examine trends in
NIH-funded AI and ML research and characterize the population
of funded PIs.

Methods

We conducted a cross-sectional study of NIH RePORTER
(Research Portfolio Online Reporting Tools Expenditures and
Results) data between October 1, 2018, and September 30, 2023.
We extracted studies indexed under the “Machine Learning and
Artificial Intelligence” funding category and collected data on
funding institute, mechanism, and award amount (in US $). We
also selected a random sample of approximately 25% of PIs
who were awarded grants, and we conducted an internet search
to collect data on educational background (eg, MD), research
setting (eg, academic), and clinical specialty (as appropriate).

We searched official websites (eg, university), LinkedIn, or
publicly available curriculum vitae. To account for potential
differences in educational background (eg, PhD) and clinical
specialty (eg, internal medicine) among PIs funded by different
institutes, we balanced our random sampling according to the
original institute-level proportions of funded grants. Three
authors (JM, JPL, and JSF) conducted the search. CIs for
proportions were calculated using the Wald method. Tests of
trend were conducted using Poisson and linear regression, as
appropriate. Analyses were performed using Stata/SE (version
17.0; StataCorp LLC).

Results

Total active projects (including multiyear grants) increased from
1229 to 3449 and total funding increased nominally from US
$0.6 billion to $2.3 billion between NIH FY 2019 and 2023
(Figure 1).

There were 5418 unique projects from 4365 unique researchers.
Funding trends according to NIH institute and grant mechanism
are available in Figures S1 and S2 in Multimedia Appendix 1.
We randomly selected approximately 25% of PIs (1091/4395)
to conduct further data extraction via internet searches. Among
this random sample, the most common educational background
was PhD only (70%, 758/1091), followed by MD or DO only
(11%, 115/1091), and MD or PhD (9%, 93/1091) (Table S1 in
Multimedia Appendix 1). Individuals with only a PhD accounted
for 64% of funding dollars, compared to 18% of those with a
medical doctoral degree (eg, MD or DO) but no PhD, and 11%
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for those with a clinical or professional degree (RN, MD, or
PharmD) and a PhD. There were 251/1091 (23%) PIs who held
medical doctoral degrees (MD or DO), and of these, 229 (91%,

95% CI 87%-94%) listed residency training. The proportions
of total projects and funding dollars by medical specialty are
available in Figure 2.

Figure 1. Overall National Institutes of Health (NIH)–funded artificial intelligence and machine learning research projects and funding (in US $)
between NIH fiscal year 2019 and 2023. Plotted funding (US $) represents nominal values unadjusted for inflation. Inflation-adjusted values are presented
in Table S2A and S2B in Multimedia Appendix 1.
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Figure 2. (A) Proportions of total funded principal investigators (PIs) and (B) total funding by specialty. Data from random sample of 1091 unique PIs
with National Institutes of Health–funded projects in artificial intelligence or machine learning. CC: critical care; Gen: general; GI: gastroenterology;
ID: infectious diseases; IM: internal medicine; Med: medical; Peds: pediatrics; SS, subspecialty; Surg: surgery. *Includes general surgery, urology,
vascular surgery, transplant surgery, head and neck surgery, pediatric surgery, neurosurgery, obstetrics and gynecology. †Includes general pediatrics,
cardiology, infectious diseases, hematology/oncology, pulmonology, endocrinology, neonatology. ‡Includes endocrinology, rheumatology, nephrology,
hematology/oncology. §Includes emergency medicine, anesthesiology, pediatric emergency medicine, dermatology, and PIs with more than one specialty.

Discussion

In 2017, which was before the NIH began tracking AI and ML
as its own spending category, one study found that the NIH
supported 535 projects totaling US $264 million, representing
approximately 0.7% of the total NIH budget (NIH budget FY
2017; $34.301 billion) [2,4]. Our analysis of 2023 NIH
RePORTER funding revealed $2.3 billion in funding (including
direct, indirect, and supplemental costs) in this spending
category, representing approximately 4.7% of the total NIH
budget (NIH budget FY 2023; $49.2 billion) [4]. While the NIH
budget increased by 12% (adjusted for inflation) between 2019
and 2023, funding for AI and ML research increased by 233%
(adjusted for inflation) over this same period (Table S2A and
S2B in Multimedia Appendix 1) [4].

Most AI and ML researchers held only a PhD (70%), and this
group accounted for almost two-thirds of all NIH research
funding dollars in the AI and ML funding category. By contrast,
researchers who held a medical doctoral degree (MD or DO)
and who had completed a clinical residency program were
relatively underrepresented, accounting for less than 20% of
funded researchers and total research dollars. In our sample of
researchers who held a medical doctoral degree (MD or DO),
those with training in psychiatry had the most funded projects
and accounted for the third-highest proportion of funding dollars.
While the list of possible applications is extensive and growing,
notably, funding among specialties such as emergency medicine,
anesthesiology, dermatology, ophthalmology, and various
individual medical or surgical subspecialties was considerably
lower. These gaps are similar to those seen across other research

disciplines and represent clear targets for future NIH strategic
investment [5,6].

As US federal funding priorities have been modified by the
current administration and the NIH faces anticipated contraction
in federal discretionary spending for FY 2026, our findings
come at a critical moment [4,7]. Indeed, a recent study
demonstrated the potential “ripple effects” of NIH funding cuts,
including delays in innovation, workforce attrition, loss of talent
to universities and corporations overseas, and increased
long-term health care costs [8]. These proposed changes are
likely to substantially weaken the United States’ contributions
to this critical emerging field.

Our analysis included PIs, but data on coinvestigators were not
captured. Data related to PI education and training background
were obtained from publicly available online sources, which
may have been incomplete or outdated at the time of collection.
PIs with multiple specialties may have been misclassified. Our
spending estimates are higher than those published by the NIH
because we aggregated all funding (eg, direct costs, indirect
costs, subprojects, and supplemental costs); we believe this
methodology provides a more complete view of total research
funding [9]. While our random sample of PIs was balanced
according to institute-specific proportions, we cannot exclude
the possibility of sampling bias. Lastly, the study period overlaps
with the COVID-19 pandemic, which may confound funding
trends during this time.

In summary, we found that total NIH projects and funding
dollars increased substantially between 2019 and 2023. As the
US government has enacted substantial NIH budget cuts for FY
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2026, future studies are needed to examine the impact of current fiscal policy on future NIH-funded AI and ML research.
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Abstract

This study uses keyword filtering, a transformer-based algorithm, and inductive content coding to identify and characterize
cannabis adverse experiences as discussed on the social media platform Reddit and reports a total of 1177 self-reported adverse
experiences requiring medical attention.

(J Med Internet Res 2026;28:e82661)   doi:10.2196/82661
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Introduction

Cannabis is one of the most frequently used intoxicating
substances in the United States [1]. Changing policies and
attitudes have increased cannabis use, yet safety profiles for
different cannabis-derived products (CDPs) (eg, products
containing tetrahydrocannabinols, cannabidiol, or cannabinoids
derived from cannabis) are not well understood. Studies have
examined internet and social media data for health concerns
among cannabis users, including for adverse health outcomes
[2-8]. However, no study has specifically characterized the types
of adverse experiences requiring medical attention, as
self-reported online. We aimed to use a transformer-based

algorithm to identify and characterize adverse experiences
self-reported as requiring medical attention (SRRMA) on Reddit.

Methods

For this observational retrospective study, we collected
user-generated posts and comments from 27 subreddits(/r/)
related to cannabis use (Figure 1; Multimedia Appendix 1). A
set of keywords for adverse experiences SRRMA was used for
data mining and manual coding to generate a sample of “signal”
Reddit data (ie, posts about cannabis product adverse
experiences requiring medical attention: hospitalization, or
visiting a health care professional, emergency room, or urgent
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care). This initial sample of SRMMA prelabeled “signal” was joined with data from the full Reddit data corpus.

Figure 1. Summary of the study methodology, including data collection, data processing/filtering, BERT (bidirectional encoder representations from
transformers) analysis, and results (signal data): (1) data collection for cannabis-related subreddits (both posts and comments); (2) keyword filtering
for adverse experience self-reported as requiring medical attention (AE SRRMA)-related signals; (3) separation of sample of “signals” for general
adverse experiences (GAE) self-reported as not requiring medical attention and AE SRRMA; (4) use of BERT topic model (k=5, 10, 15, 20) after data
filtering with a sample of AE SRRMA keywords and labeled AE SRRMA data joined with the unlabeled dataset to analyze the full corpus of Reddit
posts and comments; (5) selection of BERT topic clusters with the highest yield of prelabeled signals for AE SRRMA that were manually annotated to
identify additional AE SRRMA signals (process repeated to achieve higher thematic saturation); newly identified signals were joined with the unlabeled
dataset for the next round of BERT topic modeling; and (6) AE SRRMA signal identification from Reddit posts and comments summarized in this
publication.
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Natural language processing was applied to cluster Reddit posts
and comments for further manual annotation. We used the
bidirectional encoder representations from transformers (BERT)
topic model with the Python (version 3.7) package BERTopic
(version 0.6.0), which is a pretrained, self-supervised
transformer-based algorithm that embeds texts, extracts topics,
and then clusters texts.

BERT was used to cluster groups of nonlabeled data with
SRRMA prelabeled signal data into k topic clusters, where the
value of k is determined according to the dataset size (5≤k≥20).
In each generated cluster, we calculated the percentages of
SRRMA prelabeled signal data in that topic cluster to estimate
how well that cluster was related to our SRRMA prelabeled
data (% of potential SRRMA prelabeled signal data in a cluster
that could be appended to the SRRMA prelabeled dataset =
amount of SRRMA prelabeled training signal data in a
cluster/amount of total data in a cluster). The higher the
percentage, the more likely the uncoded data were related to
our SRRMA prelabeled topic. Cluster selection was determined
based on the highest percentages. The new signals were then
added to our coded signal pool for the next iteration of BERT
modeling: we filtered the uncoded dataset with the keywords
repeatedly, combined the filtered uncoded data with all
prelabeled signal data, and then performed the next iteration of
BERT to find the best clusters to manually annotate for
identifying additional signals. Posts and comments from these
clusters were extracted, and an inductive coding approach was
used to label and characterize cannabis-related adverse
experiences and adverse experiences that met the SRRMA
criteria. Human ethics and consent to participate were not
applicable, as all information was from the public domain and
did not involve user interaction, and any identifiable information
was aggregated and removed from the results.

Results

We collected 1,795,478 Reddit posts/comments. After BERT
and coding, 1177 posts/comments comprising 1542
user-generated mentions of SRRMA adverse experiences for
cannabis products were detected between July 2017 and
December 2022 (Table 1). Coders (TKM, MN, MZ) achieved
a high intercoder reliability score (κ=0.90). From the 27
subreddits, the top 10 SRRMA adverse experiences were
vomiting (284/1542, 18.42%), nausea (171/1542, 11.09%),
panic attack (122/1542, 7.91%), abdominal/stomach pain
(96/1542, 6.23%), concern over elevated heart rate (92/1542,
5.97%), anxiety (60/1542, 3.89%), chest pain (53/1542, 3.44%),
general complaints of sickness (31/1542, 2.01%), symptoms
attributed to Cannabinoid Hyperemesis Syndrome (30/1542,
1.95%), and paranoia (30/1542, 1.95%). Additionally, 108
(9.18%) SRRMAs mentioned a CDP but not a specific adverse
experience. SRRMA adverse experiences included users
self-reporting seeking medical attention with visits/admissions
to hospitals (533/1177, 45.28%), emergency rooms (569/1177,
48.34%), health care professionals (70/1177, 5.95%), and urgent
care (5/1177, 0.43%).

For cannabis product use characteristics with an SRRMA, most
(988/1177, 83.94%) were inhalation (eg, inhaler, joint, vape)
followed by ingestion (59/1177, 5.01%; eg, edibles) products.
For users reporting intent of use (ie, post and comment), 94.65%
(1114/1177) were adult use (ie, recreational), followed by 3.57%
(42/1177) therapeutic (ie, for health benefit), 1.02% (12/1177)
unknown, 0.42% (5/1177) medical (ie, from a medical
dispensary), and 0.34% (4/1177) unintentional use. A subset of
users reported co-use with other substances, specifically tobacco
and nicotine products (n=7), prescription medications (eg,
alprazolam, antidepressants, n=22), illicit drugs (eg, lysergic
acid diethylamide, cocaine, n=5), and dual use with other
cannabinoids (eg, general tetrahydrocannabinol use, cannabidiol,
delta 8, n=12).

Table 1. Characteristics of adverse experiences self-reported as requiring medical attention, posted online on Reddit between July 2017 and December
2022.

Adverse Experiences Self-Reported as Requiring Medical Attention (AE SRRMA)aPost and comment
type/intent of use

Proportion of platform AE
SRRMA posts (N=1177),
n (%)

Urgent care
(n=5), n

Emergency room
visit (n=569), n

Health care professional
visit (n=70), n

Hospitalization
(n=533), n

5 (0.42)0401Medical

1114 (94.65)553066513Recreational

42 (3.57)023415Therapeutic

4 (0.34)0400Unintended

12 (1.02)0804Unknown

aAE SRRMA indicates that a cannabis user sought medical care because of a concern that their symptom or symptoms were serious or potentially
life-threatening. Intent of use categories included medical (user mentions acquiring a product from a medical dispensary); recreational (user mentions
using a cannabis product, price, or acquisition, in the context of a recreational or social event or circumstance); therapeutic (user mentions using a
cannabis product for medical reasons); unknown (could not be determined based on data that was available); and unintended (user mentions using a
cannabis-derived product accidentally or unintentionally).
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Discussion

We identified 1177 Reddit user-generated posts that described
CDP SRMMA adverse experiences. Results are similar to those
of a study analyzing 28,630 cannabis exposures/cases reported
to state poison control centers from 2017 to 2019 that found
CDP concentrates, vaporized liquids, and edibles documented
with “moderate or greater” medical outcomes (ie, effects usually
requiring a form of medical treatment) [9]. Studies using
transformer-based and large language models also found similar
reports of adverse experiences by Reddit users but only coded
for generalized adverse health outcomes [7] or only reviewed
a single subreddit (r/delta8) [8,9]. Our study builds on the
methodology of these prior studies by using a transformer-based
algorithm “seeded” with prelabeled signal data to find additional
unlabeled data—an approach similar to a few-shot learning
approach but without formal model training.

Study limitations include terms not inclusive of all cannabis
safety-related experiences and lack of cross-validation of users’
self-reports (eg, lack of validation with clinical data). Further,
social media data are not representative of all cannabis use
behavior, and what cannabis products may have led to adverse
experiences (eg, contaminated/adulterated products or products
not from licensed dispensaries) were unclear (eg, we observed
more Reddit discussions on adult-use cannabis [ie, recreational]
than on medical cannabis use, which may limit generalizability).
Though exploratory, study results may be used in conjunction
with other cannabis-related adverse experience surveillance
data (eg, National Poison Data System and FDA MedWatch
[6]) and can provide important context to adverse experiences
that result in medical attention for purposes of helping
consumers and clinicians better understand potential cannabis
risks.
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Abstract

Background: Frailty constitutes a growing challenge for health and social care systems around the world. In England, 35% of
adults aged 65 years and older live with frailty, with international estimates indicating that almost half of all hospital inpatients
within the same age group are frail. This population often experiences multimorbidity and frequent care transitions. Written
documentation and verbal handovers may lack the precision and nuance required to understand an older adult’s presentation and
support needs. Video recordings of individual patients, capturing aspects of their functional abilities and condition, may help to
enhance multidisciplinary team communication and care continuity, yet little is known about their use in the care of older inpatients
with frailty.

Objective: We aimed to evaluate the acceptability, feasibility of implementation, and perceived effectiveness of video-based
patient records (the Isla Health Digital Pathway Platform) for supporting the assessment and care of older inpatients with frailty
within the acute hospital setting.

Methods: A nonrandomized mixed methods pilot study was conducted within 3 acute medicine wards for older adults. The
video-based patient records intervention, permitting videos to be embedded securely within the electronic patient record, was
implemented over a 3-month period alongside usual care. Patient enrollment and retention figures; qualitative interviews with
patients, carers, and clinical staff; and video capture and view metrics were used to address the study objectives. The Theoretical
Framework of Acceptability of Healthcare Interventions was applied to the framework analysis of interview data, capturing
concepts such as intervention ethicality, burden, and coherence. Patient and public involvement and engagement informed each
research stage.

Results: Twenty-nine patients were enrolled (56.9%); 1 patient withdrew before receiving the intervention. Modal reasons given
by patients for nonparticipation included not wanting to take part in research (n=8) or feeling too unwell (n=2). Staff identified
multiple opportunities for capturing patient videos, including documentation of mobility assessments or seizures. The intervention
was considered acceptable on the grounds that safeguards were always in place, including secure data storage and upholding of
patient dignity. Implementation barriers and facilitators were identified; factors such as difficulties in capturing videos within
busy ward environments and scheduling issues were voiced by participants. Video view metrics and data from interviews
collectively suggested low rates of engagement with videos by clinical staff once captured. Potential intervention impacts included
perceived enhancements to clinical assessment and person-centered care.

Conclusions: Our findings suggest that the intervention is largely acceptable to patients, carers, and clinical staff. Conclusions
as to intervention feasibility were mixed, with limited engagement with videos suggesting further work is required to promote
sufficient uptake among staff. Finally, this research presents promising patient, carer, and clinical opinion as to the potential
effectiveness of video-based patient records for improving aspects of patient care.
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Trial Registration: ClinicalTrials.gov NCT06504641; https://clinicaltrials.gov/study/NCT06504641

(J Med Internet Res 2026;28:e77318)   doi:10.2196/77318
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Introduction

Background
Frailty can be understood as impairment in a person’s ability
to recover following an injury or illness [1]. It is commonly
characterized by exhaustion upon low energy expenditure,
diminished muscle strength, and unplanned weight loss [2], and
represents a pertinent challenge for health and social care
systems globally in the context of population aging [3]. Over
one-third (35%) of adults in England aged ≥65 years are thought
to live with frailty [4], with a synthesis of international literature
indicating a pooled prevalence rate of 47% for frailty among
hospital inpatients in the same age group [5].

Older adults with frailty typically have complex care needs,
experience multimorbidity, and require input from several care
providers spanning multiple, fragmented health and social care
organizations [6,7]. Evidence suggests that such patients are
particularly vulnerable to experiencing shortfalls in safety and
quality of care, owing to poor care continuity [8,9]. This can
contribute to avoidable deconditioning in older adults [10], who
may struggle to return to their usual activities and routines upon
discharge from the hospital to community-based care.

The World Health Organization acknowledges the inherent risks
to patient safety at transitions of care, where treatment delays,
duplication of tests, and increased rates of adverse events are
among identified challenges [11]. Frequent transitions between
health and social care settings are commonplace in the care of
frail older people [9]. Therefore, effective communication within
and between services involved in the care of these patients is
imperative [12]; providers require timely access to
comprehensive, accurate, and up-to-date information about a
person’s presentation, in a format that readily supports
meaningful interpretation [13].

Written documentation and verbal handovers vary in quality
and may fail to convey the complexities of an older adult’s
condition, including functional capabilities and support needs.
A growing body of literature suggests that the use of digital
multimedia, such as photographs and videos, may help to
enhance communication in patient care. A Cochrane review
indicated that transmission of digital images between care
providers may reduce time to commence treatment once a patient
has presented to a service [14]. Moreover, a scoping review
reported on the value of patient-generated photos and videos in
helping professionals to obtain a more holistic understanding
of patients, supporting diagnostic processes and monitoring of
treatment outcomes, for example, documenting the healing of
postoperative wounds [15]. Our recent systematic review
synthesized empirical research evidence and professional and
regulatory guidance on video recording patients for direct care
purposes [16]. Review findings suggest that video recording

patients to support care delivery is largely acceptable to patients,
where privacy and data security risks are suitably mitigated
[16].

Video recordings may support improvements in the safety and
quality of care for older adults with frailty, in providing detailed
visual information about a patient’s functional presentation,
support needs, and care preferences. Nevertheless, ethical
considerations warrant detailed examination prior to the routine
use of video recordings within patient care [16]. Previously, a
lack of secure and efficient ways to acquire, store, and share
photographs and videos may in part explain why multimedia
data have not been fully exploited in health care. Further
research is required to explore the acceptability, feasibility, and
potential value of video recordings that are securely embedded
within the electronic patient record (EPR) for use in the care of
older people living with frailty.

Objectives
The primary objective of this study was (1) to determine the
acceptability of using video recordings to capture the functional
abilities, support needs, and preferences of older inpatients with
frailty, to support clinical assessment and care delivery.
Secondary objectives were (2) to explore the feasibility of
implementing video-based patient records (the Isla Health
Digital Pathway Platform) within the acute medical ward setting
for older adults, and (3) to appraise the perceived effectiveness
of patient videos for supporting care in this context. Study
findings will be used to inform the decision-making about
progression to a definitive trial, examining the effectiveness of
patient video recordings for improving the quality and safety
of care transitions.

Methods

Design
This study comprised a single-center, nonrandomized, mixed
methods pilot study with an embedded process evaluation
(ClinicalTrials.gov ID: NCT06504641) to inform
decision-making about progression to a definitive trial to
evaluate clinical impact. Where applicable, in line with guidance
for nonrandomized pilot and feasibility research [17], the study
reporting adheres to the CONSORT (Consolidated Standards
of Reporting Trials) extension to pilot and feasibility trials [18],
with intervention description informed by the Template for
Intervention Description and Replication (TIDieR) guidelines
[19].

Setting and Participants
Participants were recruited from 3 acute medical wards for older
adults within a large acute National Health Service (NHS) Trust
in London, United Kingdom. We aimed to recruit 30
patient-carer dyads and 35 clinical staff members from the
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wards, according to the eligibility criteria defined in Table 1.
Carers consisted of family members or friends who provided
the patient with unpaid, informal care. Our sampling approach

was designed to permit appraisal of acceptability and feasibility
in principle, through a pragmatic yet purposively diverse sample
of patients, carers, and ward staff.

Table . Overview of study eligibility criteria for the nonrandomized mixed methods pilot study involving older adult inpatients with frailty.a

Exclusion criteriaInclusion criteriaParticipants

Patients •• Lacked capacity to consent AND a “person-
al consultee” was not available to advise on
the patients’ likely wishes about participat-
ing

Inpatient within acute medical wards for
older adults during the 3-month intervention
pilot phase

• Aged >65 years old
• Assessed as frail or prefrail by the direct

care team
• Capacity to consent to participate OR lacked

capacity to consent and a “personal consul-
tee” was available to advise on patient’s
likely wishes about participating

Carers •• Carers were excluded if the patient declined
study participation

Aged >18 years old
• Provided unpaid assistance to the patient

for daily activities

Ward staff •• Ad hoc bank or agency staff membersClinical staff working on 1 of 3 participating
acute medical wards for older adults • Permanent staff members who are on long-

term leave (eg, sickness and parental leave)
during the 3-month pilot phase.

• Working regular shifts during the study
initiation and 3-month pilot phases

aCarers included family members and friends who provided the patient with unpaid, informal care.

Intervention
The Isla for Frailty intervention provided a video-based patient
record function via the web-based Isla Health Digital Pathway
Platform, which interfaces with EPR systems such as Cerner.
Isla Health is a technology company delivering a digital pathway
platform for health care staff to support patients throughout
their care journey. One of its features is a visual patient record,
which enables health care staff to securely capture and review
videos as part of a patient’s care. Video data are securely stored
within encrypted cloud storage; health care staff can view these
data within the EPR system, or directly via the Isla platform,
using a secure weblink requiring the user’s NHS email address
and password. To capture visual data using the Isla platform,
the user must be logged in on a mobile device (eg, smartphone
and tablet) with an in-built camera and Wi-Fi connection. The
Isla Health Digital Pathway Platform is approved by NHS
Digital and satisfies NHS data security and protection
requirements. Wards were supplied with a designated tablet
device to use for video capture.

Video recordings were captured to document aspects of a
participating patient’s condition or functional ability considered
by the direct care team as potentially useful in supporting
clinical decision-making, care continuity, or multidisciplinary
team (MDT) communication within the patient care journey.
For example, videos might be used to capture a patient’s
mobility and transfers, behavior, or patient preferences. Personal
care or toileting was not recorded. Patient videos were viewable
by the direct care team during the patient’s ward stay. Ward
staff were encouraged to view and use videos in a way they felt
was useful for supporting patient care, such as to support
communication during shift handovers, to inform discharge
planning, or in discussions with family members. The study

protocol did not dictate when videos should be reviewed;
therefore, the study examined the real-world use of patient
videos within the acute older adult ward setting.

Participating staff had completed prior mandatory training in
Data Security Awareness and were also trained in using the
intervention prior to the 3-month pilot. Training emphasized
the need to confirm participating patients’consent prior to video
capture and to stop recording if a patient showed any signs of
distress (verbal or nonverbal) or if another patient entered the
shot. Staff were advised to protect patient dignity, ensuring
patients were appropriately dressed and drawing curtains around
the bed space where required. Contact details for the study
clinical lead were shared with all participating staff who wished
to discuss any questions or concerns.

Recruitment

Enrollment of Ward Staff
We engaged with staff working on the acute medical wards for
older adults over a 2-month period (February 12-April 13, 2024)
directly preceding the 3-month pilot phase for the video-based
patient record intervention, inviting them to take part in the
study. All clinical staff working on the 3 pilot wards received
written and verbal information about the study aims, the
intervention purpose, permitted uses of the video recordings,
and information governance procedures. Staff were reassured
that they could take part but opt not to be involved in video
recording patients or appearing in patient videos themselves.
They were also informed that they could choose not to
participate in the evaluation of the video recording intervention,
or to decline participation altogether without giving a reason.
Staff who wished to take part were given opportunities to ask
questions prior to providing their written informed consent.
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Enrollment of Patients With Capacity to Consent
Patient screening and enrollment procedures are displayed in
Multimedia Appendix 1. Over the 3-month intervention pilot
phase (April 15-July 14, 2024), potential participants (inpatients
on the 3 participating wards and their carers) were screened for
eligibility by the direct care team, who explained the study
purpose and provided patients and carers with participant
information sheets. The direct care team flagged all potential
participants to the researchers. Once the patient was clinically
stable, a member of the research team visited the patient on the
ward to confirm eligibility and complete enrollment procedures.
Patients were offered opportunities to ask questions about the
study and asked whether they might be interested in
participating. Where required, easy-read participant information
sheets were used to support patient understanding about what
taking part would involve. Potential participants were offered
additional time to decide whether they wished to take part.
Where the direct care team reported concerns that a patient may
lack capacity to consent to participation, the study team assessed
and documented decision-specific capacity, considering whether
the patient could understand what participation would involve,
retain the study information, weigh this information to make a
decision, and communicate their decision.

After consideration, patients who wished to participate and who
had the capacity to consent were asked to sign a version of the
consent form for patients with capacity. Patients were reassured
that they could withdraw at any time. Within the consent
process, patients were asked to consider whether they would
like to remain in the study, should they lose capacity during the
study period (eg, due to delirium onset). Patients were also
asked whether they would still like their data to be used in the
study. Participant information sheets contained a clear statement
regarding retention and use of identifiable data following loss
of capacity. Continued participation for such patients was subject
to the same protocols for enrolling patients lacking capacity to
consent, as detailed in the next section. During the study, the
capacity of participants was monitored by the direct care team;
the clinical lead communicated with the research team regularly
about capacity concerns.

Enrollment of Patients Lacking Capacity to Consent
For patients assessed to lack the capacity to consent to
participate, the research team still provided the potential
participant with information about the study according to their
level of understanding, using visual aids as needed (eg, the
easy-read participant information sheets). In line with the
requirements of Section 32(3) of the Mental Capacity Act 2005
and the Department of Health’s Guidance on nominating a
consultee for research involving adults who lack capacity to

consent (2008), reasonable steps were taken to identify a
personal consultee for these patients [20,21]. Personal consultees
were identified by the patient’s direct care team and included
family members and carers (unpaid), who knew the patient well
and who assisted them with their daily activities (eg, decisions
about their welfare). Members of the ward staff team could not
be nominated as personal consultees due to their own
involvement in the study. Patients were excluded where no
appropriate person could act as a personal consultee.

Potential personal consultees were approached first by the direct
care team, who outlined the study purpose and the role of a
consultee, emphasizing their right to decline acting as a
consultee for the patient. For potential personal consultees who
agreed to be contacted directly by the research team, a member
of the research team then provided detailed written and verbal
information about the study, including the consultee participant
information sheet. The consultee was asked to consider the
patient’s likely wishes about taking part. The research team
made it clear to the consultee that they were not being asked to
provide their personal views on study participation, nor to
consent to the study on the patient’s behalf. Recruitment
decisions were made by the research team in line with the
consultee’s advice and any previous relevant statements or
wishes communicated by the patient, whether verbal or
nonverbal. Consultee advice was documented on a printed
consultee declaration form or via an electronic version of the
form. Where a consultee advised that the patient would not have
wanted to take part, the researcher abided by this. Patients were
also excluded if the consultee declined to offer advice about the
patient’s likely wishes.

Enrollment of Carers
Carers of participating patients were also invited to take part in
the evaluation during the 3-month pilot phase. Where carers
were present while a member of the research team was on the
ward, they were approached by the researcher accordingly.
Otherwise, a ward team member contacted carers to ascertain
whether they were happy to be contacted (via email or
telephone) by a member of the research team. Carers who
wished to participate after reviewing the carer participant
information sheet were asked to sign a consent form for carers,
via a printed version of the form, or an electronic form sent to
the carer via email or text message. For all patients and carers,
reasons for nonparticipation were documented within a screening
and enrollment log.

Data Collection
Study data sources are summarized in Table 2 and described
below.
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Table . Overview of outcomes, measures, and data sources for each objective of the nonrandomized mixed methods pilot study involving older adult
inpatients with frailty.

Data sourceStudy objective, outcomes, and measures

Acceptability

    Patient recruitment and retention

Screening and enrollment log        Percentage of eligible participants who were enrolled into the study

Screening and enrollment log        Percentage of eligible participants declining enrollment and reasons
for nonparticipation

    Video recording requests by care team

Video tracker        Number of videos requested, attempted, and submitted

Video evaluation questionnaire        Suitability of patient videos

Video evaluation questionnaire        Desire to see more patient videos in the future

    Perceived acceptability

Semistructured interview at or within 2 weeks of discharge        Patient and carer-reported acceptability

Semistructured interview after the 3-month pilot        Ward staff team-reported acceptability

Feasibility

    Diversity of patient sample

Screening and enrollment log        Patient clinical and demographic characteristics

    Privacy and security concerns

Video tracker        Number of videos raising cause for concern reported to the clinical
lead

    Use of the Isla Health Digital Pathway Platform

Isla Health Digital Pathway Platform metadata        Percentage of participants with one or more video linked to EPRa

Video tracker        Reasons for unsuccessful attempts to take a video

Isla Health Digital Pathway Platform metadata        Video view metrics

    Intervention barriers and facilitators

Semistructured interview after the 3-month pilot        Patient and carer-reported intervention barriers and facilitators

Semistructured interview after the 3-month pilot        Ward staff team-reported intervention barriers and facilitators

Perceived effectiveness

    Perceived impacts on: assessment and clinical decision-making; multi-
disciplinary team communication; care continuity during a hospital stay;
person-centered care during a hospital stay

Video evaluation questionnaire        Potential usefulness of intervention to ward staff team

Semistructured interview after the 3-month pilot        Ward staff team-reported perspectives on intervention impacts

Semistructured interview at or within 2 weeks of dischargePatient and carer-reported perspectives on intervention impacts

aEPR: electronic patient record.

Screening and Enrollment Log
The screening and enrollment log was used to document patient
recruitment status, demographic characteristics, and, where
applicable, reasons for nonparticipation. A paper version of the
log was initially populated. It was then digitized at regular
intervals within the 3-month intervention pilot phase and stored
in Imperial College Healthcare NHS Trust’s iCARE secure data
environment.

Video Tracker
A video tracker spreadsheet (Microsoft Excel) was developed
to document patient video requests, attempts, submissions, and

any issues associated with taking the recordings. The video
tracker also captured information about the aspect of a
participating patient’s care or functional abilities to be video
recorded. For example, video foci may include a person’s
mobility baseline or their support needs when eating and
drinking.

Video Evaluation Questionnaires
Staff experience of viewing patient videos was appraised using
a brief, anonymous, paper-based video evaluation questionnaire,
consisting of closed-ended, multiple-choice questions with space
for free-text comments (Multimedia Appendix 2). Participating
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staff were asked to complete the questionnaire for each video
they viewed. At the end of the 3-month pilot, questionnaire data
were digitized (Microsoft Excel) and stored securely within the
iCARE secure data environment.

Interviews With Patients and Carers
Patients with the capacity to consent to participation and carers
were invited to take part in brief, semistructured interviews at
or within 2 weeks of hospital discharge. Consent to take part in
an optional interview was provided during the enrollment phase.
All patients with the capacity to participate in an interview who
had not declined the optional interview component at enrollment
were invited to take part as they approached hospital discharge.
Likewise, all participating carers were contacted to arrange the
optional interview, unless they had previously declined at
enrollment. Where the direct care team or research team felt it
appropriate, patient capacity was assessed again prior to
undertaking the interview, due to the potential for fluctuating
capacity in this group. Patients and carers were asked to verbally
confirm their consent prior to starting the interview. Interviews
were conducted on the ward prior to discharge, or via telephone
where patients had already been discharged.

Interviews were conducted by a member of the research team
(PA or RO) using a topic guide for patients and carers
(Multimedia Appendix 3), seeking to understand patients’
experiences of being video recorded. Researchers adapted their
language to the patient’s level of understanding to enable
patients with cognitive impairment to participate. Patient and
carer interviews were completed by August 14, 2024, reflecting
the date of discharge of the final patient who was eligible to
take part in an interview. Interviews were audio-recorded and
professionally transcribed. Names and identifiers were replaced
with pseudonyms during the transcription process. Transcripts
were transferred to and stored within the iCARE secure data
environment.

Interviews With Ward Staff
Semistructured interviews with consenting staff members were
undertaken within 2 months of the end of the 3-month
intervention pilot phase. All participating staff members were
approached to take part in an interview, unless they had declined
this optional study component at the point of enrollment.
Interviews used a version of the topic guide for staff and
explored their experiences with the video-based patient records
(the Isla Health Digital Pathway Platform) and perceived
impacts on patient assessment and clinical decision-making;
team communication; and care delivery (Multimedia Appendix
4). Audio-recorded interviews were conducted in a private space
on or near the ward, or via telephone according to interviewee
preference, with the final interview taking place on October 3,
2024. Written consent for the interviews was documented at
recruitment. Names and identifiers were replaced with
pseudonyms during the transcription process. Transcripts were
transferred to and stored within the iCARE secure data
environment.

Isla Health Digital Pathway Platform Metadata
At the end of the 3-month video-based patient record pilot (the
Isla Health Digital Pathway Platform), video view metrics were

exported from the Isla audit log. The anonymized video view
metrics spreadsheet was transferred to and stored within the
iCARE secure data environment.

Outcomes
In line with study objectives, the primary outcome we sought
to assess was patient, carer, and ward staff team perspectives
on the acceptability of the video-based patient records (the Isla
Health Digital Pathway Platform). Use of the Isla platform and
intervention barriers and facilitators were among secondary
outcomes measured to assess the feasibility of implementing
video-based patient records within the acute medical inpatient
setting for older adults. Finally, 4 outcomes, including perceived
impacts on care continuity in the hospital, were appraised to
examine the perceived effectiveness of video-based patient
records for supporting older adult inpatient care. Outcome
measures and data sources for each objective are summarized
in Table 2.

Data Analysis
Using Microsoft Excel, descriptive statistics were computed to
summarize numerical data as to participant recruitment and
retention rates; proportions of patients with videos linked to the
EPR; video view metrics; and numbers of videos raising cause
for concern. Frequencies and percentages were calculated for
categorical variables, with means and SDs presented for
continuous variables. Framework Analysis, following the 5-step
approach described by Ritchie and Spencer, was applied to
qualitative study data [22]. Accordingly, following a phase of
familiarization with interview transcripts and free-text video
evaluation questionnaire data, key concepts and ideas were
noted by 1 author (PA) and discussed iteratively with 2 further
authors (RO and AT), to interrogate immediate observations
and assumptions about these data. At this stage, the researcher’s
analytical observations were used together with the Theoretical
Framework of Acceptability of Healthcare Interventions by
Sekhon to shape an initial thematic framework [23], combining
a priori concepts with inductively generated codes. The
Theoretical Framework of Acceptability of Healthcare
Interventions comprises 7 constructs for appraising intervention
acceptability: affective attitude, burden, ethicality, intervention
coherence, opportunity costs, perceived effectiveness, and
self-efficacy. Component constructs are defined in Multimedia
Appendix 5. The derived thematic framework was then applied
to all transcripts by 2 authors (PA and RO), with regular
collaborative coding meetings convened by coders to appraise
consistency and appropriateness in use of the framework. Data
were then charted into a framework matrix for review and
interpretation (PA, RO, and AT).

Information Power
Adequacy of the participant sample and subsequent data
collection were appraised on an ongoing basis according to the
5 dimensions of “information power” [24]. Several qualities of
the study suggested that a less extensive sample would be
required to achieve sufficient information power. First, our a
priori study objectives were narrowly focused on the
acceptability, feasibility, and perceived effectiveness of a
specific intervention. Second, the study eligibility criteria
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ensured dense sample specificity, where participants all held
characteristics which were highly specific to study objectives
(eg, patients who were older adults with frailty admitted to 1
of 3 pilot study wards, carers who were unpaid carers to enrolled
patients, and ward staff who were clinical staff employed on a
permanent basis on one of the pilot study wards). Third, our
primary objective to examine intervention acceptability was
underpinned by established theory, in the form of the Theoretical
Framework of Acceptability of Healthcare Interventions by
Sekhon [23]. A fourth dimension, concerning the quality of
dialogue, could only be assessed during the data collection
phase, rather than at the study outset. We therefore reflect on
this later in the paper. Finally, since Framework Analysis
approaches entail both within- and between-case analysis using
the derived framework matrix, we deemed that a larger volume
of data would be necessary to evaluate study objectives, relative
to a solely within-case analysis.

Patient and Public Involvement and Engagement
Patient and public involvement and engagement (PPIE) was
central to this research. A member of the public with lived
experience of caring for an older family member with frailty
joined the team as a PPIE researcher, developing a storyboard
characterizing patient experiences of frailty and discontinuity
at care transitions. This was used to engage ward staff members
as to the potential value of the research, helping to support
successful staff enrollment. Contributions to data analysis,
interpretation, and coauthoring this paper ensured that the
perspectives of patients and carers informed each stage of the
study.

Ethical Considerations
Ethics approval was granted by an English NHS research ethics
committee (IRAS ID: 313814). Informed consent was obtained
from all participating carers and ward staff members via
completion of paper or electronic consent forms. For patients

with the capacity to consent to participation, informed consent
was documented by signing a paper consent form. Personal
consultees, who knew the patient well and assisted them with
their daily activities, were asked to consider the patient’s likely
wishes about taking part for those patients assessed to lack the
capacity to consent to participation. Consultee advice was
documented on a printed or electronic consultee declaration
form. Enrollment and consent procedures are described in detail
in the “Recruitment” section. Participant names and identifiers
were replaced with pseudonyms and all study data were securely
stored within Imperial College Healthcare NHS Trust’s iCARE
secure data environment. Further details are provided within
the “Data Collection” section. Research participants did not
receive payments or other compensation to take part.

Results

Overview
We recruited 107 study participants, consisting of 58 ward staff
team members, 29 patients, and 20 carers. Twelve carers
additionally acted as a personal consultee for recruited patients.
Participating staff included registered nurses and nursing
assistants (36/58, 62.1%); physiotherapists, occupational
therapists, and therapy assistants (9/58, 15.5%); doctors (11/58,
19.0%); and administrative staff (2/58, 3.4%). Table 3 shows
the baseline characteristics for patients who were invited to
participate, by enrollment status. Video evaluation
questionnaires were completed by just 4 staff members who
had watched one or more patient videos (2 nurses and 2 therapy
professionals), owing to issues with interpreting Isla Health
Digital Pathway Platform metadata, detailed below alongside
feasibility findings. Postintervention interviews were conducted
with 70 participants, comprising 10 patients, 16 carers, and 44
staff members and lasted between 2 and 25 minutes (mean 11,
SD 4.7 minutes).
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Table . Baseline characteristics of older adult inpatients with frailty who were invited to participate by enrollment status.a

Nonenrolled patients (n=22)Enrolled patients (n=29)Characteristics

Sex, n (%)

12 (54.5)18 (62.1)Male

82.2 (66-92)82.9 (72-96)Age (years), mean (range)

Ethnicity, n (%)b

13 (59.1)14 (48.3)White

2 (9.1)3 (10.3)Black, Black British, Caribbean or African

3 (13.6)2 (6.9)Asian or Asian British

1 (4.5)0 (0)Mixed or Multiple Ethnic Groups

2 (9.1)8 (27.6)Other

1 (4.5)2 (6.9)Not stated

Dementia diagnosis, n (%)

4 (18.2)10 (34.5)Diagnosis received

Main language spoken at home, n (%)

18 (81.8)27 (93.1)English

Clinical Frailty Scale, n (%)

0 (0)0 (0)1: Very fit

0 (0)0 (0)2: Well

0 (0)0 (0)3: Managing well

2 (9.1)0 (0)4: Vulnerable

3 (13.6)5 (17.2)5: Mildly frail

4 (18.2)8 (27.6)6: Moderately frail

13 (59.1)16 (55.2)7: Severely frail

0 (0)0 (0)8: Very severely frail

0 (0)0 (0)9: Terminally ill

aOther languages spoken at home included Urdu, Gujarati, Greek, and Kurdish.
bEthnicity categories were defined according to UK Census classifications. White includes English, Welsh, Scottish, Northern Irish or British, Irish,
Gypsy or Irish Traveller, Roma, and any other White background. Black, Black British, Caribbean or African includes Caribbean, African, and any
other Black, Black British, or Caribbean background. Asian or Asian British includes Indian, Pakistani, Bangladeshi, Chinese, and any other Asian
background. Mixed or Multiple Ethnic Groups includes White and Black Caribbean, White and Black African, White and Asian, and any other Mixed
or multiple ethnic background. Other includes Arab, and any other ethnic group.

Acceptability

Patient Recruitment and Retention
Fifty-one patients were invited to participate, of whom 29
patients (56.9%) were recruited: 17 (58.6%) patients gave
informed consent, while a personal consultee was involved in
the decision for 12 (41.4%) further patients (Figure 1). One
patient withdrew from the study prior to receiving the
intervention. Among those who declined participation (22/51,
43.1%), key reasons given by patients included not wanting to
take part in research (n=8), not wanting to be video-recorded
(n=2), or feeling too unwell (n=2). Consultees who declined on

behalf of a patient did so due to believing that the patient would
not like to be video recorded (n=3), or concerns about how video
recordings would be used (n=1).

Only patients with the capacity to provide their own consent to
participate were invited to take part in an interview to assess
outcomes. Participating patients were not excluded from
interviewing based on whether they had personally received the
allocated intervention during the pilot, defined as having at least
one video linked to the EPR prior to hospital discharge. As such,
follow-up status is displayed for all patients initially enrolled
to the study.
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Figure 1. Patient flow throughout the nonrandomized mixed methods pilot study (modified from CONSORT [25]). CONSORT: Consolidated Standards
of Reporting Trials.

Video Recording Requests by Care Team
During the 3-month intervention pilot, 44 videos were requested
by ward staff, with 37 video recordings attempted and 36
submitted within the EPR. Video recordings were focused on
patient transfers (n=16), other aspects of mobility (n=13), eating
and drinking support (n=3), and patient behavior (n=2). Further

videos documented patient-staff interactions (n=1) and seizures
(n=1). Video evaluation questionnaire data indicated the
suitability of patient videos and the desire among those staff to
see more videos in the future. Indeed, all 4 respondents endorsed
that videos were of suitable length and quality for clinical
interpretation, expressing a desire to see more patient videos in
the future.
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Perceived Acceptability

Overview

Interviewed patients, carers, and ward staff alike (66/70, 94.3%)
typically rated video-based patient records as “completely
acceptable” or “acceptable.” Three participants stated that they
had “no opinion” (4.3%), while a single patient felt that the

intervention was “unacceptable” (1.4%); no explanation was
provided for this rating. Detailed qualitative findings as to the
acceptability of video-based patient records, informed by the
Theoretical Framework of Acceptability of Healthcare
Interventions by Sekhon, are presented as follows and
summarized in Figure 2 [23].

Figure 2. Overview of nonrandomized mixed methods pilot study findings about the acceptability of using video recordings as part of older adult
inpatient care.

Affective Attitude

Reflecting on how they felt about the intervention prior to
participating, those with positive anticipatory affect gave several
reasons for this perspective. Video-based patient records were
expected to help in establishing an individual’s baseline function
upon admission, allowing patients and staff alike to appraise
progress during the inpatient stay. Staff believed the intervention
could foster improved MDT communication and clinical
decision-making, valuing the opportunity to pilot the
intervention prior to decisions about rollout into routine care:

We get new things turn up all the time, “Oh we are
doing this now, we got this new policy”, whereas
because it’s being studied in a research way there is
going to be lots of oversight, consent, and feeding
back. [Doctor]

Anticipatory concerns were about information security and
maintaining patient dignity, particularly where patients lacked
the capacity to personally consent to taking part. Staff were also
apprehensive about potential workload impacts and whether
patients and families would be supportive of the intervention.
In practice, capturing and viewing patient videos was less
burdensome than expected and staff were surprised to find that
many patients were enthusiastic about taking part:

I was a bit skeptical, but found that the more we saw
the patients, the more eager they were about the
recording. [Therapies staff]

Burden

Patients and carers believed that burdens to patients in
participating in the intervention were limited:

I felt it was something that needed to be done, it didn’t
take very long. I didn’t have a lot to do so it was very
positive. [Patient]

The potential to exacerbate behavioral symptoms in patients
with agitation or cognitive impairment was carefully considered
by staff and carers. This was mitigated by avoiding filming or
terminating patient videos immediately upon any indication of
patient distress (verbal or nonverbal). Burdens for staff included
time required for preparation or additional staffing needs where
patients required assistance of 2 for mobilization, with a third
staff member needed to capture the video.

Ethicality

Participants regarded the use of video recordings within the
assessment and care of older inpatients with frailty as ethical,
on the grounds that certain conditions were met. A central view
was that ethicality was contingent upon patient consent to appear
in videos. Where a person was assessed to lack the capacity to
consent, differing views were presented as to whether a personal
consultee or next-of-kin should be allowed to make this decision
on a patient’s behalf. Given that a person’s next-of-kin would
typically be best positioned to understand the patient’s likely
wishes, next-of-kin consent was largely considered suitable.
However, others voiced that patient consent was the only basis
on which the intervention could be judged as ethical:

I would feel something like that needs to come from
them [patients]… and I don’t think the next-of-kin
should be making that decision for them. [Carer]

Mitigation of risks associated with video capture was another
prerequisite for ethicality. A central principle was that a patient’s
dignity must always be upheld during video recording,
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particularly given the permanence of digital patient records.
Patient confidentiality and information security were further
risks agreed by participants to warrant safeguards. Participants
described feeling reassured about the extensive safeguards in
place throughout the intervention pilot. There was consensus
that patient videos should be viewed only by staff members
who need to see them and must be stored in a secure digital
environment that is resilient to cyberattacks.

The intentions and outcomes of the use of video-based patient
records comprised another determinant of their ethicality. Where
an individual’s personal, religious, and cultural beliefs were
considered and there was a clear clinical rationale for capturing
a patient video to optimize an aspect of care, conditions for
ethicality were met. Indeed, staff indicated that patient videos
may help to accelerate processes of identifying discharge
placements for patients, thus reducing other risks associated
with lengthy hospital stays, including deconditioning or
exposure to hospital-acquired infections. There was a perception
that withholding such an intervention from patients, due to
concerns about frailty or cognitive impairment, meant that older
inpatients risked missing out on potentially enhanced care.
Patients justified ethicality based on enjoying tracking their
own progress and experiencing no negative outcomes from
taking part:

It hasn’t hurt me, so why should I complain? [Patient]

Beneficial patient outcomes associated with video-based patient
records were thought most likely to be realized where there is
potential for an individual to return to their mobility baseline,
while benefits were deemed less clear for extremely frail or
cognitively impaired patients.

Intervention Coherence

It was evident from some participants’ accounts that they
understood how video-based patient records could support
patient care and why the intervention had been piloted within
the 3 wards. Those who could confidently explain the
intervention aims felt it made particular sense to use patient
videos in the care of older patients, where rapid changes in
presentation may occur:

I can see now how it might be important for people
to see the transformation in me, the way I was a few
days ago. Now, I’ve lost ten years. [Patient]

Comparisons to usual care were made at several points. Staff
described the limitations inherent in text-based patient
information and reflected upon the potential added value of
visual data for obtaining insights into a patient’s needs:

It’s quite good technology to have, like I say, written
documentation doesn’t always convey what’s going
on, the patient’s abilities. So, to actually see
something, especially in regards to moving and
handling, things like that. [Nursing staff]

Staff believed that patient videos had applications for all MDT
members. However, the intervention was thought most relevant
to the work of physiotherapists and occupational therapists, as
well as doctors. Moreover, others regarded that video recordings
may be coherently used in any health or social care context.

In contrast, some patients and carers were unsure about how
the intervention could be useful as part of clinical care.
Furthermore, several misconceptions were expressed about the
purpose of patient videos. Some staff members believed that
patient videos would be used to reduce staffing requirements.
Likewise, others misunderstood how and why patients may be
filmed, believing that video capture would be used in the same
way as body-worn cameras, which are typically used for
continuous or targeted filming to document violence and
aggression in health care or policing contexts.

Opportunity Costs

Opportunity costs, where other potential benefits were forgone
in implementing the video-based patient record intervention,
were seldom identified. A concern was that in capturing patient
videos, staff may be distracted from risks on the ward, such as
wandering patients:

If a patient fell… you obviously want to focus your
attention on what’s going on. You don’t want to be
thinking about, “Is that angle right? Am I capturing
everything?” [Therapies staff]

Second, an additional member of staff was often asked to assist
in holding the tablet during video capture, thus stepping away
from the task they were completing at the time.

Self-Efficacy

Finally, many participants expressed confidence in either
capturing (staff) or appearing in videos (patients, carers, or
staff). Self-efficacy was reportedly lower where patients had
cognitive impairment; patients were also less comfortable
appearing in videos on days when they were especially unwell.
Some ward staff indicated initial hesitancy in using a new form
of digital technology, needing time to become accustomed to
using the tablet. A minority of patients and staff felt
self-conscious over their physical appearance or about the sound
of their voice when appearing in videos.

Feasibility

Diversity of Patient Sample
Enrolled patients were largely male (18/29, 62.1%), had a mean
age of 82.9 (range 72‐96, SD 6.7) years, mostly spoke English
at home (27/29, 93%), and were diverse in ethnicity (Table 3).
Clinical Frailty Scale scores for participating patients ranged
from 5 (Mildly frail) to 7 (Severely frail), with most patients
evaluated to be “Severely frail” (n=16) [26]. Around one-third
(10/29, 34.5%) had a dementia diagnosis. Baseline
characteristics were similar between enrolled and nonenrolled
patients, apart from dementia diagnosis and main language
spoken at home, where higher proportions of participating
patients had dementia and spoke English.

Privacy and Security Concerns
During the 3-month pilot, the study clinical lead was asked to
review a single patient video owing to privacy concerns. In the
video, another patient could be observed stepping into the video
background. The video was removed from the Isla Health Digital
Pathway Platform, owing to concerns that the other patient
might be identifiable from the footage.
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Use of the Isla Health Digital Pathway Platform
Videos were captured on a total of 19 days within the 3-month
pilot. The video recording process typically involves 2 or 3 staff
members, with one to carry out the recording and others to
provide direct support to the patient. Information as to those
involved in this process was limited to the person capturing the
video recording only, based on login data for the platform. We
ascertained that 11 different staff members used their logins to
capture and upload videos but were unable to determine the
total number of staff members involved in the recording process
in a supporting role.

Use of the Isla Health Digital Platform Pathway was similar
across the 3 pilot wards. Ward 1 captured 13 videos (among
n=10 recruited patients), with 17 captured on Ward 2 (among
n=13 recruited patients), and 6 on Ward 3 (among n=6 recruited
patients). Overall, of 29 participating patients, 79.3% (n=23)
had at least one video linked to their EPR at the point of
discharge. The research team was notified of 12 unsuccessful
attempts to take a video. Primary reasons documented included
the patient declining (n=4), patient cognitive or medical
deterioration (n=3), and insufficient staffing (n=2).

Video views by ward staff were quantified through Isla Health
Digital Pathway Platform metadata, where staff clicked to view

and expand a video tile, resulting in a documented “View
submission” action. Four such views were counted. However,
toward the end of the pilot phase, we ascertained through
observing staff interact with the platform that watching a video
without expanding on the video tile was instead recorded within
the Isla platform metadata as “View folder.” Accordingly,
excluding cases where a “View folder” action occurred directly
before or after the same staff member uploaded a video for a
given patient (when the folder view likely served a different
purpose), we estimate that there were 17 video views during
the study. Seemingly low video view rates among staff were
corroborated by anecdotal insights obtained through staff
interviews. Although staff members could typically identify
potential intervention benefits at the team level, when asked
directly, interviewed staff commonly attested that they had not
personally viewed or sought to access a patient video at any
point during the 3-month pilot.

Intervention Barriers and Facilitators
Nine themes were inductively developed from interview data
as to the barriers and facilitators to implementing the
video-based patient records intervention in the care of older
adult hospital inpatients with frailty (Figure 3).

Figure 3. Barriers and facilitators to implementing video-based patient records in acute medical wards for older adult inpatients with frailty. EPR:
electronic patient record.
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Ward Environment and Configuration

The crowded, busy ward environment and layout were such that
staff struggled to capture patient videos while maintaining the
privacy of participating patients. Likewise, difficulties were
faced in ensuring that other patients and staff members were
not captured in the background of patient videos. Curtains
around the bed space were valued by staff for facilitating a
degree of privacy during the video recording process.

Digital Technology and Infrastructure

Digital technology and infrastructure barriers stemmed from
poor quality Wi-Fi coverage across the 3 pilot wards.
Technology hesitancy and delays or challenges in logging into
the video-based patient records system were also experienced
by some staff members:

We are so tied down by logins, governance, two-factor
authentication that if you want people to be able to
have a low threshold to record, check, share
something, you can’t do it. [Doctor]

Overall, the Isla Health Digital Pathway Platform was, however,
considered straightforward to use.

Equipment

Staff reported several equipment-related challenges. Locating
the designated tablet promptly when required or finding that
the battery had not been charged by previous users were key
frustrations. An inbuilt stand within the tablet case served as a
facilitator to the video recording process, allowing staff to
position the tablet on a surface within the ward (eg, bedside
table) when another staff member could not assist with video
capture.

Workflow, Scheduling, and Logistical Considerations

Further obstacles to using the intervention are related to ward
workflow and logistical considerations. Videos often needed to
be taken at an optimal moment when seeking to capture
intermittent presentations (eg, seizures) or for fatigued patients.
Patients were sometimes discharged earlier than expected,
meaning that video recordings could not be captured in time or
used to realize potential benefits. Staff described integrating
video capture into their usual planned therapy sessions with
participating patients, or capturing videos during quieter periods,
to maximize efficiency and feasibility.

Training and Support

Regular staff turnover presented difficulties in ensuring all staff
were trained in using the intervention. From the staff
engagement and enrollment phase through to the end of the
3-month pilot, there were rotations in both junior doctors and
specialty trainees on a national level. When asked about low
apparent usage of videos, some staff members indicated that
they could not recall how to access videos within the EPR:

I think it’s quite straightforward when you record it,
but I think there is still some sort of gap, like how you
follow up with Isla outside of the iPad [tablet].
[Therapies staff]

Nevertheless, staff and patients alike appreciated access to
ongoing training and support from the research team throughout
the 3-month trial period.

Reminders and Prompting

Remembering to capture and use videos within patient care was
a persistent challenge. This served as a barrier to uptake and
achieving a meaningful intervention “dosage” for participants,
where it was felt that more videos throughout an individual’s
inpatient stay would be necessary to visually demonstrate
improvement or deterioration.

I was naively hoping it would be more visible. Having
people nudging and reminding definitely helps, but
that would be my concern for wider adoption.
[Doctor]

For other staff, there appeared to be low impetus to access and
use patient videos once captured:

Not many people would go and check, or would say,
“Okay, on Cerner [EPR], I want to go and see that
video.” [Therapies staff]

Reminders used throughout the pilot study period (eg, stickers
above beds of enrolled patients and reminders from the research
team) were valued but thought insufficient for comprehensive
implementation.

Health and Safety Management

Managing safety when capturing videos, including staff’s ability
to prevent patient falls during video-recorded mobility
assessments, was an important consideration. Other challenges
included infection control considerations when switching
between delivering direct patient care and using the tablet to
capture a patient video.

I got pointed out for infection control… they
recommended me leaving the iPad [tablet] there,
going to wash my hands, come back and go onto the
tablet. But I can’t leave the patient. [Therapies staff]

Staff detailed practical issues in capturing videos, where
handwashing was required between each activity.

Staff Engagement, Staffing, and Workload

Moreover, intervention feasibility was also contingent upon
staff engagement, staffing, and workload factors. Barriers were
presented when wards were short-staffed, resulting in high
workload for clinical teams and limited spare capacity to assist
with capturing videos. Reassuring staff that video recordings
were not intended to be used for appraising staff practice and
recognizing the efforts of staff to deliver the intervention were
important for maintaining staff engagement. Implementation
was reportedly best where an MDT approach to capturing patient
videos was adopted, so that individual professional groups (ie,
nursing or therapy staff) did not feel alone in shouldering
additional task burdens. Likewise, carers emphasized the
importance of staff taking time to explain to patients why they
wished to capture a video of a given activity or symptom and
how the video may be used as part of their care:
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Is there rapport being built up? Is the person
comfortable with those particular healthcare
professionals? [Carer]

By allowing time to develop positive staff-patient relationships,
patients felt more comfortable with taking part.

Patient and Family Factors

Finally, patient and family factors were important to the
implementation of video-based patient records. On some days,
interviewees described that patients were reluctant to accept
any care or interventions on the ward, including patient videos.
Older, frail patients may decline to engage owing to
experiencing pain or fatigue on a given day. Seemingly
uncooperative behavior was displayed at times among
participating patients due to confusion or fluctuation in cognitive
function, presenting a barrier to delivering the video-based
patient record intervention:

When they were trying to video something more
positive with him, he decided not to be as positive!
But that’s hit and miss with any of the patients I would
think. [Carer]

Nevertheless, a key facilitator indicated by all participant groups
was that patients and carers were often happy to be involved in
trialing a new intervention which may improve their own care
or that of others.

Perceived Effectiveness

Overview
Perceived effectiveness of the video-based patient records
intervention was appraised according to ward staff views on its
potential usefulness in the care of older adult inpatients with
frailty, as well as patient, carer, and staff perspectives on
intervention impacts. Participants conceived of multiple ways
in which video-based patient records could be potentially
effective for use in the present context. Some participants were
unaware of any intervention impacts. Such patients and carers
described a lack of follow-up from ward staff about their videos,
meaning that they were unsure whether the video recordings
had been beneficial. No adverse events were reported. Study
data indicated several ways in which video recordings may
improve aspects of patient care.

Assessment and Clinical Decision-Making
Data from the 4 completed video evaluation questionnaires
showed that ward staff considered the video they had watched
was “very useful” for supporting patient assessment and clinical
decision-making. Interviewees elaborated on the potential for
patient videos to improve assessment quality by mitigating
subjectivity in clinical interpretation and speeding up the
assessment process. For behaviors or symptoms occurring at
unpredictable intervals, videos also permitted staff to obtain
specialist advice from other teams:

It helped our neuro team see a patient who was having
intermittent seizures… they [neurology team] would
not have been able to see it otherwise. [Nursing staff]

Further potential benefits were in offering clear information
about an individual’s care and support needs, providing evidence

for referrals to other care providers. Staff reflected on challenges
faced in securing onward care placements for patients who had
exhibited fluctuating behavior and nursing care requirements
in the hospital. Rehabilitation settings and nursing homes
reportedly declined referrals or overestimated staffing costs
necessary to provide patient care, based on patients having had
an acute or episodic change in presentation (eg, delirium onset)
during their admission:

If we had someone come in for assessments, we had
this evidence to say “Okay, look, on a good day this
patient did it this way, so you need to assess them
based on that.” [Nursing staff]

In contrast, an alternative position was that videos merely
provided a snapshot of a person’s presentation:

You’re putting someone into a slightly odd position
saying, “Now, walk for us.” And I think you’ll get the
Charlie Chaplin effect, people starting to do things
that maybe they wouldn’t normally do… I think a
camera is not always going to bring out the truth in
people. [Carer]

Therefore, the potential for video-based patient records to
improve assessment and decision-making precision was
questioned.

Multidisciplinary Team Communication
All 4 staff members who completed video evaluation
questionnaires reported that the video they had watched was
“very useful” for communicating patient information to
colleagues. The added communicative value of visual data over
written documentation or verbal handovers was apparent from
interview data. Carers were similarly supportive of patient
videos, where their use might improve communication quality
and concision:

I don’t know whether that would completely eradicate
the need for discussion… but it could perhaps enhance
that, if there’s something that someone needs to show
someone else. [Carer]

Participants also envisaged potential value for strengthening
communication with other clinical settings. Carers felt that
videos could optimize care timeliness and continuity by enabling
remote communication with other care providers. This view
was supported by staff, who also believed that patient videos
may improve collaboration between clinical services, potentially
reducing duplication of clinical assessments:

We have a deficit of trust across boundaries… but if
you see a video they know we are not making it up.
[Doctor]

Moreover, videos were reportedly used to enhance
communication with patients’ families:

Sometimes the family says, “Oh, he could not do it at
home.” When they see the patient sitting out and
walking, it’s amazing them. [Nursing staff]

As such, this helped to provide a tangible demonstration of care
and interventions received in the hospital and apparent impacts.
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Care Continuity
Study findings suggest that video-based patient records could
improve care quality by optimizing continuity, both within and
beyond an individual’s hospital stay. Patient videos may support
joined-up care by helping to establish a shared understanding
of the goals of a patient’s admission, informed by videos
showing their functional baseline. Similarly, participants
reported that videos allowed staff to objectively monitor patients
over time, facilitating greater awareness of signs of improvement
or deterioration:

For the patient it’s better because we know their
progress… I’m video-recording to compare. We see
the difference from bedbound to mobilizing. [Nursing
staff]

Video-based patient records were also deemed valuable for
aiding safe care transitions. Staff thought patient videos could
assist community therapy teams to provide joined-up care
following discharge. Since frail older adults often experience
multiple hospital admissions, participants also envisaged using
patient videos to gain insights into a person’s presentation during
prior inpatient stays.

Person-Centered Care
The potential for video-based patient records to improve
person-centered care was a prominent theme. By providing a
visual record of a patient’s achievements throughout their
hospital admission, patient videos promoted a focus on an
individual’s goals and needs, contributing to more personalized
care experiences:

I was proud to see me in the video and pleased that
I have made so much progress… it gave me great
spirits. [Patient]

Moreover, the use of patient videos was thought to improve the
quality of staff-patient engagement. Staff described how the
process of delivering the intervention offered opportunities for
patients to receive additional encouragement from ward staff,
which in turn improved staff satisfaction:

The patient was eager, because he was walking and
the staff… they were following and cheering him on.
It was so beautiful – he was able to mobilize himself.
They were all so happy, the staff and the patient
themself [sic] because he wanted to go home!
[Nursing staff]

Finally, there was a sense that patients appreciated the choice
over whether to take part in the intervention:

It gives the patient a little say in what’s going on in
their life as a patient. [Patient]

Where patients may feel they have limited involvement in care
decision-making when in hospital, the opportunity to make
choices about their care appeared to instill a sense of agency
and empowerment.

Discussion

Principal Findings
Findings from this nonrandomized mixed methods pilot study
suggest that the use of video recordings within patient
assessment and care delivery is largely acceptable to older
patients with frailty, their family members or carers, and clinical
staff. This was demonstrated by promising participant
recruitment and retention rates; enrollment targets for patients
were almost met, while ward staff recruitment vastly exceeded
intended numbers. The range of videos captured, from
documentation of seizures through to establishing a person’s
mobility baseline, shows that staff discerned multiple use cases
for patient videos. On the grounds that ethical preconditions are
met, including mitigation of concerns about information security
and patient dignity, video-based patient records were largely
deemed to be acceptable.

A secondary objective to explore the feasibility of implementing
video-based patient records within acute wards for older adults
revealed mixed findings. Diversity of the patient sample in terms
of clinical and demographic characteristics was encouraging,
indicating that risks of widening health inequalities through
inequitable uptake are low, should the intervention be
implemented into routine care. Implementation barriers were
multiple, yet participants described a range of facilitators that
supported successful delivery. However, video view metric
estimates and anecdotal evidence from interviews with ward
staff suggested limited engagement with videos once captured,
thus casting doubt on the feasibility of attaining sufficient uptake
among staff. We estimate that over half of all videos captured
were never viewed. Nevertheless, patient, carer, and clinical
opinion as to perceived intervention effectiveness yielded
evidence of promise. Videos were considered useful in
supporting clinical assessment, enhancing MDT communication,
strengthening care continuity, and promoting person-centered
care.

Comparison With Wider Literature
Our findings are largely in accordance with the conclusions of
a recent systematic review, which examined empirical research
and regulatory guidance on the generation and use of video
recordings as part of patient care [16]. Indeed, similarly to
existing studies [16,27,28], we observed that video-based patient
records were acceptable to patients, carers, and clinical staff
alike, so long as ethical conditions were satisfied around
upholding patient dignity and maintaining the security of these
digital data [29]. Likewise, based on clinical opinion, we found
that patient videos may aid the monitoring of care delivery and
outcomes over time, aligning with the conclusions of comparable
research [15].

Perhaps most striking was our finding that video-based patient
records appear to be valuable for promoting person-centered
care within the acute hospital setting. The intervention seemed
to instill a sense of agency and empowerment in older adults
with frailty who took part in video recordings. Staff experienced
secondhand satisfaction upon observing a patient demonstrating
a functional improvement, such as walking unaided, when they
had previously felt too frail to do so. This finding resonates with
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prior research from physiotherapy and rehabilitation contexts,
where video recordings documenting improvements in patient
gait throughout their inpatient stay were found to improve
patient motivation and satisfaction [30]. Likewise, although we
piloted the use of patient videos captured by ward staff, rather
than exploring patient-generated visual media as reported within
a further review [15], we similarly concluded that patient videos
helped staff to gain a more individualized understanding of
patients. A deeper understanding of patients as individuals
likely, in part, underpinned the closer staff-patient engagement
anecdotally reported by participating staff and patients.

Older adults with frailty often face multiple transitions between
health and social care settings, owing to complex care needs
stemming from multimorbidity [6,7]. An important application
of the present intervention, as conceived by ward staff, lay in
the potential to capture video footage which could be shown to
other departments or providers to inform decision-making and
support joined-up care. For example, staff spoke about the
potential value in sharing footage with neurology specialists or
with staff carrying out assessments for care home placements.
For the purposes of this pilot study, staff could only show video
recordings to health care professionals outside the direct care
team who visited the pilot wards in person. Should wider
implementation of video-based patient records be considered,
the lack of interoperability of different EPR systems, a
well-documented obstacle to delivering digital interventions at
scale, warrants timely address [31,32].

The integration of new digital technologies into health care
services resembles a complex challenge, with tailored strategies
required to promote successful adoption and sustainability of a
given intervention [33]. Our findings point to a series of barriers
and facilitators to the implementation of video-based patient
records, including those pertaining to staff engagement,
workflow, and the adequacy of reminders and prompting used
to encourage staff to capture and view patient videos. So that
potential enhancements to patient care can be realized,
theoretically informed strategies drawing upon behavioral
science or implementation science frameworks are likely
required to encourage uptake [34].

Finally, it is well documented that severely frail patients and
people who are unable to consent to participation are seldom
included within research studies [35,36]. Our findings reinforce
existing literature which points to the need for careful ethical
review of procedures for patient inclusion [37], to increase
opportunities for such patient populations to contribute to
applied clinical and health services research. This is so that they
are not excluded from the development of innovations which
may result in enhanced care.

Strengths and Limitations
Strengths of this study lie in its representation of patient
populations who are underrepresented and underserved in
clinical research. This includes older adults with severe frailty
and people who lack the capacity to consent to research owing
to cognitive impairment [35]. Exclusion of such patients from
clinical trials is widespread, thus obstructing the potential to
develop improved health care services and interventions that
meet the needs of these populations [36]. High quality and

comprehensiveness in qualitative data collection components
were indicated according to multiple dimensions of information
power [24]. For instance, data were sufficiently comprehensive
given our narrow study aims, high sample specificity while
capturing variation in patient demographic and clinical
characteristics, and owing to the application of established
theory. We ensured rigor in our analysis of interview data
through the Framework Analysis approach [22], applying an
existing theoretically informed framework to guide data charting
[23], while inductively introducing new codes into the coding
scheme to characterize each construct. Further strengths were
in our approach to PPIE, ensuring that lived experience
perspectives guided the study throughout the research cycle.

Issues in interpreting Isla Health Digital Pathway Platform
metadata, such that video view figures were estimates that
cannot be determined with exactness, represent an important
limitation. Other limitations pertain to the study design. The
single-site, nonrandomized nature of this research and the lack
of a comparator group should be taken into account when
considering our findings. While we appraised the quality of
interview dialogue to be high overall, we hold that dialogue
flow was at times impacted within the busy ward environment
in which data were gathered. Interviews with patients were often
inadvertently interrupted by staff or visitors, while staff were
regularly distracted by other tasks (eg, incoming telephone calls)
while being interviewed. We also note that among participating
patients with the capacity to consent to an optional interview
during enrollment, a number of these individuals were not
interviewed due to reasons such as being uncontactable within
2 weeks of leaving the hospital, deterioration in cognitive state,
and lack of interpreter availability at the point of discharge. Had
it been possible to interview these individuals, it is plausible
that a wider range of perspectives on the intervention may have
surfaced, with greater information power to permit between-case
analysis. Nonetheless, we offer a robust evaluation of
intervention feasibility, applying our findings stringently to
decision-making about progression to a definitive trial.

Implications
Study findings provide evidence that the use of video-based
patient records within direct care delivery for older adults with
frailty was largely deemed to be acceptable. We also offer
compelling preliminary insights based on participating patient,
carer, and clinical staff opinions as to the potential effectiveness
of this intervention in the acute medical inpatient ward context.
When implemented successfully, our findings suggest that the
intervention could contribute to improved care quality and
safety. However, the feasibility of intervention implementation
must be questioned, given estimated video view metrics and
anecdotal evidence from staff interviews, which indicated that
uptake among staff in terms of capturing and viewing patient
videos did not reach a threshold to permit full realization of
benefits. Evidence for ethicality and a lack of adverse outcomes
suggests that the intervention could be considered appropriate
for use within other clinical services when indicated, for
example, as part of efforts to empower patients and to promote
person-centered care. Further professional and regulatory
guidance to support clinical staff in the implementation of such
an intervention is, however, warranted [16].
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Conclusions
Addressing the primary objective of this pilot study, the
video-based patient record intervention was found to be largely
acceptable to older inpatients with frailty, carers, and staff.
Participants also held promising opinions about possible
intervention impacts. Optimizing assessments, enhancing care
continuity, and empowering patients were considered important
potential benefits of using patient videos within direct care. No
adverse events were reported. Findings about patient diversity,
alongside barriers and facilitators to intervention

implementation, support encouraging indications overall as to
the feasibility of implementing such an intervention within this
care context. However, apparent limited engagement with patient
videos after their capture during the pilot phase would likely
obstruct our ability to measure intervention efficacy in future
research. As such, we cannot endorse progression to a definitive
trial to examine the effectiveness of patient videos for improving
safety and quality of care transitions. Nevertheless, our findings
provide an initial indication that the intervention could be
ethically implemented into routine practice, with suitable ethical
safeguards in place.
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Abstract

Background: High-quality clinical chains-of-thought (CoTs) are essential for explainable medical artificial intelligence (AI);
yet, their development is limited by data scarcity. Large language models can generate medical CoTs, but their clinical reliability
is unclear.

Objective: We evaluated the clinical reliability of large language model–generated CoTs in reproductive medicine and examined
prompting strategies to improve their quality.

Methods: In a blinded comparative study at a clinical center, senior clinicians in assisted reproductive technology evaluated
CoTs generated via 3 distinct strategies: zero-shot, random few-shot (using random shallow examples), and selective few-shot
(using diverse, high-quality examples). Expert ratings were then compared with evaluations from a state-of-the-art AI model
(GPT-4o).

Results: The selective few-shot strategy significantly outperformed other strategies across logical clarity, use of key information,
and clinical accuracy (P<.001). Critically, the random few-shot strategy offered no significant improvement over the zero-shot
baseline, demonstrating that low-quality examples are as ineffective as no examples. The success of the selective strategy is
attributed to 2 preliminary frameworks: “gold-standard depth” and “representative diversity.” Notably, the AI evaluator failed to
discern these critical performance differences. Thus, clinical reliability depends on strategic prompt design rather than simply
adding examples.

Conclusions: We propose a “dual principles” preliminary framework for generating trustworthy CoTs at scale in assisted
reproductive technology. This work is a preliminary step toward addressing the data bottleneck in reproductive medicine. It also
underscores the essential role of human expertise in evaluating generated clinical data.

(J Med Internet Res 2026;28:e85206)   doi:10.2196/85206

J Med Internet Res 2026 | vol. 28 | e85206 | p.2163https://www.jmir.org/2026/1/e85206
(page number not for citation purposes)

Liu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:tiantang2016@scu.edu.cn
http://dx.doi.org/10.2196/85206
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

chain-of-thought; large language model; assisted reproductive technology; explainable artificial intelligence; clinical data reliability

Introduction

Background
Assisted reproductive technology (ART) represents a
cornerstone of modern medicine, offering solutions for millions
facing infertility [1]. The clinical decision-making process in
ART is exceptionally complex, requiring the synthesis of
high-dimensional patient data, including baseline characteristics
and medical history. This process is time-consuming and fraught
with risk for both clinicians and patients, as minute variations
in treatment protocols can lead to significant adverse outcomes.
Furthermore, clinicians must navigate patients’ personal values
and ethical considerations, demanding a highly personalized
and explainable approach to care [2].

Recent advancements in artificial intelligence (AI), particularly
large language models (LLMs), have demonstrated considerable
promise for answering medical questions, addressing clinical
case challenges, and augmenting clinical diagnosis [3-7]. Within
clinical decision support systems, these technologies can help
synthesize large amounts of data, facilitating more
comprehensive and standardized therapeutic strategies.
However, while general-purpose LLMs like ChatGPT-4 and
Gemini are powerful, their training on broad, nonspecialized
data limits their utility in niche medical domains. Consequently,
high-performing clinical AI applications are typically fine-tuned
from general models using curated, domain-specific datasets
[8-10]. The actual bottleneck, however, is not a lack of raw
clinical data, but a profound lack of explainable data—data that
record not just what decision was made, but why. This
meticulous, expert-level reasoning, often captured as a
chain-of-thought (CoT), is the very fuel required to train AI
models that are not just accurate, but also trustworthy and
scalable to clinicians. To move beyond “black-box” predictions,
models require structured reasoning pathways, or CoT data,

which simulate clinical logic and enhance explainability [11,12].
The challenge, therefore, narrows down to a scarcity of
expert-authored CoT data within the specific area. The manual
creation of such a dataset on a large scale is prohibitively
expensive and time-consuming, presenting a significant barrier
to progress in explainable medical AI.

To address this challenge, a promising direction is to leverage
the generative capabilities of LLMs to synthesize clinical CoT
data at scale. While this offers a scalable solution to the data
bottleneck, it hinges on a critical, unverified assumption: the
clinical reliability of the generated content. In a high-stakes
domain like ART, this assumption cannot be taken for granted.

Therefore, this study is designed to examine this uncertainty
under the ART setting through a rigorous, head-to-head
empirical comparison. Figure 1 presents the conceptual
framework of our comparative evaluation study. We hypothesize
that a selective few-shot strategy, meticulously crafted with
diverse and deeply reasoned examples, will improve the factual
accuracy, logical clarity, and clinical information use of
LLM-generated reasoning in infertility decision-making
scenarios, compared with generic zero-shot and random few-shot
prompting. To test this, we developed a novel prompting
framework and validated it through a blinded evaluation protocol
where senior clinicians from the reproductive department
assessed the quality of CoTs from all 3 strategies. In a secondary
analysis, we further contrast these expert assessments against
the state-of-the-art (SOTA) AI evaluator (GPT-4o) at that time
to critically examine the current capabilities and limitations of
automated evaluation paradigms, which are widely used in
supervised data generation. Ultimately, this work aims to
establish an exploratory, practical, evidence-based methodology
for the trustworthy generation of clinical reasoning of ART at
scale.
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Figure 1. Conceptual framework of the comparative evaluation study. EHR: electronic health record; LCC: logical coherence and clarity; LLM: large
language model; PCAR: plausibility and clinical accuracy of reasoning; UCKI: use and coverage of key information.

The study workflow begins with a standardized patient case
(N=200) as the input. Three distinct prompting strategies are
evaluated in parallel pipelines: (1) zero-shot, which uses
instructions only; (2) random few-shot, which uses 5 randomly
selected examples; and (3) selective few-shot, which uses a
curated set of 6 diverse examples representing all major ART
categories in the cases. Each strategy, powered by the same
LLM engine, generates a unique CoT. All 3 generated CoTs
are then subjected to a rigorous, blinded “Doctor-in-the-Loop”
evaluation by 2 parallel assessors: human clinical experts (the
gold standard) and the SOTA AI evaluator (GPT-4o). This dual
evaluation process yields the final reliability scores and rankings
for each strategy.

LLMs in Health Care
Since the launch of ChatGPT-4, LLMs have rapidly spread into
many industries, such as education, finance, and health care.
For instance, Google’s Med-PaLM 2, a leading specialized
health care model, achieved 86.5% accuracy on the MedQA
benchmark, a popular multiple-choice open domain question
answering (OpenQA) medical problems dataset. Furthermore,
its responses were preferred over those of generalist physicians
in 65% of expert evaluations [13]. The LLMs are now used in
many healthcare–related workflows, ranging from medical
documentation assistance to clinical differential diagnosis
[5,14-16]. However, to effectively address highly specialized
tasks, these models are typically fine-tuned from pretrained
LLMs using carefully curated datasets. Despite their impressive
capabilities, current LLMs usually function as black boxes,
producing outputs without offering interpretable reasoning. In

clinical practice, however, physicians often require not just
answers but also transparent explanations. This requires models
beyond black-box behavior and provides interpretable,
step-by-step reasoning processes. The increasing reliance on
LLMs has also intensified the demand for high-quality data
[17]. Alarmingly, some predict that the global supply of novel
text data may be exhausted by 2050 and image data by 2060
[18]. In the health care domain, the situation is even more
critical: clinical data are not only scarce but also highly sensitive
and expensive to obtain. As a result, a central challenge
emerges—how can we build datasets that are both sufficiently
large and clinically trustworthy to support transparent, reliable
medical AI systems?

Synthetic Data in Health Care
To overcome the data shortage in health care, researchers are
increasingly turning to LLMs to create synthetic data. This
approach is promising for several reasons. It allows for data
generation at scale, addressing issues of data scarcity and
privacy [19,20]. Furthermore, synthetic data can be tailored to
balance underrepresented patient groups, potentially improving
model robustness and fairness [21]. Generative models have
demonstrated remarkable success in these areas, with some
studies showing that LLM-generated narratives can be
indistinguishable from those written by physicians [22]. This
potential, however, is inextricably linked to a profound
challenge: reliability. While LLMs can mimic the style of
clinical text, ensuring the factual accuracy and clinical
plausibility of the content is a far more difficult task. For
instance, models have been used to generate both structured
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electronic health records (EHRs) and unstructured clinical notes
[23], but in both cases, the risk of hallucination—where the
model generates incorrect or nonsensical information—poses
a significant threat in high-stakes medical applications.
Therefore, the core challenge moves beyond mere data
generation to a more fundamental question of trust. While
studies have shown that synthetic data can be effective for
certain human labeling and fine-tuning tasks [24-28], these
applications often involve relatively straightforward data points.
The problem is magnified when the task requires complex,
multistep medical reasoning. In such scenarios, “synthetic” must
not equate to “inaccurate.” This underscores the urgent need
for rigorous evaluation methods, not just for the data points
themselves, but for the underlying reasoning processes that
produce clinical decisions. Our work focuses on this critical
next step: assessing the reliability of synthetically generated
reasoning paths.

Chain-of-Thought
CoT is a prompt engineering technique that enhances the output
of LLMs, particularly for complex tasks involving multistep
reasoning. It facilitates problem-solving by guiding the model
through a step-by-step reasoning process by using a coherent
series of logical steps [29]. This approach has been shown to
significantly elevate performance on a wide range of complex
reasoning tasks in general domains, especially for arithmetic
problems and logical reasoning tasks [30,31]. To enhance the
reasoning ability in domain-specific tasks, researchers have
started fine-tuning the models with CoTs [12]. Within the
medical domain, the potential of CoT is particularly compelling.
Its step-by-step nature aligns naturally with the differential
diagnosis and clinical reasoning processes used by physicians.
Consequently, researchers have begun to apply CoT prompting
to improve accuracy on medical question-answering benchmarks
and in practice diagnosis [11,32]. More importantly, CoT offers
a crucial pathway toward explainable AI in medicine. By
externalizing the model’s reasoning processes, CoT allows
clinicians to scrutinize, understand, and ultimately trust the AI’s
recommendations, which is a prerequisite for its safe integration
into clinical workflows.

The application of CoT is rapidly evolving. Beyond simple
prompting, a new frontier in clinical AI is the (1) fine-tuning
of models on datasets enriched with CoT data to build inherently
more explainable systems, which, however, immediately
confronts the fundamental bottleneck of medical AI; and the
(2) prohibitive cost and time required for expert clinicians to
manually author thousands of high-quality reasoning paths for
a training set. An intuitive and scalable solution is to leverage
foundational LLMs to synthetically generate these CoTs,
creating a cost-effective pathway to train the next generation
of trustworthy medical models. However, this entire paradigm
hinges on a critical, yet largely unexamined, question: (3) Is the
reliability of synthetically generated CoTs adequate to support
their application in complex clinical scenarios? Literature to
date offers little guidance. Most research focuses on the extrinsic
value of CoT (ie, improving final answer accuracy), with scant
attention paid to the intrinsic reliability of the reasoning itself.

A model fine-tuned on flawed, albeit synthetically generated,
logic could learn to produce seemingly correct answers for the
wrong reasons—a risk that is unacceptable in clinical practice.
Furthermore, standardized, expert-driven protocols for assessing
the clinical validity, coherence, and faithfulness of
machine-generated reasoning are conspicuously absent. Our
study is designed to directly fill this foundational gap. Before
the field can confidently use synthetic CoT for model training
at scale, we must first have a rigorous method to measure its
reliability. Therefore, we propose and implement a blinded,
expert-led evaluation framework to answer the fundamental
question: how reliable is synthetically generated sophisticated
clinical reasoning, and what is the best prompting strategy to
elicit it from LLMs?

Methods

Data Source
From the manually reviewed dataset, we randomly selected 200
cases as our evaluation set, covering a variety of ART. These
ARTs are broadly categorized into 3 generations: in vitro
fertilization (IVF), intracytoplasmic sperm injection (ICSI), and
preimplantation genetic testing (PGT). Each generation includes
several clinical subtypes, such as short-protocol IVF and IVF
with donor sperm. Among the 200 evaluated cases, IVF accounts
for the largest proportion (140/200, 70%), including standard
IVF (116/200, 58%), IVF with donor sperm (9/200, 4.5%), and
short-protocol IVF (short-time insemination, 15/200, 7.5%).
The second most common is ICSI (38/200, 19%), comprising
standard ICSI (26/200, 13%), IVF+ICSI (5/200, 2.5%), and
TESA (testicular sperm aspiration)+ICSI (7/200, 3.5%). PGT
represents 11% (22/200) of the dataset, including
preimplantation genetic testing for aneuploidies (PGT-A; 6/200,
3%), preimplantation genetic testing for monogenic disorder
(PGT-M; 3/200, 1.5%), and PGT for structural rearrangements
(13/200, 6.5%).

As shown in Table 1, the dataset consisted of three main
components: (1) a structured set of baseline and demographic
variables, (2) the preliminary diagnosis and treatment plan, and
(3) an unstructured narrative description of the present illness
history. The structured baseline data served as the quantitative
and categorical foundation for clinical assessment, encompassing
key indicators of ovarian reserve such as anti-Müllerian hormone
and baseline follicle-stimulating hormone levels. The
unstructured narrative provided essential clinical context,
offering a detailed account of the patient’s medical journey,
which is critical for nuanced and context-aware medical
reasoning. The output data, labeled as preliminary diagnosis
and treatment plan, reflects the clinical conclusions and
therapeutic strategies formulated by human experts in prior
encounters. This component serves as the ground truth outcome.
The LLM’s task is to generate a reasoning path that logically
connects the patient’s input data to this expert-defined outcome.
A detailed breakdown of all case data variables, including
structured baseline indicators and narrative clinical history, is
provided in Multimedia Appendix 1. Together, these inputs
formed the foundation for CoT generation and model evaluation.
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Table 1. Structure and description of input and output variables for each casea.

VariableCategory

Baseline and demographics • Female age
• Menstrual cycle
• Body weight
• BMI
• Anti-Müllerian hormone level
• Duration of infertility
• Gynecological ultrasound findings
• Baseline follicle-stimulating hormone level

Present illness history • Present illness history

Preliminary diagnosis and treatment plan • Type of infertility
• Controlled ovarian stimulation protocol
• Initial gonadotropin dosage
• Preliminary differential diagnosis
• Initial assisted reproductive technology strategy

aThis table outlines the variables provided to the large language model for each case, categorized into input (baseline and demographic and present
illness history) and output (preliminary diagnosis and treatment plan). These variables form the basis for the chain-of-thought generation task.

Ethical Considerations
A set of EHRs recorded between 2020 and 2022 in the Infertility
Outpatient Department at West China Second University
Hospital was considered in this study. The study was approved
by the institutional review board of West China Second
University Hospital, Sichuan University (ID: 2022288). The
EHRs have been manually reviewed and corrected to ensure
data accuracy. All EHR data used in this study were fully
deidentified before being accessed by the research team. The
deidentification procedure followed HIPAA (Health Insurance
Portability and Accountability Act) Safe Harbor standards,
including the removal of all direct identifiers (eg, name, date
of birth, medical record number, contact information, and
provider information) and all quasi-identifiers (eg, dates,
locations, and institutional identifiers). Only aggregated clinical
descriptors necessary for the reasoning task (eg, high-level
patient history and laboratory summaries) were retained. Access
to the deidentified dataset was restricted to authorized study
personnel through institution-managed credentials and encrypted
storage. Reviewers performing the blinded evaluation accessed
only the deidentified clinical vignettes and model-generated
reasoning content through a secure, read-only interface; no
downloads or reidentification attempts were permitted. All
access was logged and monitored by an internal auditor to ensure
compliance with institutional clinical data governance policies.
Because the study used retrospective, fully deidentified EHRs,
the requirement for updated informed consent for the following
analysis was waived by the institutional review board in
accordance with national regulations. No participants were
contacted for this study, and no compensation was provided to
participants.

Experiment Design

Overview
To systematically evaluate the reliability of LLM-generated
CoT and to determine the impact of different prompting
strategies, we designed a comparative study. The experiment

was structured into 3 distinct arms, each representing a different
level of contextual information provided to the model. Our
design philosophy was to create a controlled, stepwise
comparison to isolate the effects of in-context examples and
the strategy used for their selection.

All 3 groups used the evaluation dataset (N=200) described in
the data source, making sure of a fair comparison. A capable
“Teacher Model” is key to generating better-quality data [33].
Considering the models’ performance so far, we used the
open-source model DeepSeek-R1-671b, which was known for
its outstanding reasoning capability, as our consistent model
shared by 3 arms [34]. Across all 3 arms, the LLM was assigned
the same core task: generating a detailed, step-by-step ART
CoT by integrating all provided patient information and the
corresponding expert-provided reference output. All the
inference was conducted via the application programming
interface call. The model was executed with temperature=0.5
and max tokens=5000. We used temperature=0.5 to reflect
typical clinical-LLM use, where deterministic decoding
(temperature=0) may produce rigid or incomplete clinical
reasoning. All prompting strategies were evaluated under
identical generation settings to ensure fair comparison.

Group 1: Zero-Shot Baseline
In this group, we aimed to establish a fundamental baseline to
evaluate the out-of-the-box clinical reasoning capabilities of
general-purpose LLMs when applied to this specialized task.
To this end, the model was prompted using a standardized
directive instruction, with each clinical case embedded directly
into the prompt (see Multimedia Appendix 2 for details). The
outputs generated by the model, along with corresponding
physician evaluations, served as a performance floor, quantifying
the baseline reliability and limitations of an unadapted LLM in
handling novel clinical scenarios.

Group 2: Random Few-Shot Prompting
This experimental arm was designed to establish a baseline for
a standard, nonoptimized few-shot approach. Its purpose was
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to measure the impact of providing generic, in-domain examples
without a specific selection strategy. For each of the 200 test
cases, the prompt was initially prepared with a fixed set of 5
examples to provide context for the model. These 5 examples
were randomly sampled from our expert-authored data pool,
excluding the existing evaluation dataset. The sample set used
in the prompt for every test case consisted of 4 standard IVF
cases and 1 short-protocol IVF case, accompanied by a concise
reasoning chain authored by domain experts. The prompt
structure and instructions were otherwise identical to those in
the other arms. A representative example of a few-shot sample,
detailing the input data and expert-written CoT, is provided in
Multimedia Appendix 2. This approach represents a “naive”
few-shot implementation. It is designed to test the hypothesis
that the mere presence of in-domain examples, even without
being specifically tailored to the test case, is sufficient to
improve reasoning quality compared to the zero-shot baseline.

Group 3: Selective Few-Shot Prompting
This arm represents our proposed method and was designed to
test the hypothesis that a deliberately curated set of diverse
examples would improve reasoning reliability and
generalization. Instead of random sampling, this approach used
a clinically informed, representative selection strategy.
Physicians curated a set of 6 exemplary cases from a pool of
records not included in the 200 evaluation set (to prevent data
leakage). These 6 examples were specifically chosen to represent
the full spectrum of major ART categories present in our dataset,
including IVF (standard IVF, short-protocol IVF, and IVF with
donor sperm), ICSI, TESA+ICSI, and PGT (PGT-A). Their
reasoning part was carefully crafted and covered all critical
steps. The complete prompt is provided in Multimedia Appendix
2. For every test case, this same curated set of 6 diverse
examples was prepended to the prompt. The purpose of this
strategy was to provide the model with comprehensive and
representative clinical guidance within the prompt itself.

In summary, this 3-arm design allows for a multifaceted analysis
of CoT reliability. The comparison between group 1 and group
2 will isolate the general benefit of using in-context examples.
The critical comparison between group 2 and group 3 will

determine whether our proposed selective prompting strategy
provides a statistically significant improvement over a random
baseline. Together, these comparisons will build a clear
evidence-based argument for the importance of a well-designed
prompting strategy in generating reliable and accurate clinical
reasoning.

Evaluation Metrics

Physician Evaluation
The evaluation was conducted by a panel of 2 board-certified
reproductive physicians. Both subject matter experts are faculty
members at the same academic medical center but work
independently in separate clinical teams. They were invited
through an internal clinical research collaboration mechanism,
and participation was voluntary. Their sole role was to perform
a blinded evaluation of the CoTs. Each evaluator possesses over
10 years of clinical experience in the field of ART. Prior to the
formal evaluation, a calibration session was held where all
evaluators scored 10 cases together. Any discrepancies were
discussed to ensure a consistent understanding of the criteria.
During the blinded evaluation, each physician reviewer received
only the clinical vignette and the model-generated reasoning
content. All identifying information, model names, and
prompting strategies were removed to ensure full masking. The
order of cases and strategies was independently randomized for
each reviewer to prevent any presentation bias. Each physician
independently scored the complete dataset without discussing
their ratings with other reviewers. No reviewer saw any
ground-truth labels or model metadata during the evaluation
process.

In this study, we created an evaluation metric involving 3
dimensions: logical coherence and clarity (LCC), use and
coverage of key information (UCKI), and plausibility and
clinical accuracy of reasoning (PCAR). All generated CoTs
were scored by the 5-point Likert scale (1=poor and 5=excellent)
across 3 key dimensions of reliability, as shown in Table 2 and
detailed in Multimedia Appendix 3. All paired comparison
results are tested using the Wilcoxon test and adjusted for false
discovery rate (FDR).

Table 2. Rubric for the evaluation of chain-of-thought (CoT) reliabilitya.

DefinitionMetric

Assesses whether the reasoning process is internally consistent, logically structured, and expressed
clearly and understandably.

Logical coherence and clarity

Evaluates the extent to which the reasoning incorporates and addresses relevant clinical data points
presented in the input.

Use and coverage of key information

Measures whether the reasoning is clinically sound, aligns with standard medical knowledge, and leads
to a reasonable interpretation or decision. Deduct points as appropriate across the 4 parts in the analysis.

Plausibility and clinical accuracy of reason-
ing

aThe table defines the 3 dimensions: logical coherence and clarity, use and coverage of key information, and plausibility and clinical accuracy of
reasoning, used by both human experts and the artificial intelligence evaluator to assess the quality of generated CoTs on a 5-point Likert scale.

AI Grader Evaluation
In addition to manual evaluation conducted by human experts,
we implemented a supplementary evaluation component
leveraging a widely used LLM verifier [35], GPT-4o, to explore
its feasibility as an automated evaluator of clinical reasoning.

This design enables a direct comparison between AI-generated
assessments and the human gold standard, thereby evaluating
the feasibility of using LLMs for quality control in large-scale
synthetic dataset generation. To ensure comparability, the
evaluation criteria provided to the AI model were identical to
those outlined in Table 2, including definitions of logical
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coherence, clinical appropriateness, and key information use.
The detailed prompt can be found in Multimedia Appendix 2.
Each instruction consists of 2 blocks: the evaluation rubric and
case vignette.

Statistical Analysis
All statistical analyses were conducted in Python (pandas, SciPy,
and statsmodels; Python Software Foundation). Each case
(N=200) was independently evaluated under 3 prompting
strategies (zero-shot, random few-shot, and selective few-shot)
across 3 dimensions: LCC, UCKI, and PCAR. Results are
reported as mean (SD), with exact n values indicated in tables.
To assess the reliability of the physician ratings, we evaluated
agreement using three complementary measures: (1) linear
weighted κ, (2) adjacent agreement rate (percentage of paired
scores within ±1 point), and (3) raw interrater disagreement
rates. Because the rating distributions exhibited strong ceiling
effects (scores concentrated around 4-5), linear weighted κ is
known to underestimate agreement under low variance
conditions, a well-described statistical paradox. Therefore, in
addition to reporting κ values for completeness, we emphasized
adjacent agreement and disagreement rates, which more
accurately capture clinical consensus when rating scales are
narrow. Across all 600 evaluations (200 cases×3 strategies),
disagreement rates were uniformly low, confirming strong
consistency between the 2 raters. The selective few-shot strategy
showed the lowest disagreement (LCC: 0.00, PCAR: 0.03,
UCKI: 0.02), followed by the zero-shot (LCC: 0.04, PCAR:
0.04, UCKI: 0.07) and random few-shot strategies (LCC: 0.12,
PCAR: 0.09, UCKI: 0.07). The highest disagreement observed
across all metrics was only 12%. Adjacent agreement was
correspondingly high, ranging from 88% to 100% depending
on the metric and strategy, indicating excellent practical
concordance despite the compressed scoring range. Given these
properties, interrater reliability was interpreted primarily through
adjacent agreement and disagreement rates, while κ statistics
were retained as a formal but secondary indicator.

Normality of paired differences was assessed using the
Shapiro-Wilk test and Q-Q plots. Because the evaluation scores
are 5-point Likert ratings, the paired differences take on only a
small number of discrete values (–2, –1, 0, +1, +2). As expected

with large samples and discrete Likert data, the Shapiro-Wilk
was extremely sensitive and returned significant results;
however, Q-Q plots showed no meaningful deviations from
approximate linearity beyond the expected discreteness.
Parametric tests are generally robust to moderate deviations
from normality in Likert-type data, especially with larger sample
sizes. We retained the nonparametric Wilcoxon paired tests as
primary analyses. All the statistical test details can be checked
in Multimedia Appendix 4.

To account for multiple pairwise comparisons across the
prompting conditions and evaluation metrics in the subgroups,
adjusted P values were calculated using the Benjamini-Hochberg
FDR correction across all 9 contrasts (3 comparisons per metric).
For each metric, paired comparisons were conducted using
Wilcoxon paired tests, and both the raw and FDR-adjusted P
values were reported. A post-hoc power analysis was performed.
For each evaluation metric, Cohen d effect sizes were computed
using the pooled SD of paired observations. This analysis was
conducted to assess the stability of estimates under small-sample
conditions.

Results

Overview
All the results were obtained through the evaluation dataset
(N=200), including several kinds of ART. As mentioned earlier,
3 metrics were used for evaluation: LCC, UCKI, and PCAR.
The evaluation was done by a panel of experienced practitioners.

General Performance
Table 3 presents the average scores of each prompting strategy
on LCC, UCKI, and PCAR. The selective few-shot strategy
outperformed both zero-shot and random few-shot approaches
across all 3 metrics. Specifically, it achieved mean scores of
4.56 (SD 0.50), 4.66 (SD 0.53), and 4.18 (SD 0.56), which were
significantly higher than those of the zero-shot strategy (mean
4.18, SD 0.56; mean 4.30, SD 0.63; mean 3.85, SD 0.53,
respectively; all P and adjusted P<.001; Cohen d=0.72, 0.61,
0.61) and the random few-shot strategy (mean 4.31, SD 0.64;
mean 4.42, SD 0.58; mean 3.91, SD 0.63, respectively; all P
and adjusted P<.001; Cohen d=0.45, 0.42, 0.46).

Table 3. The performance of the “zero-shot,” “random few-shot,” and “selective few-shot” strategies (N=200 cases per group)a.

PCARd, mean (SD)UCKIc, mean (SD)LCCb, mean (SD)Strategy

3.85 (0.53)4.30 (0.63)4.18 (0.56)Zero-shot

3.91 (0.63)4.42 (0.58)4.31 (0.64)Random few-shot

4.18 (0.56)4.66 (0.53)4.56 (0.50)Selective few-shot

aWilcoxon test used for paired comparisons; P values adjusted using the Benjamini-Hochberg false discovery rate procedure.
bLCC: logical coherence and clarity.
cUCKI: use and coverage of key information.
dPCAR: plausibility and clinical accuracy of reasoning.

Notably, there was no statistically significant difference between
the zero-shot and random few-shot groups on PCAR, though
samples did improve the model’s capability on LCC and UCKI
statistically significantly.

Subgroup Analysis
To further dig into the reasons for selective few-shot’s winning,
we did an analysis grouped by ART. Table 4 presents the scores
of 3 ART generations.
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Table 4. Subgroup analysis by assisted reproductive technology (ART) categorya.

PCARdUCKIcLCCbART and strategy

IVFe

3.88 (0.53)4.34 (0.61)4.20 (0.57)Zero

3.90 (0.65)4.44 (0.53)4.29 (0.67)Random

4.20 (0.55)4.69 (0.51)4.59 (0.49)Selective

ICSIf

3.87 (0.53)4.29 (0.65)4.16 (0.59)Zero

3.97 (0.59)4.45 (0.69)4.37 (0.54)Random

4.11 (0.56)4.53 (0.60)4.45 (0.50)Selective

PGTg

3.64 (0.49)4.05 (0.72)4.09 (0.43)Zero

3.86 (0.56)4.27 (0.70)4.32 (0.57)Random

4.18 (0.59)4.68 (0.48)4.59 (0.50)Selective

aSubgroup analyses were based on the respective case counts (IVF: n=140; ICSI: n=38; PGT: n=22). This table aims to further investigate the performance
differences of various prompting strategies across specific clinical scenarios. To achieve this, we categorized the 200 evaluation cases based on their
primary type of ART, including IVF, ICSI, and PGT, and conducted a comparative analysis of evaluation outcomes within each group. Wilcoxon test
used for paired comparisons; P values adjusted using the Benjamini-Hochberg false discovery rate procedure.
bLCC: logical coherence and clarity.
cUCKI: use and coverage of key information.
dPCAR: plausibility and clinical accuracy of reasoning.
eIVF: in vitro fertilization.
fICSI: intracytoplasmic sperm injection.
gPGT: preimplantation genetic testing.

In the largest subgroup, IVF (n=140), a key distinction emerged.
While the selective few-shot strategy significantly outperformed
both other groups across all metrics (P<.001 and adjusted
P<.001 for all comparisons, selective vs zero: Cohen d=0.72,
0.61, 0.59; selective vs random: Cohen d=0.51, 0.49, 0.50),
there was no statistically significant difference observed between
the random few-shot and zero-shot strategies (P=.19, .69, .10;
adjusted P=.22, .69, .13).

The analysis of the PGT subgroup (n=22) revealed the clearest
advantage for prompt diversity. The selective few-shot strategy,
which was the only prompt containing a PGT example,
outperformed the random few-shot strategy across all 3 metrics:
logical coherence (LCC: P=.03; adjusted P=.05; Cohen d=0.51),
information use (UCKI: P<.001; adjusted P=.01; Cohen d=0.55),
and clinical accuracy (PCAR: P=.03; adjusted P=.05; Cohen
d=0.68). Consistent with other findings, the random few-shot
strategy showed no significant improvement over the zero-shot
baseline in this category (LCC: P=.17; adjusted P=.19; Cohen
d=0.45; UCKI: P=.27; adjusted P=.27; Cohen d=0.32; PCAR:
P=.13; adjusted P=.17; Cohen d=0.43, respectively). However,
we must admit that the limited sample size makes the subgroup
analysis partially underpowered, and these comparisons should
be interpreted with caution.

A similar pattern emerged in the ICSI subgroup (n=38). The
selective few-shot strategy again demonstrated a measurable
advantage. It achieved statistically significant improvements
over the zero-shot baseline in 2 of the 3 key metrics: LCC
(P=.02; adjusted P=.15; Cohen d=0.53) and PCAR (P=.04;
adjusted P=.17; Cohen d=0.44). Although these comparisons
did not remain significant after FDR adjustment, the effect sizes
were moderate, and the directionality was consistent with the
overall findings. For UCKI, the selective strategy again achieved
the highest mean score, but this comparison did not reach
significance (P=.06; adjusted P=.17), suggesting a positive but
statistically inconclusive trend. The detailed subgroup statistical
results can be checked in Multimedia Appendix 4.

Case Study
As shown in Figure 2, to qualitatively illustrate the stark
differences in reasoning quality revealed by our quantitative
analysis, we selected a representative and complex case
involving PGT-M. This case is particularly illustrative, as it
requires a multilayered understanding of genetics, ART
procedures, and individualized patient factors. The main
mistakes are listed in Table 5.
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Figure 2. Representative PGT-M case illustrating qualitative differences in CoT reasoning across prompting strategies. This figure presents a representative
and complex case involving PGT-M, selected to qualitatively illustrate the differences in reasoning quality observed in our quantitative analyses. The
left panel shows the patient’s clinical information, the correct physician’s answer, and the color-coded annotation scheme (red: incorrect reasoning,
yellow: irrelevant reasoning, and green: correct reasoning). The right panel displays the CoT outputs generated under zero-shot, random few-shot, and
selective few-shot prompting strategies. Compared with the zero-shot and random few-shot generations, which omitted critical reasoning steps (eg, the
presence of infertility diagnosis, the indication for intracytoplasmic sperm injection, and comprehensive gonadotropin dose considerations), the selective
few-shot prompting was more closely aligned with clinical logic and included relevant patient-specific factors. CoT: chain-of-thought; PGT-M:
preimplantation genetic testing for monogenic disorder.

Table 5. Common reasoning errors in zero-shot and random few-shot chain-of-thought (CoT) outputs for a preimplantation genetic testing for monogenic
disorder case.

Flaws in zero-shot and random few-shotReasoning dimension

The model does not mention whether the patient has infertility issues.Diagnosis reasoning

CoT incorrectly assumes that if the male’s semen is normal, traditional IVFa can be used.Assisted reproduction decision

The reason for choosing the antagonist protocol in CoT was “greater safety and avoidance of OHSSb,” without
considering the patient’s specific circumstances (low AMH, first ovulation induction).

Ovarian stimulation protocol se-
lection

Only AMHc levels were considered, without taking into account weight, BMI, or PGTd goals (requiring more
embryos).

Initial gonadotropin dose

aIVF: in vitro fertilization.
bOHSS: ovarian hyperstimulation syndrome.
cAMH: anti-Müllerian hormone.
dPGT: preimplantation genetic testing.

In this PGT-M case, both partners are carriers of a pathogenic
variant in the KIAA0586 gene. During a previous pregnancy,
the fetus was found to have a homozygous mutation in
KIAA0586, resulting in abnormal brain development and
subsequent pregnancy termination. Since then, the couple has
been using contraception and therefore does not meet the criteria
for an infertility diagnosis. This implies that they are still capable
of conceiving naturally. Given the autosomal recessive
inheritance pattern, there remains a possibility of achieving a
normal or carrier embryo through natural conception. However,
neither the zero-shot nor the random few-shot–prompted CoT
generations mentioned the presence or absence of an infertility
diagnosis, which appeared in the selective few-shot–prompted
CoT.

To avoid the recurrence of a fetus with a homozygous mutation
in KIAA0586, PGT-M is recommended. Due to the technical
requirements of PGT, embryos must be obtained via ICSI to
avoid DNA contamination during genetic analysis. While the
zero-shot and random few-shot–prompted CoTs correctly
reasoned the indication for PGT-M, they incorrectly concluded
that ICSI was unnecessary because the male partner had normal
semen parameters and suggested using conventional IVF
instead—an error in clinical reasoning.

In selecting the ovarian stimulation protocol, clinical reasoning
typically begins with evaluating the patient’s ovarian
responsiveness and any prior stimulation history. Although the
patient is 26 years of age, her AMH level is only 1.61 ng/mL,
suggesting a potential for diminished ovarian response. As this
is her first controlled ovarian hyperstimulation cycle, a
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gonadotropin-releasing hormone antagonist protocol was chosen
for its controllability and to avoid excessive pituitary
suppression. Among the 2 few-shot–prompted CoTs, the
reasoning was more aligned with clinical thinking, while the
zero-shot CoT emphasized the safety profile of the antagonist
protocol (eg, avoiding ovarian hyperstimulation syndrome)
without clearly reflecting clinical logic.

Regarding the initial gonadotropin dose, factors beyond ovarian
responsiveness must be considered. Since this case involves
PGT, it is important to optimize the number of oocytes retrieved.

Additional considerations include the patient’s weight and BMI,
as these affect drug sensitivity. However, the zero-shot CoT
mentioned only ovarian responsiveness, lacking a
comprehensive rationale.

Feasibility Analysis of an AI Evaluator
As detailed in Table 6, the mean scores for all 3 prompting
strategies were tightly clustered in a narrow and high-scoring
range, between 3.96 and 4.00, suggesting that the model
perceived all generated outputs as being of similarly high
quality.

Table 6. Artificial intelligence (AI)–driven evaluation of chain-of-thought reliability across different prompting strategiesa.

UCKId, mean (SD)PCARc, mean (SD)LCCb, mean (SD)Group

4.00 (0.00)3.98 (0.14)4.00 (0.00)Random few-shot

4.00 (0.07)3.98 (0.16)4.00 (0.00)Selective few-shot

3.98 (0.14)3.96 (0.20)4.00 (0.07)Zero-shot

aThe high scores and minimal variation across all groups indicate a significant ceiling effect in the AI’s evaluation. Paired comparisons between strategies
were conducted using the Wilcoxon signed rank test; P values were adjusted using the Benjamini-Hochberg false discovery rate procedure.
bLCC: logical coherence and clarity.
cUCKI: use and coverage of key information.
dPCAR: plausibility and clinical accuracy of reasoning.

Inferential statistical analysis corroborated this observation. A
series of Friedman tests found no statistically significant
differences among the 3 groups for LCC (P=.37), PCAR
(P=.37), or UCKI (P=.07). While a post-hoc pairwise Wilcoxon
paired test identified a marginal statistical difference between
the random few-shot and zero-shot groups on the information
use dimension (P=.045), this isolated finding merits cautious
interpretation, particularly, as the overall test for this dimension
did not reach statistical significance.

Discussion

Principal Findings
This study critically evaluates the reliability of LLM-generated
CoT reasoning in ART and shows that noncurated prompting
methods are insufficient for clinical use. Both zero-shot and
random few-shot strategies frequently produced reasoning errors,
and random shallow examples offered no meaningful
improvement over providing no examples at all. In contrast, the
selective few-shot strategy, which is built on the principles of
representative diversity and gold-standard depth, substantially
improved coherence, information use, and clinical accuracy.
These reliability gaps, as well as the strengths of the selective
approach, were identifiable only through expert review;
automated AI evaluators failed to detect these differences.
Together, these findings outline a practical framework for
evaluating ART reasoning quality and a feasible pathway for
generating trustworthy synthetic clinical data.

The principle of representative diversity was clearly
demonstrated in the PGT and ICSI subgroups. The findings
provide empirical support for our initial hypothesis. The PGT
category shows significantly higher scores, prompted by the
selective few-shot approach, which includes an example of
PGT-A treatment. The case study also shows errors in

understanding and judgment in doctors’ viewing, where
zero-shot or random few-shot are more likely to make intrinsic
mistakes. Notably, in the ICSI category, although the intergroup
differences did not reach statistical significance when compared
to the random few-shot group, we observed the same trend as
in the PGT category—selective prompting consistently achieved
the highest average scores and was significantly higher than
zero-shot prompting, which had no difference with the random
one. The analyses of both subgroups collectively suggest that
a demonstration set covering key procedural subtypes within
the domain is essential for enabling the model to evolve from
a “specialist” to a “generalist.”

Simultaneously, the principle of gold-standard depth was
illustrated in the IVF subgroup. In our main results, we show
that the quality of examples may influence the quality of
generation. In subgroup analysis, we found that there is no
significant difference between the zero-shot prompting and the
random few-shot prompting on any subgroup, especially in the
IVF subgroup, even if the random arm’s sample cases indeed
included 4 standard IVF and 1 short-protocol IVF. It performed
ineffective learning under this situation. In this case, the reason
may be attributed to the reasoning quality in the prompt. In the
experiment design section, we mentioned that the random cases
have a relatively concise CoT. This indicates that the LLM
exhibits a strong tendency toward pattern imitation when
engaging in in-context learning. A low-quality example tends
to elicit correspondingly poor reasoning outputs, even if the
model has huge potential in text generation. Therefore, this
principle emphasizes that each few-shot example must serve as
an expert-level exemplar: logically rigorous, richly detailed,
and representative of ART strategy reasoning at the highest
standard.
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Comparison to Prior Work
Our findings align closely with a well-established principle in
the broader AI research community: data quality often outweighs
data quantity [36]. Our work provides domain-specific empirical
support for the application of this principle in the reproductive
medicine context of clinical CoT generation. More importantly,
we go beyond simply affirming the importance of data
reliability; we offer a concrete characterization of what
high-quality examples mean in this setting, through our proposed
dual principles of gold-standard depth and representative
diversity. Together, these insights contribute a practical
methodology for realizing data-centric AI specializing in
reproductive medicine.

Another key finding highlights a critical limitation of current
LLM-based evaluators in detecting subtle yet clinically
meaningful variations in information use, logical rigor, and
contextual accuracy. While our human expert assessments
revealed substantial differences in reasoning quality across the
3 prompting strategies, the scores assigned by the AI evaluator
(GPT-4o) showed no statistically significant differences between
them across 3 metrics. This “ceiling effect” serves as a critical
warning: in high-stakes medical applications, like ART strategy
choosing, where patient safety is on the line, relying solely on
automated evaluation for quality assurance is inherently risky.
It reaffirms that domain expert oversight is not merely a “gold
standard” for evaluation; it is an essential safeguard that cannot
be replaced. Our results show that AI-based evaluation cannot
be treated as a source of ground truth; all judgments involving
factual accuracy, clinical appropriateness, or safety must rely
on human experts. From a broader methodological perspective,
the results underscore a growing challenge for the field. As the
development of medical LLMs increasingly depends on
large-scale synthetic data, evaluation may become the primary
bottleneck. While models continue to improve in producing
fluent clinical narratives, reliably detecting subtle but clinically
meaningful reasoning errors remains far more difficult. Without
dependable evaluators, synthetic or augmented clinical data
cannot safely be incorporated into model training pipelines.
Addressing this gap will require medically grounded evaluation
frameworks, including domain-specific supervision signals,
error-aware reward models, and structured representations of
clinical logic. These capabilities are not yet captured by current
general-purpose LLM judges, emphasizing the need for future
research focused on building evaluators that meet the safety,
sensitivity, and domain expertise required for clinical AI
applications.

This study provides evidence within a single-center ART dataset,
and further multicenter generalization is needed. Although we
attempted to determine the reliability of AI-generated CoT in
complex clinical cases, our cases are currently limited to
reproductive medicine or ART treatment. To enhance
generalizability and robustness, future research should include
a more diverse set of complex clinical reasoning cases across
different medical departments. This study has several limitations.
First, all generations were produced using a single model
(DeepSeek-R1), which restricts the external validity of the
findings. Future studies will evaluate whether the advantages
of the selective few-shot strategy generalize across different

LLM families. Second, the use of temperature=0.5 introduces
controlled stochasticity into the inference process; other
decoding settings may produce output variations. To address
this, future work will include sensitivity analyses across multiple
temperature levels (eg, 0, 0.2, and 0.5) to assess the stability of
reasoning patterns. In addition, all human evaluators were
recruited from the same medical center, which may introduce
institutional bias due to shared training backgrounds and practice
standards. The AI-grader feasibility test also has limitations:
the grader’s sensitivity is partly dependent on its prompt design
and model chosen, which may reduce its ability to detect subtle
but clinically important differences within the reasoning block.
Finally, the evaluation was conducted at the case level, and
although the Likert-based rubric captures overall reasoning
quality, subjective variability cannot be fully eliminated. Future
work may incorporate sentence-level or error-type–specific
analysis to support more objective and fine-grained identification
of reasoning deficiencies. Given these constraints, this study
should be interpreted as a vertical, domain-specific
proof-of-concept, rather than a horizontal benchmark applicable
across clinical specialties or model families. The selective
few-shot strategy was examined within ART because it provides
a well-defined and clinically coherent setting for studying
structured reasoning, not because its performance should be
assumed to generalize elsewhere. Whether the observed
improvements reflect a domain-specific phenomenon or a more
general pattern cannot be determined from this study. Future
work will therefore focus on rigorously evaluating the approach
across diverse clinical domains, datasets, and model families
to assess its true generalizability. Beyond the constraints and
limitations, an important consideration of this study is that the
selective few-shot condition differed from the random condition
not only in the conceptual selection principles but also in
exemplar characteristics, including number, clinical depth, and
ART subtype diversity, which creates a mixed signal. Although
the numerical difference between 5-shot and 6-shot prompting
is small, it may nonetheless introduce bias. More importantly,
exemplar depth and subtype diversity were intentionally
incorporated to construct a clinically coherent selective prompt,
but these factors inherently covary in our current design. As a
result, this study cannot attribute the observed improvements
to any single component of the selective strategy nor determine
whether the effect arises from exemplar depth, diversity, their
interaction, or other uncontrolled influences. The findings should
therefore be interpreted as exploratory and
hypothesis-generating, rather than evidence of a validated
mechanism. To address this joint pattern, future work will
implement controlled ablation studies that (1) equalize exemplar
number across conditions and (2) independently manipulate
exemplar depth (“deep vs shallow”) and subtype diversity
(“diverse vs homogeneous”). Such studies will allow rigorous
assessment of the independent and combined contributions of
these factors to few-shot reasoning performance in clinical
LLMs.

Our dataset contains 200 diverse cases, but for some subtypes,
the number of cases may be too small for statistical analysis,
particularly the PGT subgroup, which only included 22 samples.
Although the post-hoc power calculation and P value correction
were conducted, it still showed moderate effect sizes on part of
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the comparisons. Accordingly, the subgroup findings should be
interpreted as exploratory. A potential methodological
improvement for future studies is the use of hierarchical
partial-pooling or Bayesian shrinkage models, which may
borrow strength across subgroups and produce more stable
estimates under low-sample conditions. These models were not
adopted in this study because our primary objective was
descriptive comparison rather than multilevel estimation, but
they represent a promising direction for future research. For
future directions, given the limited context window of current
LLMs, users may face an inherent trade-off when selecting
few-shot exemplars, particularly in domains such as reproductive
medicine where clinical presentations exhibit substantial subtype
diversity. Balancing breadth and depth in exemplar selection
becomes a critical challenge under these constraints. Recent
work on dynamic prompting methods has sought to improve
the performance-efficiency trade-off in resource-limited or
accuracy-constrained settings [37], and incorporating such
techniques may further enhance the practicality of selective
prompting in clinical applications. In addition, future work will
explore retrieval-augmented generation frameworks. Integrating
authoritative domain sources (eg, American Society for
Reproductive Medicine and European Society of Human
Reproduction and Embryology guidelines) has the potential to
improve factual grounding, reduce hallucination, and enhance
explainability in ART-related clinical reasoning. Comparing
closed-book reasoning with retrieval augmented generation
augmented reasoning may clarify how access to external
evidence shapes LLM decision-making and may improve the
reliability of LLM-assisted clinical decision support tools.

Conclusions
The primary contribution of this study is 2-fold: an exploratory
potential evaluation framework for how to evaluate and provide

a methodology for a feasible approach and for how to generate
trustworthy clinical ART reasoning steps in a single clinic
center. First, we investigate a rigorous, domain-grounded
framework for evaluating synthetic clinical reasoning within
the ART strategy. Amid the rapid growth of AI in health care,
we demonstrate that ensuring clinical validity requires moving
beyond automated metrics. Our findings expose the critical
limitations of SOTA AI evaluators (eg, GPT-4o) in detecting
subtle but clinically vital reasoning flaws. This “ceiling effect”
serves as a critical warning and highlights the indispensable
role of structured, blind expert review as an essential safeguard
in reproductive medicine AI development. Second, building on
this evaluation framework, we offer a practical solution to the
“explainability data bottleneck” in reproductive medicine.
Through systematic comparisons, we show that a selective
few-shot prompting strategy, which is based on the “dual
principles” of gold-standard depth and representative diversity,
substantially improves the quality and reliability of generated
ART CoTs. This offers a feasible, cost-effective blueprint for
generating trustworthy ART synthetic data at scale, without
requiring immense annotated datasets. Finally, this study
evaluates the clinical reliability of LLM-generated reasoning
in the ART context as a step toward addressing data scarcity in
explainable, domain-specialized AI development. However,
our findings should not be interpreted as evidence that current
LLMs are clinically safe or ready for autonomous use. Our
evaluation focuses on reasoning quality, not deployment
readiness. Establishing clinical go or no-go thresholds will
require task-specific, prospective validation studies assessing
safety, consistency, patient outcomes, and workflow
integration—factors beyond the scope of this work.
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PGT-A: preimplantation genetic testing for aneuploidies
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Abstract

The integration of medical open databases with artificial intelligence (AI) technologies marks a transformative era in biomedical
research and health care innovation. Over the past 25 years, initiatives like PhysioNet have revolutionized data access, fostering
unprecedented levels of collaboration and accelerating medical discoveries. This rise of medical open databases presents challenges,
particularly in harmonizing research enablement with patient confidentiality. In response, privacy laws such as the Health Insurance
Portability and Accountability Act have been established, and privacy-enhancing technologies have been adopted to maintain
this delicate balance. Privacy-enhancing technologies, including differential privacy, secure multiparty computation, and notably,
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federated learning (FL), have become instrumental in safeguarding personal health information. FL, in particular, represents a
significant advancement by enabling the development and training of AI models on decentralized data. In Taiwan, significant
strides have been made in aligning with these global data-sharing and privacy standards. We have actively promoted the sharing
of medical data through the development of dynamic consent systems. These systems enable individuals to control and adjust
their data-sharing preferences, ensuring transparency and continuity of consent in the ever-evolving landscape of digital health.
Despite the challenges associated with privacy protections, the benefits, including improved diagnostics and treatment, are
substantial. The availability of open databases has notably accelerated AI research, leading to significant advancements in medical
diagnostics and treatments. As the landscape of health care research continues to evolve with open science and FL, the role of
medical open databases remains crucial in shaping the future of medicine, promising enhanced patient outcomes and fostering a
global research community committed to ethical integrity and privacy.

(J Med Internet Res 2026;28:e58954)   doi:10.2196/58954
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medical open databases; artificial intelligence; privacy-enhancing technologies; federated learning; dynamic consent systems

Introduction

The emergence of medical open databases, coupled with
advances in artificial intelligence (AI), heralds a significant
change in biomedical research and health care innovation,
facilitating an era of enhanced accessibility and data sharing
[1-3]. This movement toward open data science, augmented by
AI technologies, enables researchers worldwide to access a
wealth of data, including physiological signals [4,5], genomic
[6], and health care information [7], and, most prominently,
large-scale medical imaging archives. While this review covers
the broad spectrum of medical data, the impact of open imaging
databases has been particularly transformative for the application
of AI. This movement toward open data science fosters
collaboration and speeds up the pace of medical discoveries.

AI’s role in analyzing vast datasets has been instrumental in
uncovering patterns and insights that would be impossible for
humans to detect unaided, leading to breakthroughs in
understanding diseases and patient care. Initiatives like annual
challenges and shared toolboxes have spurred the development
of novel algorithms and techniques, leveraging AI to address
complex biomedical challenges and advance medical diagnostics
and treatments. This synergy between open medical databases
and AI is transforming the landscape of health care, promising
a future of more accurate, efficient, and personalized medicine.

Simultaneously, this rise in open data repositories brings to the
forefront crucial privacy concerns [6,8]. The necessity to balance
the imperative of research enablement with the protection of
patient confidentiality has never been more pronounced. In this
context, laws such as the Health Insurance Portability and
Accountability Act (HIPAA) play a pivotal role in shaping the
landscape of data deidentification and anonymization processes,
ensuring that shared data comply with strict privacy standards
[9]. Moreover, the introduction of privacy-enhancing
technologies (PETs), such as differential privacy [10], synthetic
data [11], homomorphic encryption [12], secure multiparty
computation [13], and federated learning [14], represents a
proactive approach to safeguarding personal health information.
These technologies provide the means to conduct meaningful
research while upholding the principles of data privacy and
security.

In a country like Taiwan, strides in medical data sharing suggest
the global shift toward interconnected health systems,
highlighting both advancements and ongoing challenges in
securing patient data. The implementation of dynamic consent
frameworks reflects a growing recognition of the need for more
flexible approaches to data privacy, particularly in an era of
personalized medicine and digital health records [15]. As the
landscape of medical research evolves with these developments,
the interplay of data sharing, privacy, and technology continues
to reshape the boundaries of what is possible in health care
innovation, marking a critical junction in the journey toward
more open, collaborative, and ethically responsible research
environments.

This review aims to provide a 25-year perspective on the
evolution of medical open databases, tracing their impact on
biomedical research and health care innovation, and to examine
how emerging PETs and data-governance frameworks, including
dynamic consent systems, shape the ethical, technical, and
collaborative landscape of digital medicine worldwide.

The Rise of Medical Open Database

The rise of medical open databases represents a transformative
shift in the landscape of biomedical research and health care
innovation. Among the pioneers in this movement is PhysioNet.
Established in 1999, PhysioNet is a pioneering open database
that provides free access to a wide range of physiologic signals
and related open-source software for research in medicine,
physiology, and biomedical engineering [4,16]. It was initiated
by a collaborative project involving researchers from Boston’s
Beth Israel Deaconess Medical Center/Harvard Medical School,
Boston University, McGill University, and Massachusetts
Institute of Technology [4,17]. The database contains a diverse
collection of physiological datasets, including those related to
cardiovascular and other complex biomedical signals [4,18].
PhysioNet has had a significant impact on the development of
medical open databases, serving as a model for the establishment
of similar resources. It has also played a key role in promoting
the dissemination and exchange of medical resources.

A significant contribution of PhysioNet to the scientific
community is its annual PhysioNet Challenge, which has
markedly influenced the field by promoting innovation and
collaboration among researchers and clinicians. These challenges
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stimulate the creation of novel algorithms and methods aimed
at solving complex biomedical problems, thus expanding the
limits of what can be achieved in medical data analysis and
application. For instance, the challenges have catalyzed the
development of innovative algorithms capable of detecting
obstructive sleep apnea from electrocardiograms [19],
illustrating the practical impact of these competitions on
advancing medical diagnostics and treatment strategies [20].

Since the success of PhysioNet, numerous other medical open
databases have emerged globally, fostering a more cooperative
and transparent research atmosphere (Figure 1). The impact of
these large-scale databases on biomedical discovery is profound.
One notable example is the UK Biobank [21], launched in 2006,
which provides a vast repository of genetic and health
information from half a million UK participants. This database
has become an essential tool for unraveling the complex
interplay between genetics, lifestyle, and disease, thereby
enhancing our understanding of the factors influencing human

health [22-25]. By leveraging large neuroimaging cohorts such
as Alzheimer Disease Neuroimaging Initiative and the UK
Biobank, researchers have developed AI-based models that
generate an Alzheimer disease risk score from structural
magnetic resonance imaging (MRI), enabling the identification
of prediagnostic populations suitable for early intervention and
preventive trials [26]. In cardiovascular research, analysis of
the UK Biobank’s genetic and imaging data has enabled the
development of NeuralCVD, a neural network–based risk model
that integrates polygenic and clinical predictors to estimate the
10-year risk of major adverse cardiac events, improving risk
discrimination and reclassification beyond established clinical
scores and Cox models, and highlighting the added predictive
value of genetic predisposition in early prevention [27].
Similarly, the Cancer Imaging Archive, inaugurated in 2011 in
the United States, offers a dedicated platform for the cancer
research community, enabling access to a comprehensive array
of imaging datasets [28].

Figure 1. Historical development of major medical open databases and data-sharing platforms over the past 25 years.

Beyond these examples, the ecosystem of medical open
databases has diversified into numerous specialized domains.
For instance, OpenNeuro provides a vast repository for
neuroimaging data, particularly functional magnetic resonance
imaging, electroencephalogram, and magnetoencephalography,
supporting reproducible brain research [29]. The Neuroimaging
Informatics Tools and Resources Clearinghouse offers a rich
collection of imaging and data-processing tools [30]. Similarly,
the National Database for Autism Research [31] and the Federal
Interagency Traumatic Brain Injury Research informatics system
[32] provide deeply phenotyped datasets crucial for research in
their respective fields. These platforms underscore the field’s
shift toward creating specialized, high-quality resources to tackle
specific biomedical questions. They display how shared
resources can drive forward innovation and improve patient
care worldwide, illustrating the critical role of collaborative
environments in the advancement of health care research and
application.

Additionally, Kaggle, an online platform for data science and
machine learning (ML) competitions, has emerged as a pivotal
player in the field of ML analysis and data sharing [33].
Launched in 2010, Kaggle facilitates collaboration and
competition among data scientists and researchers by hosting
challenges in various domains, including health care. These

competitions often involve complex medical datasets,
encouraging participants to develop innovative solutions and
algorithms for disease prediction, medical imaging analysis
[34], and other health-related issues. Kaggle has not only
democratized access to large medical datasets but has also
fostered a global community where knowledge and techniques
are openly shared. This environment has led to significant
breakthroughs and advancements in medical research and
analytics, further suggesting the importance of open data and
collaborative problem-solving in improving health care
outcomes and accelerating medical innovation.

Balancing Privacy and the Need for
Medical Open Databases

The success of open medical databases such as PhysioNet poses
the challenge of balancing patient confidentiality with research
enablement on open platforms [35,36]. Research datasets in
health care often contain protected health information (PHI),
and the process of removing this information, a process known
as deidentification or anonymization, can be challenging and
prone to errors [37]. Despite the use of these datasets, the need
for deidentification introduces a significant barrier to data
sharing due to the effort and cost involved.
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The HIPAA, established in the United States in 1996, plays a
vital role in safeguarding patients’ medical information. In
response to the HIPAA mandate, U.S. Department of Health
and Human Services published a final regulation in the form of
the privacy rule in December 2000, which became effective on
April 14, 2001. Central to this rule is the designation of 18
specific categories of PHI that, if disclosed, could be used to

identify an individual (Textbox 1). These categories encompass
a broad spectrum of personal data, including, but not limited
to, names, geographic details smaller than a state, various
identifiers like social security numbers, medical record numbers,
and contact information, as well as certain biometric and
photographic images [38].

Textbox 1. Eighteen categories of protected health information.

• Names

• All geographic subdivisions smaller than a State

• All elements of dates (except year) for dates directly related to an individual

• Telephone numbers

• Fax numbers

• Electronic mail addresses

• Social security numbers

• Medical record numbers

• Health plan beneficiary numbers

• Account numbers

• Certificate/license numbers

• Vehicle identifiers and serial numbers

• Device identifiers and serial numbers

• Web URLs

• IP address numbers

• Biometric identifiers, including finger and voice prints

• Full face photographic images and any comparable images

• Any other unique identifying number, characteristic, or code

Additionally, HIPAA mandates that covered entities must ensure
they do not possess knowledge that the remaining information
could be used, whether alone or in conjunction with other data,
to identify the subject. By strictly adhering to these guidelines,
entities can share deidentified health information for broader
uses, such as public health and research, without infringing on
individual privacy rights, thus striking a balance between privacy
protection and the beneficial use of health data [39]. Despite
these efforts, the tension between the promise of big data and
patient privacy in health care research remains a challenge [40].

PhysioNet is a pioneer in medical public databases, ensuring
that the datasets it provides do not compromise individual
privacy. This involves ensuring that any data shared does not
contain PHI or has been sufficiently anonymized to prevent the
identification of individuals. The challenges posed by the
HIPAA privacy rule are not insignificant; they include the need
for informed consent from data subjects and potential limitations
on access to health information that can hinder clinical research
[41,42]. Furthermore, the rule’s interaction with other
regulations, like the common rule, adds complexity to privacy
concerns in research, leading to inconsistencies and additional
burdens for researchers.

Despite these challenges, the privacy rule does allow for certain
disclosures without patient authorization, particularly for public

health purposes. This is intended to facilitate the use of medical
data in important public health endeavors without undermining
individual privacy protections [43]. The balance sought by the
HIPAA privacy rule between protecting privacy and facilitating
research is a critical aspect of its implementation, particularly
in the context of medical open databases. By navigating these
regulations successfully, repositories can contribute to the
advancement of medical research while ensuring compliance
with privacy standards [44].

The emergence of medical databases, such as the PhysioNet,
UK Biobank, and the Cancer Imaging Archive, has significantly
advanced collaborative research in health care [45,46]. These
databases have the potential to transform cancer research and
improve patient outcomes [45]. However, the collection, linking,
and use of data in biomedical research raise ethical concerns,
particularly regarding privacy and security [36,47,48]. Despite
these concerns, the benefits of open data in health care, including
improved diagnostics and treatment, are substantial [48]. The
push for data sharing in cancer trials by pharmaceutical
companies further underscores the importance of open medical
databases in driving innovation and improving patient care [49].
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Privacy Enhancing Technology

Overview
A range of studies have been conducted to explore the increasing
frequency and impact of health care data breaches, highlighting
the rising number of incidents and their detrimental effects on
patient privacy and health care providers [50-53]. These
breaches are often caused by a combination of technical,
organizational, and human factors [50-52]. Human
vulnerabilities, such as lack of awareness and training, play a
significant role in these breaches [51]. The use of the Swiss
Cheese Model can help assess vulnerabilities and risks [50].
Cloud computing breaches are a particular concern, highlighting

the need for digital forensic readiness [54]. Hacking and
unauthorized internal disclosures are the most prevalent forms
of attack [53]. Further studies may examine specific cases and
the implications for digital forensic readiness, emphasizing the
importance of adhering to regulations.

Below, we reviewed several PETs and their applications in
enhancing data privacy and security in health care settings
(Table 1). PETs, such as encryption, anonymization techniques,
and secure multiparty computation, offer powerful mechanisms
to protect sensitive health data. Implementing these technologies,
alongside robust privacy policies and employee training, can
significantly reduce the likelihood of data breaches and bolster
the trust between patients and health care providers.

Table . Summary of privacy-enhancing technologies.

Challenges and trade-offsAdvantagesCore principleTechnologies

Inherent trade-off between privacy
and data use; high privacy can re-
duce analytical accuracy.

Provides strong and mathematically
provable privacy guarantees.

Adds calibrated statistical noise to
query results to make it impossible
to determine if an individual’s data
were included.

Differential privacy

Can be difficult to generate high-fi-
delity data that captures all complex
correlations; potential for model
bias.

High use for model training; no real
patient data are shared, eliminating
reidentification risk.

Creates an artificial dataset that
mimics the statistical properties of
the original data without containing
real patient information.

Synthetic data

High computational overhead; cur-
rently too slow for many complex

MLa tasks.

Offers extremely strong security, as
the raw data are never exposed.

Allows computations to be per-
formed directly on encrypted data
without decrypting it first.

Homomorphic encryption

High communication overhead be-
tween parties; can be complex to set
up and scale.

Allows for collaborative analysis
without a central data repository; no
single party sees another’s data.

Enables multiple parties to jointly
compute a function over their inputs
while keeping those inputs private.

Secure multiparty computation

Vulnerable to model poisoning/in-
version attacks; performance can
degrade with heterogeneous data.

Keeps raw data local, enhancing
privacy and data sovereignty.

Trains a central AIb model across
decentralized devices or servers
holding local data samples, without
exchanging the data itself.

Federated learning

aML: machine learning.
bAI: artificial intelligence.

Differential Privacy
Differential privacy, a method for protecting individual privacy
in data analysis, has been increasingly applied in the health care
sector. It involves adding noise to the data to prevent
reidentification of individuals. This approach has been used in
various areas of health research, including genomics,
neuroimaging, and health surveillance [55]. However, there are
challenges in its practical application, such as the theoretical
nature of the privacy parameter epsilon [56]. To address these
challenges, researchers have proposed differentially private data
release strategies and noise mechanisms, such as the Laplace
and exponential mechanisms [57]. However, a key challenge
is the inherent trade-off between privacy and data use; increasing
the amount of statistical noise to protect privacy can reduce the
accuracy of analytical outcomes.

The application of differential privacy in medical questionnaires
has also been explored, with the randomized response
mechanism showing promise in improving privacy while
retaining data use [58]. Furthermore, the use of differential

privacy in geospatial analyses of standardized health care data
has been demonstrated, with the development of geodatabase
functions for privacy-aware analysis [59]. Finally, the
combination of differential privacy and decision tree approach
has been proposed for data publishing, and the differentially
private mini-batch gradient descent algorithm for model
publishing of medical data [60].

Synthetic Data
Synthetic data, generated through simulators, is increasingly
used in health care to address the challenges of data availability
and privacy [61]. PETs, such as differential privacy, are
combined with synthetic data generators to create private
synthetic data, preserving statistical properties while ensuring
privacy [62]. These technologies have been applied in various
use cases, including clinical risk prediction [63] and medical
research [64]. However, the evaluation of synthetic data’s
privacy and use metrics remains a challenge, with a lack of
consensus on standard approaches [65]. Despite these
challenges, the potential of synthetic data in preserving data use
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and patient privacy in electronic health care data is being
explored [66].

Homomorphic Encryption
Homomorphic encryption, a powerful tool for preserving privacy
in medical data, allows for computations to be performed on
encrypted data without the need for decryption. It has been
successfully applied in various medical data scenarios, including
ML models for classification and training, secure genomic
algorithms, and predictive analysis tasks [67-69]. For example,
it has been used to securely manage personal health metrics
data, process medical images [70,71], and enable secure medical
computation [72]. The use of homomorphic encryption in these
applications ensures that sensitive medical data remains private
and secure. Despite its power, the primary limitation of
homomorphic encryption is its significant computational
overhead, which can make it slow and resource-intensive for
complex computations on large datasets.

Secure Multiparty Computation
Secure multiparty computation is a cryptographic technique
that enables data analytics without sharing the underlying data,
making it a valuable tool for preserving privacy in medical data
analysis [73]. It has been applied in various health care
scenarios, including collaborative systems [74], statistical
analysis of health data [75], and electronic medical record
(EMR) data [75]. Secure multiparty computation has also been
used in health care internet of things systems to handle privacy
issues [76], prevent data disclosure in sensor networks [77],
and enable the reuse of distributed electronic health data [75].
Furthermore, it has been applied to enable privacy-preserving
query processing on EMRs [78]. Notably, secure multiparty
computation has enabled research on highly sensitive data (such
as HIV, rare diseases, and population genomics) that would
otherwise be inaccessible due to privacy concerns.

Federated Learning
Federated learning (FL), a decentralized ML approach, is
increasingly being applied in the medical field due to the
sensitive and fragmented nature of health care data [14,79]. It
allows for the collaborative development of ML models without
sharing raw data, thus preserving privacy [80,81]. This approach
has been used in various medical domains, including oncology
and radiology, for tasks such as image analysis and disease
prediction [81,82]. However, there are challenges to be
addressed, such as data homogeneity and transparency [81].
Furthermore, FL can be vulnerable to security risks, such as
model inversion attacks that attempt to reconstruct training data
from the shared model updates, and require careful design to
ensure robustness. Despite these challenges, FL shows promise
in improving the efficiency and privacy of medical data
processing [83-85].

To address the challenge of data heterogeneity in FL, we have
proposed the Dynamically Synthetic Images for Federated

Learning method, significantly improving the conventional FL
framework by integrating local information from local multiple
institutions with heterogeneous data types [86]. The core
principle of its implementation involves a dynamic process
where, at the start of each training round, a client’s local data
are evaluated by the current global model to identify
misclassified images. Using a synthetic minority oversampling
technique, the system generates new, synthetic images based
on these misclassified cases, which are then added to the local
training set to compel the model to focus on features it
previously failed to learn. In terms of effectiveness, experimental
results demonstrated that Dynamically Synthetic Images for
Federated Learning-based models achieve higher accuracy than
conventional FL approaches and that their performance can be
comparable to that of traditional centralized learning, proving
especially beneficial for institutions with smaller or more
heterogeneous datasets [86].

Taiwan Medical AI and Data Portal and
Dynamic Consents System

Taiwan has made significant strides in medical data sharing,
particularly in the areas of privacy protection and electronic
health records exchange. The country’s comprehensive
embedded integrated circuit-based health insurance card system,
implemented by the Bureau of National Health Insurance,
Taiwan, allows for the secure sharing of health information
[87]. The use of blockchain technology has been proposed as a
means to further enhance the security and privacy of medical
data sharing [88,89]. The Taiwan Electronic Medical Record
Template and the National Electronic Medical Record Exchange
System have been developed to facilitate the exchange of EMRs
[90,91]. However, concerns about unauthorized access and
secondary use of EMRs persist, particularly among highly
educated individuals [92]. The country has also established
guidelines for the security and privacy protection of health
information, drawing on international best practices [93].

In the past 4 years, funded by the National Science and
Technology Council of Taiwan, we have assembled teams from
National Yang Ming Chiao Tung University, Taipei Veterans
General Hospital, Academia Sinica, and National Taipei
University of Nursing and Health Sciences to form a data
repository task force known as the Smart Medical AI and
Repository Taskforce Center. We launched a medical AI and
data-sharing platform aimed at advancing the field of medical
AI research in October 2023 [94]. This platform not only
provides the public and researchers with access to a multitude
of shared datasets but also ensures a meticulous evaluation
process (Figure 2). Researchers can apply for access to the data
by providing an abstract of their research proposal. Dataset
managers assess applications based on their intended use,
specific needs, and detailed research plans.
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Figure 2. Taiwan medical artificial intelligence and data portal. AI: artificial intelligence.

Currently, seventeen datasets have been released on the
platform, covering neuropsychiatric disorders, brain tumors,
ophthalmic diseases, musculoskeletal disorders, and
cardiopulmonary diseases. All datasets have undergone
deidentification and delinking processes and include annotated
information to facilitate AI training and validation. Specifically,
our data-sharing platform includes: MRI images of vestibular
schwannoma; computed tomography (CT) images of
intracerebral hemorrhage; brain Fluorodeoxyglucose-Positron
Emission Tomography/Magnetic Resonance Imaging images
for dementia diagnosis; primary brain tumor MRI datasets,
including meningioma, glioma, and pituitary adenoma; MRI
data of brain metastases, which represent the largest collection
nationwide; hand and foot X-rays of rheumatoid arthritis; X-rays
of compression fractures; spinal X-rays of ankylosing
spondylitis; chest CT images and clinical data of atrial
fibrillation patients; chest X-rays for lung cancer screening;
annotated preoperative liver CT images; neck lymph node CT
images with postoperative pathology results; the Taiwan Aging
and Mental Illness Cohort brain imaging database; the dementia
molecular imaging database; fundus image datasets for
glaucoma; and fundus image datasets of polypoidal choroidal
vasculopathy.

The data sharing platform is built on a comprehensive
architecture designed to support AI research by integrating 3
core systems: a CKAN-based sharing platform for dataset
management, a data application system, and a dynamic
authorization consent platform for patient privacy. Specific
features include a robust user authentication and authorization

mechanism, allowing dataset managers to grant access to
specific users or collaborators. The platform ensures data
integrity and ethical compliance through a multistep
deidentification process for all medical images and by linking
to the dynamic consent system (for sensitive clinical data),
which allows patients to manage their data sharing preferences
in real-time. To use the database, researchers first search for
datasets on the platform, then apply for access through a formal
registration and review process. Once approved and authorized
by the dataset manager, users can obtain a login key to
programmatically access the data through standardized
protocols, such as DICOMweb, ensuring a secure, convenient,
and interoperable environment for third-party AI applications.

This effort aims to advance research across 7 crucial clinical
areas that greatly benefit from AI technology, including heart
disease, neurological disorders, mental illness, diabetes, cancer,
genetic predispositions to complex diseases, and medical
imaging. Moreover, the platform underpins collaboration
between distinct teams specializing in AI methodology, science
and law, and data governance, jointly fostering a robust data
governance framework that emphasizes FL, cloud-based AI
solutions, and trusted AI practices. Importantly, the system is
designed to streamline the research process while maintaining
a focus on ethical standards and participant privacy. In line with
this, the platform incorporates a dynamic informed consent
mechanism, especially for datasets that are anonymized but
cannot be completely separated from their sources. This
approach ensures that participants’privacy is safeguarded while
also enabling their informed and ongoing consent, reflecting
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our commitment to ethical research practices and the dynamic
nature of consent in medical studies.

Dynamic informed consent, a concept that has been explored
in various contexts, is a personalized, digital communication
interface that allows participants to manage their consent
preferences [95]. It has been proposed as a solution to improve
patient confidence and trust in the use of electronic patient
records in medical research [96]. In the context of privacy-aware
pervasive health and well-being, dynamic consent enables
granular data consent and management [97]. It has also been
suggested as a potential solution to challenges in modern
biomedical research, including participant recruitment, informed
consent, and consent management [98]. The use of blockchain
technology has been proposed to enhance the privacy-preserving
aspects of dynamic consent in genomic data sharing [99]. The

concept of dynamic informed consent has been further explored
in the context of personalized medicine, emphasizing the need
for a more dynamic and enriched consent model [100].

To enhance the privacy of participants contributing to the data
in our platform and increase participants’ engagement, we have
developed a dynamic informed consent system, named the
Health Data Authorization Service Platform (Figure 3). This
collaborative effort involves our data governance, humanities,
science and law, and clinical teams, aiming to facilitate scalable,
dynamic consent operations suitable for complex data
environments. The platform supports flexible data governance,
allowing data owners to dynamically express their consent
preferences, thereby making dynamic consent practical and
sustainable.

Figure 3. Health data authorization service platform. This diagram depicts the architecture of a medical data-sharing platform that integrates dynamic
consent for secure and transparent data sharing. The system centers on 4 key roles: the resource owner (RO), who owns the data; the resource server
(RS), where medical data are stored and managed; the requesting party (RP), typically researchers seeking data access; and the authorization server
(AS), the core component facilitating connections among the roles. This framework ensures data access is based on explicit consent from the data owner,
allowing real-time adjustments to consent settings for different data types and uses, such as academic research. The platform’s primary tasks are to
establish individual preferences, maintain consent history, and ensure trust and transparency between data owners and users, thereby advancing responsible
data science development.

The platform’s architecture encompasses 4 key roles: the
resource owner, usually the participants, who owns the data;
the resource server, which stores and manages medical data;
the requesting party, typically researchers seeking data access;
and the authorization server, the backbone of our dynamic
consent system, connecting the 3 roles. This system ensures
that data are accessed only with the owner’s express consent,
respecting their preferences and enhancing data use
transparency. Resource owners can modify their consent settings
at any time, reflecting changes in their willingness to share
different data types, like EMRs or medical imaging, for specific
purposes such as academic research. This flexibility ensures
that data use aligns with the owners’ current preferences. The
platform seamlessly integrates with our shared data framework,
maintaining each citizen’s consent history and enabling swift
updates to consent forms as needed. By streamlining the consent
process and ensuring data are shared according to owner
permissions, our platform respects individual preferences while

promoting responsible data science development. It exemplifies
a forward-thinking approach to data governance, enabling
real-time adjustments in consent and fostering a culture of trust
and transparency between data owners and users.

These initiatives in Taiwan can be understood within the global
context of evolving data privacy regulations. Unlike the
“one-time, broad consent” model often used in US-based
research under the Common Rule, Taiwan’s move toward
dynamic consent aligns more closely with the principles of the
European Union’s General Data Protection Regulation [101].
The General Data Protection Regulation mandates that consent
must be specific, informed, and easily revocable. The dynamic
consent system builds on this by providing a technological
interface for participants to manage their preferences granularly
and continuously, representing a best-practice approach to
balancing research needs with individual autonomy and privacy
rights.
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Acceleration of Medical AI Research
Through Open Databases

The advent of medical open databases has significantly
accelerated the field of medical AI research, fostering an
environment of innovation and rapid development [102]. By
providing researchers with access to vast amounts of
health-related data, these databases have become a cornerstone
for advancements in predictive analytics, diagnostic algorithms,
and personalized medicine.

One of the most notable contributions of open medical databases
to AI research is the democratization of data [103]. Historically,
the scarcity and inaccessibility of medical data posed substantial
hurdles to AI development. However, platforms like PhysioNet,
established in 1999, have bridged this gap by offering a plethora
of datasets ranging from physiological signals to clinical
outcomes [104]. However, challenges remain, including the
need for large datasets and the lack of external validation in
perioperative medicine [105]. The use of open science
approaches, including data liberation and crowdsourcing, can
help address these challenges [106]. The integration of
networked medical devices and clinical repositories based on
open standards can further enhance AI research in high-acuity
medical environments [107]. This enhanced availability allows
researchers from diverse backgrounds and institutions to engage
in health care innovation, leveling the playing field and
stimulating a surge in AI-based solutions.

The availability of open databases has catalyzed the application
of diverse AI methodologies to complex medical problems.
Deep learning, particularly convolutional neural networks, has
achieved state-of-the-art performance by leveraging large-scale
imaging datasets; for example, researchers have trained
convolutional neural networks on millions of images from The
Cancer Imaging Archive to develop algorithms capable of
detecting and classifying tumors in radiological scans with
accuracy comparable to human experts [108]. For structured
data such as the genetic and clinical information in the UK
Biobank, traditional ML models like random forests and gradient
boosting have been widely used, excelling at identifying
complex patterns to predict disease risk, including the
calculation of polygenic risk scores for coronary artery disease
based on thousands of genetic variants [109]. In addition, natural
language processing techniques have been applied to large
repositories of unstructured clinical notes, such as those in the
Medical Information Mart for Intensive Care version IV
(MIMIC-IV) database (part of PhysioNet), to extract critical
information on symptoms, treatments, and outcomes, thereby
enabling large-scale retrospective studies that were previously
infeasible [110].

Open medical databases encompass a wide variety of data types,
including EMRs, imaging, genomic sequences, and more. This

diversity enables AI researchers to explore multifaceted health
care questions, from predicting disease trajectories to optimizing
treatment plans. Moreover, the rich, varied datasets facilitate
the training of more robust and generalizable AI models, capable
of addressing complex medical scenarios across different
populations and settings. The shared nature of open databases
fosters collaboration across the global research community
[111]. Through platforms that offer shared data, researchers can
combine their expertise to tackle larger and more complex
problems than they could individually. This collaborative
approach has led to significant breakthroughs in AI, such as
algorithms that can detect diseases from images with accuracy
rivaling that of trained professionals [112,113].

Open databases also streamline the validation and
implementation phases of AI development [114]. Access to
diverse datasets enables researchers to rigorously test their
algorithms under various conditions and patient demographics,
ensuring their reliability and effectiveness. The expansion of
these databases has significantly propelled medical AI research
forward, marking a new phase of health care innovation with
faster discoveries, collaborative efforts, and a commitment to
ethical data use. As the field evolves, the role of open databases
in shaping the future of medicine remains pivotal.

Conclusions

In conclusion, the evolution toward medical open databases,
exemplified by the inception of platforms like PhysioNet in
1999 and their progression over the past 25 years, alongside the
integration of PETs, marks a significant milestone in the domain
of biomedical research and health care innovation. This journey
not only fosters an unprecedented level of collaboration and
accessibility but also emphasizes the crucial need to address
privacy concerns and ethical considerations diligently. The
ongoing efforts to balance data sharing with individual privacy
protection are underscored by the adaptation of legal frameworks
and the implementation of cryptographic and data management
solutions. The introduction and growth of medical open
databases have been pivotal, providing a wealth of data that has
propelled research and innovation while highlighting the
challenges and responsibilities of managing sensitive
information. Specifically, the availability of open medical
databases has significantly accelerated AI research, leading to
breakthroughs in disease prediction, diagnostics, and
personalized medicine. As we continue to explore the vast
potential of open science and FL, the landscape of health care
research is on the brink of remarkable transformations. These
advancements promise enhanced patient outcomes, faster
medical discoveries, and a more inclusive global research
community, all achieved by adhering to the highest standards
of privacy and ethical integrity.
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Abstract

Digital innovations hold immense potential to transform health care delivery, particularly in sub-Saharan Africa, where financial,
geographical, and infrastructural constraints continue to hinder progress toward universal health care delivery. Although a growing
health tech sector offers creative solutions, few digital health interventions reach scaled implementation. In this paper, we present
the digital fit/viability model—an adapted determinant framework to describe facilitators and barriers to moving from digital
tools to integrated digital health implementation. We then use this model to describe the specific challenges and recommended
solutions when developing digital health tools for health systems in sub-Saharan Africa.
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Introduction

Digital tools can improve health care delivery and enhance
health outcomes by addressing long-standing challenges in
health care access, quality, and efficiency [1]. This potential is
particularly salient in sub-Saharan Africa, where persistent
barriers to health care, including inadequate infrastructure,
workforce shortages, and resource limitations, could be
alleviated or entirely bypassed with digital health interventions
[2,3]. There are notable examples of scaled digital health
interventions in sub-Saharan Africa. For example, District
Health Information Software 2, a digital informatics platform
operating in 40 countries, facilitates electronic data entry at
health facilities, making information available for surveillance
and program monitoring in near real time [4]. Zipline offers a
digital platform for immediate order and drone-led distribution
of health products in Rwanda [5]. In Kenya, M-TIBA allows
users to access their health insurance through a mobile payment
technology called m-pesa [6]. However, despite some successes,
the digital health field suffers from “pilotitis,” where the vast
majority of digital interventions do not move beyond the pilot
phase [7].

Over the last decade, the World Health Organization (WHO)
and the World Bank have issued several policy documents
outlining priority areas for digital interventions, as well as
identifying systems gaps that need to be addressed for digital
health interventions to achieve their full potential [8-11].
However, these documents do not systematically specify the
facilitators and barriers that affect the progression of a specific
digital health tool from concept to implementation. Drawing
from our experience in developing, researching, and
implementing digital health interventions in sub-Saharan Africa,
we introduce the digital fit/viability model (dFVM) for health.
This model adapts the fit/viability model developed by Liang
et al [12] for the use of mobile technology in business and is an
example of an implementation science determinant framework
to describe the facilitators and barriers that influence
implementation outcomes. In this paper, we explain how this
model can be adapted for digital health interventions and use
dFVM to illustrate challenges specific to sub-Saharan Africa
as well as the potential solutions.

Positionality Statement

This work is the result of a 2-day convening of a
multidisciplinary group of clinicians, researchers, technologists,
entrepreneurs, policymakers, and health delivery service
providers. The group included individuals with experience in
Ghana, Kenya, Nigeria, Rwanda, Tanzania, Uganda, United
States, and United Kingdom, and spanned different age groups,
ethnicities, genders, and professional experience; all had
experience of working within the African digital health

ecosystem. The group held the shared perspective that digital
tools have the potential to transform health care in sub-Saharan
Africa. From this perspective, we discussed challenges to the
implementation of digital innovations in these contexts and
strategies to develop, evaluate, and scale context-appropriate
and sustainable digital health solutions.

Digital Tools, Interventions, and
Implementation

Here, we define digital health tools, interventions, and
implementation to clarify the role of dFVM. Digital health tools
encompass a variety of technology-enabled products and
services developed to improve health care services [13].
Broadly, digital health tools have been categorized into virtual
interactions (such as platforms for teleconsultations), paperless
data (such as electronic health records), patient self-care (such
as mobile apps to support chronic disease management), patient
self-service (such as e-booking platforms), decision intelligence
systems (such as hospital patient flow management systems),
and workflow automation (such as medical equipment tracking
systems using radiofrequency identification) [13]. Digital health
interventions refer to the services, practices, and strategies that
utilize digital health tools. For example, Zipline is an
intervention that engages a cluster of digital tools—drones,
online ordering systems, etc—to facilitate timely
order-to-delivery of health products. Finally, digital health
implementation involves integrating a digital health intervention
into broader health care delivery. For instance, the successful
deployment of Zipline is embedded within the larger health care
framework, where the ordered health products are identified as
part of patient care and delivered accordingly, outside of the
Zipline system itself. Despite a surge in digital health tools over
the past decade, few have successfully been integrated into
interventions, and even fewer digital health interventions have
achieved widespread, sustained implementation into health care
systems, particularly in sub-Saharan Africa [1].

The Fit/Viability Model

Liang et al [12] developed the fit/viability model in 2007 to
support the adoption of new technology in the business sector
[14]. In this original framework, “fit” evaluates how well a
technology aligns with its intended environment, while
“viability” assesses whether the technology can be feasibly
implemented given the organization’s constraints. Both fit and
viability are essential for a technology to succeed at scale within
a business. These overarching “fit” and “viability” questions
have been valuable for our team when developing digital health
tools as part of complex interventions in sub-Saharan Africa.
In the next section, we explain how we adapted Liang et al’s
[12] framework and incorporated additional subdomains to
create dFVM for health (Figure 1; [15]).
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Figure 1. The digital fit/viability model (adapted from Liang et al [12], which is published under Creative Commons Attribution 4.0 International
License [15]).

dFVM Concept

Defining the “Fit” of Digital Health Tools
Similar to that defined by Liang et al [12], we define “fit” as
the appropriateness of a digital health tool in a specific setting
as part of a specific intervention. Generally, we are asking
questions such as “Who will be using this digital health tool?”,
“What is this digital health tool designed to do?”, and “Does
this digital health tool align with the organizations aims?”
(Figure 1). These questions are best addressed in the early design
and conception stages. Although these fit concepts are important
for a digital health tool in any context, the particular challenges
in sub-Saharan Africa require deeper exploration of these
questions.

Individual Fit
Individual fit, which was not included in the original fit/viability
model, assesses whether the digital health tool is appropriate
for those who engage with the tool. This category emphasizes
that technologies should be designed with end users in mind.

Challenge
In sub-Saharan Africa, one particular challenge for individual
fit is the varied levels of digital literacy [16,17] and access to
digital platforms [9,18]. For example, a digital intervention that
requires a patient to have a smartphone to engage with an app
may fail either because the patient does not own a phone and/or
because the patient is not comfortable navigating a digital App.

Solution
As a first step, anyone developing a digital tool should conduct
end user digital accessibility assessments, including assessing
digital literacy, device ownership, and access to other system
requirements such as cell networks or electricity. There are
numerous tools to assess digital literacy [14], but few are
designed specifically for a sub-Saharan African context. One
alternative is to outline the gaps in device ownership or digital
literacy that must be addressed when deploying the digital health
intervention so that anyone adopting a digital health tool
understands the pathway to ensure individual fit.

Technical Fit
Technical fit assesses whether the technological infrastructure
exists to support the digital health tool. This domain was not
included in the original fit/viability model developed by Liang
et al [12], which focused on deploying e-commerce tools in
high-income country contexts—settings already primed for new
technologies. In our iteration, we consider the potential
mismatch between the infrastructure in which a tool was
designed and the setting in which it will be deployed.

Challenge
In many sub-Saharan African settings, foundational
infrastructure such as electricity and internet remains unreliable,
and hardware needs such as hardware durability, power
consumption, and maintenance are often overlooked. Tools
developed for high-income country contexts may rely on stable
cloud access, regular software updates, or consumables that are
expensive or difficult to source in sub-Saharan Africa. As a
result, imported technologies often end up in “equipment
graveyards,” unused due to incompatibility with local systems,
lack of technical support, or excessive training requirements
[19-22].

Solution
The first question should often be “Are there nondigital solutions
that are equally suited for this task?”, ensuring that implementers
are not missing more accessible, viable, and equally impactful
solutions. When digital health interventions offer clear
advantages, developers must assess infrastructure needs early
and design for low-resource environments, considering offline
functionality, portability, power efficiency, and local repair
capacity. Nationally, more advocacy is needed to support
initiatives that expand digital infrastructure. Projects like Health
Connect Africa [23], a partnership between Centre for Disease
Control Africa and Global System for Mobile Communications
Association, which aims to connect 10,000 health care facilities
to the internet by 2030, and Power Africa [24], which focuses
on electrifying health facilities, are examples of essential
infrastructure-building efforts that make digital health tools
viable at scale.
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Task Fit
We expand Liang et al’s [12] considerations of task fit to assess
whether a digital health tool is able to complete the task for
which it is designed. A tool may be well matched to the
infrastructure and the user but still fail to achieve the task for
which it is intended.

Challenge
In the digital health field, we often start with tools developed
for high-resource environments and adapt these tools to
accomplish specific tasks in sub-Saharan Africa [25], which
can lead to numerous problems. One notable example is for
digital tools that engage artificial intelligence. These often do
not include data representative of individuals in sub-Saharan
Africa and can have high bias and low validity when
implemented in those settings [26].

Solution
First, we must center health program implementers and
policymakers to identify the priority gaps we are addressing
through digital health interventions. Once we have these priority
areas, we must move beyond simply adopting tools and instead
validate them through dedicated studies, be willing to adapt or
retrain them for context, and, when necessary, design tools from
scratch. For AI-enabled digital tools, better and more accessible
datasets are needed on the African continent. Although funding
and data formatting have been obstacles, recent initiatives such
as the National Institutes of Health–funded DS-i Africa [27]
along with Masakhane [28], the Lacuna Fund, and Zindi [29],
are actively creating shared open repositories. These platforms
will accelerate health care innovation by providing
representative, high-quality data that directly addresses the bias
and validity issues of the existing tools.

Defining the "Viability" of Digital Health Tools
Liang et al [12] considered viability as the organization’s
economic, technical, and social readiness to adopt a digital tool.
We have expanded this to also include legal and ethical
considerations that present significant challenges when
developing digital tools for interventions and implementation
in sub-Saharan Africa. The viability domain considers “Can
this tool or intervention thrive in the ecosystem into which it is
being deployed?”, “Does this tool or intervention have the legal
and financial backing to be sustainable?”, and “Is the technical
infrastructure available to support this tool?” Although fit
questions should be addressed early, viability questions are
addressed as the digital tool is integrated into interventions and
implemented on small or broad scales.

Organization Viability
In the original model, organization viability describes factors
such as management support, digital literacy of team members,
user competence, and experience [12]. We have shifted several
of these individual features such as digital literacy and user
competence to “fit” since these must be addressed early as the
digital tool is being developed. We have expanded the
management support to include plausible integration of the tool
into program implementation structures. Adopting technologies

that are well matched to their organizational environment can
promote uptake and sustainability.

Challenge
Organizational viability considers whether health systems and
institutions have the leadership, governance, and operational
capacity to sustain digital health interventions. In sub-Saharan
Africa, frequent staff turnover and fragmented leadership
structures often undermine long-term adoption [30]. Ministries
of health may have alternative health priorities or lack the
resources to integrate new tools across departments and levels
of care. These factors mean that even technically sound and
contextually appropriate interventions may struggle to move
beyond pilot projects if organizational systems are not aligned
to support them.

Solution
Early involvement of multidisciplinary teams is key to assessing
feasibility and organizational readiness. Usability testing can
help establish workflows, training, and tools that support smooth
adoption. For developers, designing solutions that integrate
easily with existing infrastructure and that can be bundled with
current systems promotes interoperability and long-term
alignment. Engaging leadership early and ensuring interventions
reflect national health priorities helps secure ownership, buy-in,
and resource allocation, thereby reducing the risk of tools
operating in isolation from the systems they aim to strengthen.

Economic Viability
In the study of Liang et al [12], economic viability encompasses
a cost-effectiveness and cost-benefit analysis. We extend this
definition to ask whether a digital health intervention can be
sustained financially, including through Ministries of Health
and Finance, with the support of philanthropy or multilateral
organizations or through the private sector.

Challenge
The digital health sector in sub-Saharan Africa is a patchwork
of solutions, with many promising digital health interventions
failing to achieve scale due to a lack of coordinated national
strategies or shared infrastructure [31]. This decentralized
approach, often led by individual clinicians, researchers, and
small nongovernmental organizations, limits the ability to
benefit from economies of scale [32]. This is compounded by
persistent infrastructural barriers like high data costs, unreliable
electricity, and poor connectivity as well as inconsistent funding
avenues [33]. These issues place a disproportionate financial
burden on smaller organizations and new companies. The high
cost of entry and limited seed funding make it difficult for
promising early-stage innovations to gain traction, leading to
isolated successes rather than widespread impact.

Solution
To ensure the continued funding of digital health interventions,
a combination of coordinated investment and new funding
models are needed. Blended financing, which combines public
funds, donor contributions, and socially responsible investment,
can help bridge the gap and move interventions from pilot to
scale [34]. Health systems–level investment into basic
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infrastructure and platform will make any single digital health
intervention more economical and cost-beneficial [9].

Legal Viability
Legal viability refers to the presence of clear, enforceable
policies that govern the implementation of digital health
technologies, with a focus on data privacy, security, and system
interoperability. Although this was not included in Liang et al’s
[12] model, in our experience, this has been a major challenge
and often missed step for digital health interventions in
sub-Saharan Africa.

Challenge
National and regional policies for digital health interventions
are nascent in sub-Saharan Africa. Without clear regulations on
data privacy, security, and interoperability, implementers face
an uncertain and rapidly changing regulatory landscape [35-37].
This lack of maturity in frameworks creates significant

uncertainty for both innovators and investors, making it difficult
to establish a strong foundation for technological advancement
[35].

Solution
Strengthening legal viability requires investing in national and
regional regulatory capacity and developing robust data
governance systems. This includes improving regulations to
ensure trustworthiness while still supporting innovation [38].
Harmonizing standards across borders will facilitate the ability
to share and use tools beyond the specific contexts for which
they were developed [36].

dFVM Application

Table 1 shows a summary of the application of dFVM to identify
the challenges and possible solutions for implementing digital
health interventions in sub-Saharan Africa.

Table 1. Applying dFVMa to identify the challenges and possible solutions for implementing digital health interventions in sub-Saharan Africa.

Challenges and solutions identified when applying dFVM to sub-Saharan AfricaDomains, subdomains of
dFVM

SolutionsChallenges

Fit

Conduct end user digital assessments, including digital lit-
eracy and device ownership assessments prior to tool devel-
opment. Build digital skills and awareness as part of inter-
vention development.

Limited digital literacy and access to digital platforms
among potential end users.

Individual

Consider nondigital alternatives. Assess infrastructural ca-
pacity early and develop tools that comply to that infras-
tructure. Invest in foundational infrastructure to connect
facilities, health workers, and patients.

Unreliable electricity, frequent power outages, poor internet
connectivity, high cost of mobile internet data.

Technical

Address priority areas identified by health practitioners
and policymakers in the local context. Ensure co-design
with frontline health workers to reflect actual care tasks
and workflows. Test, validate, and adapt digital health tools
as needed. Build Africa-specific data repositories.

Imported technologies may not align with the actual tasks
or workflows in health systems. Tools often assume task
environments similar to high-income countries. Artificial
intelligence tools can also perform poorly due to algorith-
mic bias.

Task

Viability

Bundle tools with existing infrastructure, promoting inter-
operability and integration; engage leadership early; and
promote system-level alignment and ownership.

Fragmented leadership, staff turnover, and organizational
priorities, which differ from the tools that are developed.

Organizational

Invest in national digital health platforms, which will reduce
the per-tool costs. Prioritize national funding models,
complemented by blended public-private financing.

Insufficient funding and lack of sustainable financing
mechanisms leads to premature abandonment of promising
initiatives or poor scaling of established interventions.

Economic

Develop robust data governance and digital regulations for
countries. Seek, where possible, cross-continent regulations
to facilitate portability.

Lack of clear policies and regulations regarding data priva-
cy, security, and interoperability.

Legal

adFVM: digital fit/viability model.

Discussion

We developed dFVM to help individuals designing digital health
tools and interventions, particularly innovators working in
sub-Saharan Africa, think more critically about the development
of these tools and interventions with the goal of successful
digital health implementation. We have identified 3 other
determinant frameworks relevant to digital health interventions,
namely, the Train, Restructure, Incentivize, Mandate, Integrate

(TRIMI) framework [16]; a modified version of the
Consolidated Framework for Implementation Research (mCFIR)
for mobile health tools [17]; and a third developed by Olu et al
[3]. Each of these frameworks offers a different vantage to
consider when developing digital health tools and interventions.
For this paper, we adapted the fit/viability model because this
most closely mirrored how we approach our digital tool
development—asking questions about whether a digital health
tool will fit a specific task, for a specific user, in a specific
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infrastructure, and whether a digital health tool achieves the
organizational integration, financing, and legal compliance
needed to be viable.

Although applicable to any digital health tool, we made sure
that dFVM addresses the unique obstacles we have encountered
in sub-Saharan Africa. Throughout our description of dFVM,
we have highlighted these challenges and offered solutions.
Broadly, these solutions fall into 2 buckets. First, what is the
responsibility of the individuals developing the tools and
interventions? These individuals must design for context and,
through the deployment of digital health interventions, build
institutional capacity for digital health interventions more
broadly. Second, in the context of sub-Saharan Africa,
governments play a crucial role, particularly in ensuring the
viability of digital health interventions. Investing in digital
infrastructure provides a foundation for sustaining various tools
and reduces per-tool costs. Moreover, establishing robust legal
frameworks, including cross-national agreements, ensures
compliance and demonstrates government commitment as
partners alongside private and public technology providers.

dFVM offers high-level guidance for individuals developing
digital health tools and interventions to ensure their fit and

viability within health systems. However, we recognize that
moving from idea-to-implementation requires more detailed
steps and involves multidisciplinary teams capable of navigating
these complexities. As a next step, we are expanding dFVM
and integrating it with other digital health implementation
science frameworks to develop a step-by-step roadmap to guide
teams throughout the development process.

Conclusion
We believe that digital health interventions have great potential
to transform health care delivery and improve outcomes
worldwide. However, successfully implementing these
interventions in sub-Saharan Africa requires careful attention
to their fit and viability within local contexts. dFVM maps
challenges across both digital health design and deployment
environments and links these challenges to practical solutions
drawn from lived experience. Although digital health tool
developers are responsible for addressing these considerations,
governments in sub-Saharan Africa play a crucial role in
ensuring that the necessary organizational and legal frameworks
are established to support the adoption of digital health
interventions.
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WHOOP, There It Is: Lessons From WHOOP’s FDA Warning
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Textbox .

Key Takeaways

• The US Food and Drug Administration’s warning letter to WHOOP and ensuing battle have highlighted a critical moment in the wearables space
as the US regulatory framework has been evolving in real time.

• New lines have been drawn. The 2026 Food and Drug Administration wellness guidance has established new norms around the ability to
noninvasively detect and relay information to users.

• Ultimately, however, the wellness exemption remains poorly defined for companies seeking clear guidance on user interfaces and how they can
interpret and relay data to users while remaining a wellness device.

Blythe Karow [1] is a strategic management consultant and
fractional executive with a biomedical engineering bachelor’s
degree from Johns Hopkins University, an MBA from the UVA
Darden School of Business, and over twenty years of experience
leading, advising, and consulting as a medtech, digital health,
wearables, and regulated healthtech expert. She is the founder
of The Karow Advisory Group and author of The Device Files
[2], a Substack where she shares strategy, insights, and practical
tips for getting devices to market. She has covered the evolution
of the WHOOP/US Food and Drug Administration (FDA)
regulatory conflict since it began and shares her reflections
here.

In July 2025, the fitness wearable company WHOOP received
a warning letter from the FDA [3] for their “Blood Pressure
Insights” (BPI) feature, noting that it was clearly a medical
device requiring proper 510K clearance. For anyone following
the wearables space, this wasn’t surprising. WHOOP, like many
wearables companies, has slowly been evolving from
performance optimization and wellness toward monitoring and
diagnosing medical conditions [4].

The warning did not just kick off another regulatory spat. It
raised important questions and considerations for the future of
wearables and other medical devices, spurring debates across
the medical device and wearables communities for 6 months,
and culminating in the release of new FDA guidance on January
6, 2026 [5]. In this analysis, I review both the FDA’s and
WHOOP’s original arguments around the regulatory status of
the BPI feature, looking at the evolution of the conflict up until
now.

Where the July 2025 FDA Warning Letter
Arguments Fell Short

The "Inherent Association" Doctrine
The FDA’s original position hinged on “inherent
association”—that blood pressure measurement is “inherently
associated with the diagnosis of hypo- and hypertension”
regardless of disclaimers or intended use [3].

In my view, this legal theory was always a bit of a stretch. If
any biometric that can be used for diagnosis automatically
becomes a medical device, then the wellness device exemption
Congress created in the 21st Century Cures Act [6,7]—that
software intended for general wellness and not medical diagnosis
or treatment is not considered a medical device—becomes
meaningless. By this logic, bathroom scales would be medical
devices because weight is “inherently associated” with obesity
diagnosis, but you can walk into any store and buy a scale
without FDA oversight.

In my original analysis, I argued that the real conversation
shouldn’t be whether all blood pressure measurements are
inherently diagnostic, but rather how the FDA’s wellness
guidelines could and should be revised to allow biomarker
collection while providing clear guidance on handling detected
extremes.

The Language Trap
The FDA found specific language from WHOOP that crossed
into diagnostic territory, such as “higher blood pressure may
be an indicator of poor sleep” and materials indicating that the
feature was intended to identify “higher blood pressure” [3].

The distinction between “higher” and “high” blood pressure
matters here. “Higher” describes a relative change from an
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individual’s baseline and should be acceptable for wellness
devices. However, “high blood pressure” suggests comparison
with clinical diagnostic thresholds. While WHOOP appears to
have used “higher,” the FDA appeared to have interpreted this
as “high blood pressure.”

The Color-Coding Absurdity
The FDA objected to WHOOP’s user insights interface, claiming
the color-coded (green/yellow/orange) readings imply medical
interpretation, but most fitness wearables use similar
color-coding schemes: for example, Garmin shows heart rate
zones in green, yellow, and red, and Apple Watch displays
activity rings with traffic-light logic.

If color-coding implies medical interpretation, are we going to
start requiring submissions from manufacturers of street lights?
This may be a tongue-in-cheek comparison, but the question
remains: when does color-coding imply diagnostic
categorization?

The Misuse Argument
The FDA cited “evidence of individuals using BPI to monitor
their hypertension” as a sign that WHOOP had overstepped the
line. This original argument concerned me for two reasons.

First, using anecdotal misuse by some users to justify broad
regulatory classification, especially when they provided no
details about scale, frequency, or how this evidence was
collected, would have set a concerning precedent. Second,
people use fitness trackers for wellness purposes all the time,
and those wellness issues often connect to more serious health
conditions. Sleep quality can impact anxiety or cognitive health
[8] and getting your 10,000 steps can help with overall
cardiovascular wellness [9]. That shouldn’t make wellness
device manufacturers liable for medical device indications.

While we want to be careful of products purposefully trying to
skirt a medical device pathway, some off-label use is probably
acceptable when it leads people to healthier lifestyles that could
improve more serious conditions. And what’s the harm in
someone with hypertension wanting to get an idea of their blood
pressure, especially when the next step is probably to seek
proper medical testing if they see warning signs?

Where WHOOP Might Have Been Wrong

WHOOP might have had legitimate grievances about the FDA’s
approach to their BPI feature, but they also seemed to escalate
the situation by (1) not adjusting their marketing or features
claims early on when discussions started in May 2025, (2)
continuing to leave up the “offensive” product features while
arguing with the FDA, (3) making a buzzworthy end run to
RFK Jr instead of working with the agency [10], and (4) having
their CEO, Will Ahmed, making public statements arguing their
“legal” case.

The Fatal Phrase
Buried in the FDA warning is language that likely sealed
WHOOP’s fate: their website originally described the blood
pressure feature as delivering “medical-grade health &
performance insights” [4,11].*

That single term was regulatory poison. In the FDA’s world,
“medical-grade insights” implies clinical accuracy, validation
standards, and regulatory approval, whether intended or not.

My original argument: you can have a wellness device that
collects medical-grade data—in fact, this is preferred, because
algorithms perform best when data are high-quality [12-14].
The problem was that WHOOP had originally used the term in
reference to providing medical-grade insights, implying
diagnostic-level blood pressure measurement.

If WHOOP had proposed changing this language in May, the
situation may have been resolved sooner. However, the
back-and-forth, while refusing adjustments, seemed to have
gotten the FDA’s ire up. Additionally, with Aktiia and Apple
subsequently receiving clearance for blood pressure and
hypertension claims [15,16], it likely became harder for the
FDA to give leniency.

The Media Defense
Shortly after the FDA warning letter, WHOOP CEO Will
Ahmed posted counterarguments on LinkedIn [17], making
good points but ultimately overrelying on disclaimers to protect
the company from oversight. In medtech, just telling consumers
not to use a device a certain way often isn’t enough, especially
if it contradicts other marketing claims.

There were also weaknesses in the arguments Ahmed made
during his CNBC appearance at the end of August 2025 [18]:

1. He appeared to believe that wellness exemptions override
the core intent of the FDA’s mission to protect patients and
provide medical device oversight, stating that “Intended
use is what matters—and the law agrees.” But once you
make claims that your device does something a medical
device does, you can’t just say, “Yeah, but we’re just here
for wellness purposes,” because guess what? So are all
medical devices!

2. He mentioned that their blood pressure feature requires
calibration with a blood pressure cuff (a medical device),
as though acknowledging reliance on a medical device made
it clearer that WHOOP itself isn’t performing a medical
function, but if you need a medical device to calibrate your
“wellness” feature, that suggests you’re doing medical
device work.

3. He claimed that WHOOP should set a new precedent
because regulations could thwart tech innovation, blind to
an entire medical device industry that has been innovating
for decades while following the rules.

4. He claimed that WHOOP members “overwhelmingly
support us fighting for [BPI].” This attempt to position
himself as defending consumer access read as a deflection
rather than acknowledging that the company had created a
regulatory mess.

The Marketing Smoking Gun
Most damning to me when reviewing this debate is how
WHOOP still structures subscription tiers, separating blood
pressure insights from general “health monitoring” and bundling
it specifically with FDA-cleared medical features in the highest
tier [19]. They’re explicitly categorizing blood pressure insights
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alongside actual medical device features, telling consumers
through product positioning that blood pressure monitoring
belongs in the medical device category. It feels a bit like a
magician’s misdirection—it implies medical device credibility
to the consumer, while denying the need for medical device
status to the FDA.

New Year, New Guidance

Ahmed’s claim that the FDA was “on the wrong side of the
law” [18] was somewhat remarkable given the FDA’s
enforcement position. WHOOP appealed the formal warning
letter but continued to market much the same way throughout
2025. This could have brought additional serious legal trouble
[20]; the FDA had multiple escalation options, including court
orders to force WHOOP to disable blood pressure features while
pursuing appeals.

I was fairly confident that WHOOP’s attempted lobbying to
RFK Jr wouldn’t be effective in swaying the FDA, given the
precedent set by the Aktiia and Apple clearances and additional
pressure from public scrutiny. But I was wrong.

In the first week of 2026, the FDA responded with new guidance
that very clearly states that they will allow blood pressure
measurements via optical sensing to remain in the wellness
category as long as companies make no claims to having
“medical-grade” data or insights [5]. The new guidance seems
an obvious win for WHOOP, and it also seems clear from
current FDA Commissioner Dr Marty Makary’s comments
during his January 6 interview on Fox Business News [21] that
the FDA is moving to relax and clarify control and oversight

in the wellness space. He stated, “We want to let companies
know, with very clear guidance, that if their device or software
is simply providing information, they can do that without FDA
regulation.”

While the new guidance provides clear direction on whether
WHOOP can market BPI, there remains a lack of clarity in a
few areas. The guidance does not specifically address all of the
concerns originally outlined in the warning letter (for example,
it does not address whether you can use color coding in a user
interface) and WHOOP does not seem to have adjusted their
interface or marketing beyond specifically removing claims of
“medical” or “clinical grade” in reference to BPI [4,11]. And,
although multiple examples are provided on how to describe a
product or its features without crossing into medical device
territory, there is very little to guide developers on appropriate
user interface and alerts, leaving other technologies with a great
deal of gray area to navigate in the future.

Ultimately, this case has shone a spotlight on some of the weaker
elements of the wellness carve out and will likely continue to
play a major role in how the FDA decides to evolve in this new
world of wearables, artificial intelligence, and the quantified
self. We’re watching the real-time evolution of the wellness
doctrine; while I expect some continued upheaval, a line appears
to be forming around collecting versus interpreting user data as
the new distinction between wellness and medical devices.
Innovators would do well to keep a close eye on the wellness
space as it continues to evolve.

*Note: Following the January 2026 FDA guidance, the WHOOP
web pages were revised, and the original marketing language
is no longer retrievable in the current versions.
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Key Takeaways

• UnitedXR Europe 2025 highlighted that health care extended reality (XR) is no longer constrained by technical capability but by alignment
between industry, academic evidence, and clinical governance.

• Persistent gaps remain between how success, risk, and readiness are defined by developers, researchers, and health care professionals.

• Formats that enable direct cross-stakeholder dialogue may be as critical as technological advances for translating XR potential into routine clinical
practice.

Extended reality (XR) is not new to health care, but over the
past decade, its use has become more widespread in medical
training, rehabilitation, pain management, and mental health
care, supported by a growing body of evidence [1-4]. Despite
clear gains in technical maturity, the adoption of XR in health
care remains uneven. Immersive tools are increasingly capable,
yet their integration into routine clinical practice appears to
depend less on technical performance than on organizational
readiness, governance, and professional acceptance—a pattern
well described in implementation research [5,6].

UnitedXR Europe 2025 offered a concentrated view of this
tension and an effort to resolve it. The event marked the first
joint edition of two historically distinct strands of the European
XR ecosystem. Stereopsia—anchored in Brussels since
2009—has long served as a meeting point for immersive
research, cultural production, and policy dialogue. In parallel,
the Augmented World Expo evolved into a global, industry-led
platform focused on enterprise deployment and market scale.

Their integration under UnitedXR Europe has brought these
traditions into direct contact, highlighting gaps and areas of
convergence, as well as creating a shared space for dialogue
between industry, academia, health care, and policy actors.

What the Program Revealed About Health
Care XR Readiness

UnitedXR Europe 2025 brought together more than 125
exhibitors across 14 parallel tracks, including a dedicated
Healthcare, Pharma, & Wellbeing track. Across the event’s
agenda, health care XR appeared to be entering an infrastructure
phase, positioned not as a peripheral demonstration but as a
maturing vertical confronted with questions of scale, integration,
and long-term sustainability.

Beyond formal sessions, interaction extended into curated
environments, such as the European Market for Immersive
Creativity and business-to-business matchmaking between

developers, researchers, and institutional actors. Roundtables,
workshops, start-up pitch competitions, and the European XR
Awards Gala reinforced the event’s dual role as a space for
exchange and an indicator of technical maturity.

This shift was visible on the expo floor, where novelty gave
way to utility. Across the XR ecosystem, major headset vendors
relied on real-world implementation partners to demonstrate
use cases rather than on product-centric stands, with a dedicated
demonstration pavilion hosted by the International Virtual
Reality Healthcare Association. Within this context, hands-on
demonstrations, such as those by VirtualiSurg [7], illustrated
how VR is being embedded into established training pathways,
particularly when combined with modular haptic systems, such
as those provided by SenseGlove [8].

The scientific program reflected a similar maturation. As noted
by Oliver Schreer, PhD, track chair, submissions increased from
barely a dozen in previous editions to over 45 this year,
accompanied by a clear shift toward more application-oriented
research.

Moving between tracks revealed a persistent asymmetry.
Enterprise discussions were supported by a settled language of
scaling, procurement, and return on investment. Health care
discussions, by contrast, were anchored in regulation, safety,
and professional accountability. Side by side, these perspectives
exposed a central tension: while the XR industry largely seems
prepared to scale, health care systems are still negotiating why,
and under what conditions, that scale should occur.

XR as a Coordination Challenge

What emerged from these observations was a coordination
problem. The remaining barriers to health care XR adoption lie
less in hardware or software performance than in the absence
of shared decision-making structures.

This gap surfaced repeatedly in discussions about adoption
criteria. In one interactive panel within the health care track,
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participants were asked to rank factors that guided XR
implementation. Priorities clearly diverged, with safety treated
as a nonnegotiable baseline by some and as one consideration

among many by others. The exchange was brief but revealing,
with high audience participation.

Figure WL1. Audience engagement during an interactive panel session. Faces have been blurred to protect participant privacy. Photograph credit:
Sonya Seddarasan, track chair for Healthcare, Pharma, & Wellbeing at UnitedXR Europe 2025.

What this exchange made visible was that XR initiatives often
stall not because immersive systems fail to perform but because
organizations lack an agreed framework for guiding early-stage
decisions about readiness for clinical use. A recurring takeaway
from the session was the growing consensus that health care
XR must move beyond repeated proofs of concept. Without a
shared way to assess safety, credibility, and contextual fit before
implementation begins, pilots tend to accumulate without a clear
pathway toward sustained, real-world integration.

Format Matters for Cross-Stakeholder
Dialogue

Points of agreement and divergence became most visible during
interactive panel sessions. For example, open discussion forced
participants to make their criteria explicit and revealed how
differently evidence, risk, and readiness were understood across
institutional and professional contexts.

The organizers appeared attentive to this dynamic. Sonya
Haskins—Augmented World Expo’s head of
programming—noted that future editions may place greater
emphasis on roundtable formats intended to support

cross-disciplinary negotiation. Alexandra Gérard—codirector
of UnitedXR Europe—similarly pointed out the need to broaden
participation within the health care track, including participation
by patients and frontline practitioners with direct insight into
care delivery.

For health care XR, where adoption depends on trust and
legitimacy as much as it does on performance metrics, creating
conditions for this kind of dialogue may be as consequential as
any technical advance.

Immersion as a Clinical Responsibility

Health care discussions at UnitedXR Europe reflected a growing
recognition that immersive technologies carry a different kind
of responsibility than that of most digital health tools. XR was
framed not merely as a delivery medium but as a technology
that directly shapes perception, attention, and embodied
experience—a distinction that is well established in prior
experimental and neuroscientific work [3,9,10].

This concern surfaced most clearly in informal exchanges. Sonya
Haskins described XR creation as “hacking the brain,” using
the phrase as a metaphor to underscore why immersive systems
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cannot be treated as neutral software development. When
technologies act directly on perception and experience, questions
of intent, safety, and oversight move rapidly to the foreground.

Policy frameworks are beginning to respond, albeit unevenly.
The event coincided with the launch of the European Partnership
for Virtual Worlds, which explicitly identifies health care as a
strategic domain [11]. This marks progress when compared
with earlier global digital health strategies, including those of
the World Health Organization, where immersive technologies
remain largely unnamed despite their growing use in practice
[12,13].

Terminology remains a point of friction. As several clinicians
noted, framing clinical XR under the umbrella of “virtual
worlds” sits uneasily with health care practice. Recent European
policy work differentiates professional and health care uses of
immersive technologies from consumer-oriented virtual worlds,
emphasizing that clinical applications are bounded; task specific;
and subject to heightened safety, ethical, and governance
requirements [4]. In this sense, UnitedXR functioned as a

translation layer, highlighting where policy language must be
refined to align with the risk-aware logic of patient care.

Implications

UnitedXR Europe 2025 made clear that health care XR has
moved beyond the phase of technical proof. What remains
unresolved is not what the technology can do but how it is
integrated into the social, ethical, and organizational fabric of
health care. From my perspective as a clinician-researcher
involved in real-world XR deployment, these tensions are
familiar from practice and, importantly, addressable.

The challenge ahead is one of alignment; synchronizing
industrial velocity with clinical deliberation; and narrowing the
vocabulary gap between policymakers, developers, and
practitioners.

As this event demonstrated, that work rarely happens through
polished presentations alone. It happens in shared spaces where
assumptions are tested, priorities collide, and the real conditions
for responsible adoption begin to take shape.
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Key Takeaways

• Co-developing a digital mental health intervention with contributors who have lived experience of displacement revealed how language, meaning,
engagement, and design choices can carry unanticipated cultural and emotional risks.

• To ensure safety, trust, and effectiveness on a global scale, interventions must move beyond adaptation to lived experience co-design.

Digital mental health interventions are increasingly deployed
across borders, reaching people whose lives and circumstances
may differ dramatically from the teams who build them. As
these tools proliferate, traditional approaches to cultural
adaptation—often focused on translation—have become
insufficient.

Translation conveys language; it doesn’t always convey
meaning. And meaning is culturally constructed and emotionally
rooted in ways that can be impossible to anticipate from the
outside. I recently learned this lesson through co-developing a
mental health resilience course with a team of Ukrainian
software developers—many of whom were displaced by war,
and some who were actively participating in it.

This experience illuminated a frequent blind spot in global
digital mental health design: without lived experience embedded
in creation—not merely consulted afterward—we risk building
tools that are well-intentioned and evidence-based but potentially
unsafe.

Digital Mental Health at Scale and
Cultural Distance

Scalable, low-cost interventions promise to reach global
populations that traditional services cannot, particularly during
humanitarian crises, displacement, and conflict. Yet most digital
mental health tools are conceived, designed, and tested in
relatively stable Western contexts before being deployed
elsewhere [1-3].

This development pattern introduces cultural distance at
precisely the point where sensitivity matters most. Evidence of
clinical efficacy does not ensure cultural legitimacy, trust, or
safety [4]. When interventions cross geopolitical and cultural
boundaries, they enter environments shaped by historical trauma,
media narratives, power asymmetries, and collective memory.
These contextual forces rarely appear in design specifications,
yet they profoundly shape how digital tools are perceived and
used.

The challenge, then, is achieving scale without reproducing
blind spots that undermine efficacy.

From Adaptation to Co-Development

Most cross-cultural digital health efforts rely on cultural
adaptation frameworks [5]. These typically involve translating
content, substituting examples, and adjusting tone to fit a new
population. While necessary, these steps assume that meaning
is largely transferable and remains intact once linguistic barriers
are removed.

Our experience suggests otherwise. When conducted without
lived experience embedded in the design process, cultural
adaptation risks addressing surface differences while missing
deeper layers of meaning.

In contrast, lived-experience co-development treats those with
direct experience not as informants, but as co-designers. This
approach requires cultural and epistemic humility [6]:
acknowledgment that certain insights cannot be inferred,
researched, or validated externally. They must be shared by
those who live within the context the intervention seeks to
address.

Collaboration With Lived-Experience
Designers

The collaboration at the center of this article emerged when the
Ukrainian team—displaced by war, living in Ukraine, or actively
deployed—approached our group at Evolution Health to help
build a digital mental health resource for Ukrainians living in
displacement and uncertainty.

These developers were active contributors throughout
development, shaping decisions about language, tone, pacing,
and presentation. Their technical expertise allowed them to
participate fully in design discussions, while their lived
experience grounded those discussions in their reality. Decisions
were no longer guided solely by evidence hierarchies or best
practices, but by continuous dialog about how content would
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be interpreted emotionally, culturally, and symbolically by
people living with war-related disruption. Language as Lived Experience

Figure WL1. Left: original English draft. Right: adapted Ukrainian version.

The divergences were striking. Even when words appeared
similar, their emotional weight and associations differed
substantially. Terms that Western designers associated with
isolation, anger, exhaustion, disconnectedness, or optimism
carried layered meanings for the Ukrainian team. Some evoked
loss. Others echoed bureaucratic language encountered during
displacement. Still others were associated with political
messaging or wartime media narratives.

Two examples help illustrate the limitations of conventional
adaptation and the benefits of co-design.

The first involved a simple vocabulary exercise. The North
American team generated a word cloud, and the Ukrainian team
was asked to identify words that felt emotionally relevant,
neutral, or problematic within the context of displacement and
war and to add or remove words accordingly.

The second example involved an introductory video developed
using an artificial intelligence (AI)–generated
Ukrainian-language voice-over. From a Western perspective,
the voice sounded professional, neutral, and supportive—a
practical solution that aligned with common digital production
practices.

The video was swapped, however, when the Ukrainian team
explained that it was likely to evoke distrust. Synthetic
Ukrainian voices had become widely associated with Russian
disinformation campaigns, where AI-generated Ukrainian speech
was routinely used to deliver propaganda.

This risk was invisible to the non-Ukrainian team. Traditional
usability testing might have detected disengagement, but only
after trust had already been compromised. The issue was not
usability, but cultural safety.

These examples underscore two central lessons: that language
is not merely semantic, and that trust is built on signals of
authenticity, safety, and legitimacy that are culturally situated.
Without lived experience in design, even carefully translated
content and well-intentioned choices can misfire and risk harm.

What Lived Experience Changed in
Practice

Co-development reshaped the intervention in several ways.

First, meaning consistently took precedence over literal
accuracy. Language that was technically correct but emotionally
misaligned was revised or discarded. The goal shifted from
fidelity to original phrasing toward fidelity to lived
interpretation.

Second, engagement strategies were reconsidered. Structures
intended to support participation occasionally felt directive or
intrusive within a displacement context [7]. Lived experience
helped distinguish between supportive guidance and unwanted
pressure, particularly for individuals navigating chronic
uncertainty and loss of agency.

Finally, harm prevention became an explicit design outcome.
Lived-experience contributors identified risks that would not
have appeared in formal risk assessments—symbolic
associations, emotional triggers, and trust signals embedded in
design choices. These insights allowed potential harms to be
addressed before deployment, rather than retroactively.

Ethical Responsibilities

There are ethical responsibilities inherent in working with
individuals who are actively living through the experiences an
intervention seeks to address. Co-development can be
experienced as empowering and meaningful, but it also raises
questions about psychological safety that appear insufficiently
explored in the digital mental health literature [7].

Even when voluntary, participation can involve exposure to
emotionally charged language and experiences, increasing the
potential for distress. At present, there is limited empirical
guidance on how to assess, monitor, or mitigate potential
psychological risks for lived-experience contributors in digital
intervention development [8].

Designing With, Not For

This collaboration revealed limits in what even experienced
digital mental health designers can know from the outside. Lived
experience did not simply improve the intervention; it
fundamentally reshaped it. It prevented harm, deepened
resonance, and challenged assumptions embedded in the
original, North American content.

As digital mental health tools continue to scale, lived-experience
co-development should be treated as a methodological and
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ethical necessity rather than an optional enhancement [9]. Even
technically sound, evidence-based design alone cannot prevent
contextual misalignment and ensure cultural legitimacy, trust,
or safety.

Researchers and designers must consider how lived experience
is integrated, compensated, sustained, and supported throughout
development. Funders and policymakers should evaluate

interventions not only on efficacy, but on how they address
cultural meaning and safety.

Ultimately, if digital mental health interventions are to be
trusted, culturally legitimate, and safe at global scale, the field
must move beyond designing for others toward designing with
them.
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Key Takeaways

• Hybrid care can enhance patient outcomes and workflow efficiency, but only when thoughtfully implemented with frontline staff input.

• Variability in hospital resources, patient populations, and infrastructure leads to inconsistent adoption and effectiveness of hybrid care models.

• Without adequate support, training, and realistic workflow planning, hybrid technologies risk adding burden to bedside staff and generating
ineffective spending rather than improving care.

Hybrid care in the hospital setting—combining in-person care
with telehealth services—has increased dramatically since 2020
[1,2]. During the COVID-19 pandemic, frontline workers relied
on remote access to care for patients from afar. In the succeeding
years, hybrid care use has remained much higher than
prepandemic levels [1]. At different points in my own practice
as an intensive care nurse, depending on its implementation,
hybrid care technology has been a distracting hindrance to
patient care or has greatly supported my ability to treat patients
in critical condition.

For other staff working at the bedside, reactions are similarly
mixed: while some report safer patient care and more efficient
workflows, others feel that hospitals now push telehealth
technology as an ineffectual fix for staffing shortages and
organizational issues.

Hybrid Care on the Ground

The day-to-day realities of in-hospital hybrid care use are varied.
Location, patient demographics, and facility-to-facility
differences in budgets and priorities play a part in determining
the specific implementation, delivery models, and rate of
adoption by both patients and staff for these modes of care [3].

Examples include using video calls to patch in specialty
providers for emergencies and consultations, providing remote
physician rounding for rural or underserved communities, and
leveraging digital apps for patient communication and video
visits.

Additional uses include monitoring confused or unstable patients
via video; supporting nursing workflows with remote nurse
assistance; facilitating admissions, discharges, and patient
education; and offering a way for families to connect virtually
with loved ones if they are unable to visit in person [1].

These tools represent a unique opportunity to augment patient
care and improve safety measures. However, without

collaborative implementation and ongoing support services,
some frontline staff express concern that more technology
simply adds to their already burdensome workload [4-6].

When Hybrid Care Saves the Day

At its best, hybrid care technology can save lives and ease stress
for bedside staff, patients, and their loved ones.

Gwen*, a nurse in a postanesthesia care unit in Portland, Oregon,
recalls a time when her patient experienced a stroke soon after
surgery: “In that situation, we were able to use the telehealth
neurologist during a code stroke. It worked really smoothly,
and the other staff and I felt more confident in that emergency.
That patient absolutely received better care because we were
able to talk to a neurologist immediately.” Gwen’s experience
demonstrates how faster access to specialty care via a remote
provider can dramatically improve patient outcomes.

Avah*, a nurse who works in the postpartum unit of a hospital
in Madison, Wisconsin, reported: “Our NICU [neonatal intensive
care unit] has cameras that let parents see their baby from
home.” She cites this use of telehealth technology as an
important bonding tool for new parents of hospitalized infants.

Other benefits to hybrid care include fewer admissions and
readmissions, reduced length of hospital stay, improved chronic
disease management, enhanced patient safety, reduced health
system costs, better integration of care services, better adherence
to recommended best practices, and increased efficiency in
provider workflows [4,5].

When Hybrid Care Gets in the Way

Nurses frequently become the point person for new in-hospital
technology, including hybrid care tools. When patients struggle
to log in to a phone app for a video appointment or the camera
used for physician consults needs to be set up, it often falls to
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the nurse to first troubleshoot and then call for assistance if
needed. They become the liaison for patient concerns and digital
snafus, taking time away from patient care activities and adding
to an already hectic workload.

Other concerns relayed by frontline health care workers
regarding newly integrated hybrid care models include technical
issues such as unstable Wi-Fi or poor equipment maintenance,
patient and staff competency in adopting new technologies, and
lack of ongoing support as uses for hybrid care modalities evolve
[4,5]. Additional technology may also create interruptions in
the workflow and degrade the quality of patient-nurse
interactions [6].

Rhonda*, an intensive care unit charge nurse at a large
Midwestern hospital, explains that her unit recently installed
electronic intensive care unit (eICU) cameras in each patient
room. These devices are meant to bring in ICU-trained registered
nurses (RNs) via video to provide nursing support. “We rarely
use them, and we never asked for this kind of device. Instead
of being a help, they are a hindrance. The eICU staff call us to
ask questions that are irrelevant to patient care. It wastes time.
I’m sure [the cameras] were expensive, and they don’t help
patient care in any way.”

She worries that this follows a recent trend at her facility of
cutting staff and attempting to replace in-person RNs with nurses
who can only watch from the other side of a screen.

These challenges and concerns suggest that additional
technology is not a replacement for proper staffing or efficient
organizational workflows.

Making the Most of Hybrid Care Tools

If in-hospital hybrid care models are to be effective, nurses and
other frontline staff must be involved in the entire
decision-making process, not brought in after adoption [5,6].
The choice of hybrid care technologies needs to be decided
based on real-life clinical needs and centered around realistic
patient behaviors. If patients struggle to use an app or cannot
understand a provider on the other end of a video call, the

technology becomes useless, burdensome to staff, or worse, an
active impediment to the quality of patient care.

Designing for flexibility is crucial as technology develops,
patient needs shift, and health care continues to see rapid change
[7]. Ongoing and easily accessible tech support for both patients
and staff should be included to increase use and reduce errors,
work-arounds, and frustrating workflow disruptions [6]. While
staff are often receptive to new technologies becoming part of
their daily workflow, needs and perceptions vary by facility and
department, highlighting the need for a tailored approach that
includes bedside staff’s voices [8].

In-Hospital Hybrid Care Succeeds When
Frontline Staff Are Involved

While hybrid care can be a powerful tool, everyday
complications show gaps that hospital leadership and
policymakers sometimes overlook. Without the involvement of
these frontline workers, hospitals risk spending budget dollars
on technology that simply does not serve its full purpose.

By continually seeking out and incorporating the input of
frontline staff, health systems and hospital administrators can
make realistic, informed, and effective decisions about which
tools will increase safety, efficiency, staff retention, and patient
experience in their facilities. Administrators should survey
frontline staff about their daily challenges and perspectives on
which models of hybrid care would best address staff and patient
needs before purchasing, policy change, or implementation
begins. Additionally, nursing focus groups may provide an
opportunity for unit-specific representation so that hybrid care
execution can be tailored to departmental needs.

Hybrid care tools cannot replace the human touch in health care,
but they certainly have the power to create better outcomes for
patients and lighten staff workloads. Hospital systems should
invest in thorough research and open conversation with staff to
generate flexible and human-centered hybrid care models that
best serve the people under their care.

*Names changed to protect anonymity.
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Key Takeaways

• Health care facilities’ ability to provide patient care can be threatened by large-scale telecommunication outages, requiring providers to build
additional redundancy into their own infrastructure.

• While steps have been taken to formalize accountability for some telecommunication providers (such as, in Canada, via the Memorandum of
Understanding on Telecommunications Reliability), gaps remain.

Telecommunication (telecom) breakdowns at massive scales
are fresh in recent memory; in Canada, the Rogers
Communications outage of July 2022 cut off over 12 million
users’ wireless and wire-line services for over 24 hours [1], and
in 2024, a single faulty update to CrowdStrike’s cybersecurity
software caused an estimated 8.5 million Microsoft systems
worldwide to crash [2]. In the past several months alone,
widespread outages from internet infrastructure providers, like
Cloudflare and Amazon Web Services (AWS), have alerted
users to the fragility of an internet that relies on a handful of
companies to function [3].

Health care facilities, which use telecom for everything from
faxing prescriptions, to accessing electronic health records
(EHRs), to virtual care, have to navigate these breakdowns
under an additional unique pressure: their patients’ well-being
on the line. In the months and years following major outages,
health care institutions have taken steps to mitigate the threat
of service disruption to patient care.

The Rogers Outage

On the morning of July 8, 2022, Canadians woke up to a phone
and internet outage hitting nearly every sector. While upgrading
their IP core network, Rogers staff had removed a policy filter,
which allowed IP routing data to flood and then crash the core
routers, leaving user traffic unable to reach their destinations
and over 12 million Rogers users without service [1].

Many of these users were health care providers and
organizations, as well as patients trying to access health care.
Family medicine clinics found themselves suddenly unable to
carry out basic functions, like faxing prescriptions, scheduling
appointments, and attending virtual care appointments [4]. The
outage disproportionately affected health care services in remote
locations, which often rely on network access to consult with
specialists; this was compounded by the loss of connectivity
across other health system partners [4]. In Toronto,

immunization clinics lost access to the provincial COVID-19
vaccination management system, long-term care facilities lost
access to their residents’ EHRs [5], and hospitals had to
scramble to mitigate the outage’s effects on patient care.

According to Michael Garron Hospital’s (MGH’s) Chief
Information Officer Amelia Hoyt, the brunt of the outage at
MGH fell on corporate staff, who use Rogers cellular services
for their work phones. This loss of corporate cellular mobility
threatened patient care only indirectly, but physicians who relied
on Rogers for their own mobile phones also couldn’t be reached.
MGH leadership gathered an emergency command center to
develop a plan for how to navigate the outage.

“We did need to come together to figure out how to make sure
that we didn’t have delayed communications that inadvertently
would affect patient care,” says Hoyt. The solution in the
moment was to identify affected staff and, by using a fan-out
list, set alternate communication routes.

The outage allowed Hoyt and her team to identify a gap in their
IT strategy and then fix it. “We had no other redundancy for if
cell services are down.” Redundancy—the strategy of
duplicating system components or functions—works by keeping
fail-safes and backup components at the ready.

“What we decided to do was invest in eSIMs from a different
cellular provider for corporate mobile devices,” she explains,
“loaded onto select individuals’ phones....If Rogers went down
again, we would be able to activate this alternate provider’s
eSIM, and that would allow for continuity.”

The CrowdStrike Outage

On July 19, 2024, University Health Network (UHN) staff trying
to connect with clinical systems were met instead with blue
error screens. A defective content configuration update released
by the cybersecurity company CrowdStrike had caused millions
of Windows hosts worldwide to crash, resulting in disruption
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of services across multiple industries and organizations,
including government agencies, airlines, health care facilities,
and even 911 connectivity in some areas [6,7]. In the health
care sector, the outage disrupted everything from EHR access,
to telemonitoring, to operational management, to research [8].

According to Carl Virtanen—chief technology officer for UHN
Digital (UHN’s IT department)—the UHN’s downtime
procedures for switching to manual documentation helped
mitigate disruptions to patient care, though several nonurgent
appointments had to be rescheduled.

“UHN was able to prevent more significant technological
disruption by pausing software updates and limiting the number
of devices affected by the CrowdStrike outage,” Virtanen says,
noting that UHN Digital’s protocols, which include prioritizing
critical areas (such as emergency departments, intensive care
units, and operating rooms) when responding to technological
problems, have not been updated since. “All critical clinical
systems were back up and running normally by the end of the
day the outage began.”

Importance of Redundancy

The telecom ecosystem is deeply interconnected. For complex
critical systems, like health care, that rely on telecoms [9],
interconnectivity facilitates seamless and efficient data sharing
across a network of health system partners. But these
interconnected systems can be disrupted on a large scale by a
single point of failure in the infrastructure upon which they
depend. So, how can disruptions be avoided?

Virtanen says that the best strategy for avoiding downtime is
already, ideally, in use: “It is critical to have redundancy layers
built into technical infrastructure to maintain operational efficacy
in the event of service disruptions, such as the CrowdStrike
outage.”

On the most basic level—the physical infrastructure
underpinning telecom services—a lack of redundancy can result
in, for example, a beaver taking out nearly half of a town’s
internet connection by chewing through the network’s single
fiber-optic cable [10]. The 2022 Rogers outage itself exemplified
the peril of putting all of one’s technological eggs in one basket;
since the Rogers management network relied on the very IP
core network that had crashed, staff struggled to communicate
with one another and remotely investigate the issue, delaying
repairs for hours [1].

Health care facilities’ preparations for outages, such as MGH’s
eSIM investment and UHN’s downtime protocol of switching
to paper records, act as another redundancy layer. In a perfect
world with an unlimited budget, Hoyt says that her team would
invest in additional redundancy for all IT services at MGH; at
one point, they had even toyed with the idea of low-tech
backups, like walkie-talkies. The solution is practical but not
without its drawbacks; maintaining redundant systems can be
cost-intensive, particularly for health care facilities with fewer
resources [4].

Who’s Accountable?

The fallout and appropriate redress of telecom outages have
often been framed in terms of monetary loss, which can be
reimbursed through vendor refunds and credits [5]. But when
essential services, like health care, rely on network access to
function efficiently and effectively, a framework that accounts
only for economic impact falls short.

“Telecommunication is really foundational,” says Hoyt. “I liken
it to 911 service—there are some standards that are expected,
that you should be able to require some of these telecom
companies to follow.”

Steps have been taken to hold Canadian telecom companies
accountable for the essential services they provide; in September
2022, thirteen major telecom companies signed the
Memorandum of Understanding (MOU) on Telecommunications
Reliability [11]. The signatories of this MOU agreed to provide
one another with emergency roaming and assistance in the event
of a major outage, building ready-to-go redundancy into
Canadian telecom services.

The MOU is “a positive step,” according to Hoyt. “What will
be interesting to see is how this agreement is put into practice
if and when the next unplanned outage occurs.”

What about the rest of the telecom ecosystem? Health care
organizations’ ability to access and relay information is only as
stable as the infrastructure they use to communicate, and unlike
health care providers who can be held liable for medical
malpractice or medical devices that are held to rigorous
standards of reliability and accuracy, many telecom
services—particularly newer cloud-based models, like software
as a service, that boast cost-effective scalability for
clients—have frequent downtimes without consequence.

For health care organizations, using third-party services carries
an inherent risk: tech disruptions that can’t be addressed
in-house. “When the infrastructure is under local IT’s control,
like my department, it’s something my team would have more
direct accountability for,” says Hoyt. “If AWS is out, then you’re
kind of stuck between a rock and a hard place. There’s nothing
really a local IT team can do about that because we actually
don’t have any control over it.”

Health care organizations must weigh this risk in choosing
whether and when to rely on such services. Unless these services
are reliable enough to meet health care standards, the scalability
boost may not be worth it.

As more and more of our essential systems rely upon telecom
infrastructure, redundancy and resiliency strategies are key to
avoiding more outages that, at best, create delays and
administrative burden in health care and, at worst, can lead to
real patient harm. In an interconnected telecom ecosystem, all
providers, companies, and organizations have the opportunity
and the responsibility to do their part in keeping critical services
running smoothly.
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