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Abstract
Digital health is expected to improve the efficiency and quality of health. Health information technologies (HIT) imply
allocated time, appropriate training, and new types of responsibility, whose physical and mental impact on health care
professionals (HCPs) has emerged as an important issue. The present review provides updated data and opinions about such
potential impact and discusses the relevance of programs established to better characterize barriers and facilitators of HIT
implementation. The extent of internet-based health care information and digital apps imposes new responsibilities on HCPs
in helping patients select reliable sources and incorporate them in the understanding and self-management of the disease.
Several reviews also identified exhaustion, depersonalization, workload, over-alerting, poor work-life integration, and job
unsatisfaction as potential drivers of electronic health record (EHR)-associated clinician burnout and HIT unacceptability.
Paradoxically, the increasing use of generative artificial intelligence (AI) in the decision-making process may in turn introduce
an additional layer of complexity due to required specific skills and associated cognitive overload and stress. Regarding
EHRs, various approaches like more proportionate use, better adequation of available commercial tools, or multidisciplinary
workflows within the clinic and building of new specialty-specific tools are expected to reduce clinician burden. Studies that
focused on EHR paved the way for further multidisciplinary projects designed to define the factors and dimensions impacting
overall digital environment including AI, and to identify relevant ways of optimizing its acceptability by HCPs. The way of
preventing and alleviating the adverse effects of digital health is a major challenge that all HIT stakeholders should be aware
of.
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Introduction
Over the past two decades, digitization has rapidly become
the norm across most domains of life. In health care, digital
integration has taken multiple forms. Mobile apps, often
coupled with internet access, have become essential tools in
the management of patients with chronic diseases [1-4] and
even cancer [5,6]. The recent COVID-19 pandemic highligh-
ted the benefits and feasibility of digital tools to promote
patient empowerment and literacy [7,8] and to optimize and
share decision-making by using electronic health records
(EHRs) [9]. From the perspective of health care professio-
nals (HCPs), health-information technology (HIT) includ-
ing artificial intelligence (AI) is expected to improve the
efficiency and quality of health as a complementary approach
[10].

However, while the increasing use of HIT to improve
access to information, its storage, and its sharing among
HCPs or with patients is promising, such an intervention
warrants an evidence-based evaluation of the overall benefits
and potential harms and limits [10-13]. The benefits of digital
tools applied to health care, and their limits in terms of
reliability and potential malpractice liability associated with
AI, have been largely discussed in recent papers highlight-
ing the need for guidelines for assessing and implement-
ing available technology in patients’ management [4,14,15].
AI-related ethical issues regarding, for instance, the valoriza-
tion of HCP skill should also be considered.

Once it is acknowledged that digital interventions will
complement traditional patient follow-ups, the time required
for training and effectively integrating digital tools into
clinical practice becomes a major issue that should not be
underestimated [16,17]. Additionally, the development of
a specific digital therapeutic alliance—fostering trust and
engagement between patients and health care providers in
the digital realm—will be crucial to ensuring the success
of these interventions [18]. Several studies and reports have
recently addressed the impact of digital interventions on

HCPs, with a particular focus on the use of EHRs [19-23],
and have suggested a need for recommendations and rules.
In that respect, the British National Health System identi-
fied key pillars to make digital interventions sustainable for
HCPs, which include clinical and behavioral insights, process
engineering, and knowledge management [13]. Furthermore,
some programs have emerged to optimize EHR efficiency and
mitigate EHR-associated burdens [21,22,24,25].

Beyond EHRs whose impact on HCPs is well documen-
ted, other health-related digital tools that are expected to
make patient management more rapid and efficient, including
those related to imaging or tele-surveillance [15], deserve to
be considered for their possible direct (stress) and indirect
(fatigue) mental impacts on physicians. AI-associated medical
errors and their impact on HCP mental health are also a major
ethical issue. In this context, the way to better characterize
the impact of the various HIT-associated tools—to mitigate
this impact on the example of emerging initiatives and to
improve the acceptability of HIT implementations—remains
an important gap to be addressed.

Challenges for HCPs in the Era of
the Digitization of Care
The implementation of digitization in health care over the
past decades has resulted from several factors related to
the rapid development of digital tools and consequently
the opportunity to optimize patients’ follow-up and data
collection (eg, surrogates of disease evolution and imaging).
In return, digital health tools are expected to impact the
HCPs’ mental and physical status (Figure 1). The impact
of HIT can be addressed in considering three groups: (i)
digital tools enabling patients to get and share information
with HCPs (eg, via websites or apps); (ii) software like EHRs
allowing HCPs to securely store, share, and analyze their
patient-related information; and (iii) AI that is expected to
help HCPs with decision-making.
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Figure 1. Health digital tools impacting the mental and physical status of health care professionals (HCPs). Digitization in health care includes
several types of tools whose benefits in health care are expected to be coupled with an impact on HCPs’ mental and physical status and a risk of
burnout. EHR: electronic health record.

 

Internet, Mobile Apps, Telemedicine:
New Responsibilities for the “Digital
Practitioner”
The growth of the internet and the development of digital
games have been two major societal hallmarks of the past 30
years. Because patients are part of this changing world, new
methods of accessing information and interacting with digital
interfaces have inevitably entered the health care domain.
The development of health care “gamification” as the result
of the widespread use of smartphones and apps has led to
concerns about how to appropriately incorporate it in terms
of both regulatory processes and the role of HCPs in helping
patients use the apps and select effective and safe health care
applications [26,27]. Beyond their role as digital practitioners,
HCPs should be aware of patients’ behavior towards health
care information from the internet and of the methods for
informing and educating them on how to access credible,
comprehensive, and adapted information [28-31].

Although people use internet-based health care informa-
tion to different extents [29], data from the Health Informa-
tion National Trends survey showed that such use generally
corresponds to the first place people go to seek information
about health or medicine [32]. However, the capacity of
the internet to contribute to patients’ knowledge may be
limited and sometimes offset by the quality and sources of
content. For instance, a recent study assessing 83 websites
dedicated to hip and knee arthritis found that most (55%)
were of poor quality and that more than half (54%) of
them did not mention any risks or complications associated
with surgical interventions [31]. Another study assessing
websites dedicated to prostate cancer concluded that most
were unreliable as lone sources of information for patients
[33].

Because most patients diagnosed with a severe disease or
followed for a chronic one are expected to get information
from the Internet, particularly regarding therapeutic options,
HCPs must ensure that patients can differentiate between
reliable and unreliable sources. The role of HCPs in this
context is to help patients identify credible sources and
thus reinforce the patient–HCP relationship. Consequently,
HCPs must be aware of the information their patients are
likely to encounter and be equipped to offer advice on how
to find appropriate and reliable information when patients
are researching on their own. Thus, HCPs should focus on
several key elements to evaluate the reliability of websites’
medical information: author details (credentials and contact
information), scientific background of sources, recency of the
information (date of the last review), rationale and relevance
of the website or app (versus others on the same topics),
possible conflicts of interest, and whether the website is sales
oriented [30,34]. These guidelines should be followed by
HCPs so they can direct patients to trustworthy websites.
Finally, HCPs themselves may be exposed to liability-related
issues due to possible telemedicine-based misdiagnoses [14].

Overall, the mental load that is induced by a new type
of responsibility coupled with after-hours time is expected to
contribute to HCPs’ psychological burden. This applies to the
assessment of medical website and app reliability, but also to
the management of digital patients’ information.

EHRs: A Potential Impact on Mental
and Physical Load
Another challenge for HCPs is the need to be familiar with
digital tools used for patients’ management like imaging
software and EHRs. A systematic review of the litera-
ture including 31 articles published between 2010 and
2020 identified direct and indirect drivers of EHR-rela-
ted burnout, which included direct issues like exhaustion
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and depersonalization as well as efficiency and resources,
workload and requested efforts, work-life integration, and
organizational values like job satisfaction [35]. Although
EHR alerts are expected to improve care processes, over-
alerting may also lead to fatigue and subsequent overriding
[36]. During the COVID pandemic, the implementation of a
systematic approach to the use of EHRs in order to pro-
vide a daily summary for clinical practice and an update of
individual information was shown to be feasible and useful
during this transient period [9]. However, sequential mixed
methods based on quantitative (EHR usage patterns) and
qualitative (physician perspectives) components highlighted
an increase in after-hours EHR usage and documentation
time per patient coupled with a decrease in order time per
patient from the pre- to the pandemic period [37]. This
suggests a need for more flexible EHR systems that minimize
after-hours work and promote a better harmony of work and
life. Other factors have been identified as contributors of
EHR-induced cognitive overload among HCPs, which include
non-intuitive visual displays and numerous default settings,
navigation-associated unnecessary steps, and risks of errors
due to fatigue or managing inbox tasks [23,38]. In that
respect, a set of digital health competencies to be embed-
ded in physician training has been proposed, which would
be based on digital medical expertise and abilities in terms
of judgement/decision-making, communication, quality and
safety, cultural and social competence (eg, applying ethical,
legal, and regulatory guidelines), teaching and learning (eg,
remaining up-to-date in knowledge and skills), research (eg,
basic descriptive statistics and evaluation of the role of
human-computer collaboration), leadership, management, and
teamwork [17].

While there is certainly a significant need to equip
HCPs with appropriate competencies, the psychological
and emotional issues related to HIT like EHRs, that have
increased over the years, should also be taken into considera-
tion [39]. Such integrative approach must be applied to all
emerging HIT including AI.

Generative AI: A Need for a
Balanced Integration in Clinical
Environments
AI is expected to improve the efficiency and quality of
health and care delivery [10]. In psychiatry, for instance,
AI appears as an interesting clinical decision-associated
tool for diagnosis, decision support, or relapse prediction
[40]. Although these tools promise to enhance diagnosis
accuracy and patient management, they are also potentially
associated with significant psychological and cognitive risks
so the increasing use of generative AI in digital-medical
solutions introduces an additional layer of complexity for
both practitioners and patients. For health care providers,
the need to evaluate and oversee AI-generated insights
can contribute to cognitive overload, exacerbate stress, and
increase the risk of burnout [41,42]. Although generative AI
systems, such as ChatGPT, are often praised for their ease of
use—requiring minimal prior training and offering immediate

results—their long-term impacts on cognitive resources are
likely more nuanced.

At first glance, generative AI may seem to reduce mental
load by streamlining routine tasks. However, the rapid pace
of AI development and the constant need to adapt to new
versions can lead to what authors have referred to as
“technostress,” which occurs when the continuous evolution
of tools outpaces the users’ capacity to keep up [43]. A
recent systematic review of large language models (LLMs)
in health care underscored this point and revealed that despite
such models’ promise, the evaluations of these models in
real clinical settings have remained fragmented and insuffi-
cient, with only 5% of studies using real patient data [44].
This disconnect between AI’s potential and practical clinical
evaluation contributes to a cognitive strain on health care
providers, who must navigate these tools in environments
where their actual utility has not been fully validated.

Furthermore, the overreliance on AI tools driven by their
perceived infallibility threatens critical cognitive faculties
such as judgment and decision-making. Research has shown
that users often defer to AI-generated outputs without
sufficient scrutiny, which may erode critical-thinking skills
over time [45]. This risk is particularly pronounced in clinical
settings because the need to validate AI-driven decisions
can intensify cognitive load and thus undermine the initial
perception that these tools reduce mental effort. As highligh-
ted in the systematic review on LLMs based on 519 studies,
many studies have narrowly focused on the accuracy of AI
models and have neglected critical dimensions such as bias,
fairness, and the potential for harmful outputs-dimensions that
are vital in safeguarding both practitioners and patients from
undue mental burdens [44].

Digital tools and AI in health care are also expected to
facilitate the delegation of administrative tasks and ostensi-
bly free up time for health care providers; however, is this
additional time directed towards meaningful patient engage-
ment, or does it instead heighten productivity pressures? This
ethical consideration raises questions about the distribution of
time and the preservation of human connection in prioritiz-
ing care. Moreover, the subjective experience of time in
therapeutic relationships—encompassing both the provider’s
and the patient’s perceptions—may be influenced by AI.
Although technology has the potential to enhance personal-
ized care, it may also impose rigid schedules that diminish
flexibility.

Furthermore, the paradox of technological acceleration
must be addressed. Although AI can create efficiencies,
it may also expedite care delivery and thus lead to an
increased patient load and potentially compromise the quality
of care, which relies on a patient-centered approach. This
dynamic further complicates the management of emotional
time because the emotional burdens of caregivers remain
unmitigated by technology, potentially exacerbating burnout.
The collective temporalities within multidisciplinary teams
are also affected because AI can streamline information
sharing but may disrupt collaborative rhythms. Additionally,
the introduction of AI necessitates significant training time
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for health care professionals and prompts a reassessment
of educational programs to prevent adding further bur-
dens. Human oversight in clinical decision-making remains
essential; thus, time must be allocated for the careful analysis
of AI recommendations to ensure informed decisions. Lastly,
because AI usage raises significant ethical issues regarding
data privacy and the trust relationship between patients and
providers, it is crucial to allocate time for health care teams
to engage in discussions about these challenges, thereby
ensuring that ethical considerations remain central in this
digital transition.

Overall, there is a need for a balanced integration of AI in
clinical environments accompanied by ethical guidelines and
mental-health support systems to ensure that these technolo-
gies serve their intended purposes without compromising the
well-being of HCPs.

Optimization of the Benefits of
Health Digitization: Experience
Gained Using EHRs
Harnessing the potential of digital tools like EHRs while
addressing the methods of overcoming their impacts on
HCPs is a major challenge, and several leverages have been
proposed by physicians: in-house supports, scribes, organi-
zational adjustment (eg, shared templates and team-based
documentation), and HIT-related factors [35]. Incorporat-
ing user-friendly interfaces and reducing the complexity
of navigation can further alleviate the burden on HCPs.
Machine learning to rank patient information and improve
EHR workflows, EHR training, and stewardship programs to
optimize alert effectiveness have also been addressed [21,23,
38,46].

A systematic review of 81 articles identified relevant
factors that significantly influenced the effects of the
digital environment on HCP burnout and the corresponding
leverages [21]. That study highlighted more proportionate use
of EHRs (sometimes disproportionate in some specialties),
better adequacy of available commercial EHRs, and scribe
implementation to decrease physician hours and after-hours.
The capacity to reduce EHR burden and increase physician
satisfaction was assessed by UCHealth, a large, integrated
health network in the University of Colorado [24]. Specifi-
cally, that study showed that the Sprint intervention based on
training clinicians to use EHRs more efficiently, redesigning
the multidisciplinary workflow within the clinic, and building
new specialty-specific EHR tools both improved teamwork
(ie, feelings of providing excellent care with the EHRs) and
reduced clinician burdens.

The importance of the multidisciplinary approach for
alleviating EHR-associated burdens has also been well
documented by work conducted at the University of Toronto
[25]. An EHR-SWAT Team representative of clinical
and pharmacy informatics, health-information management,
clinical applications, and project management, which was
defined by the authors as a “low-cost alternative” to the
Sprint initiative mentioned above, was set up to collect

EHR challenges and physician requests and then prioritized
and responded to them [25]. This “case report” identified
supplementary EHR education (eg, finding documentation
and information within the EHR and navigating notifica-
tions and confirmations within the EHR) as a main request.
Divisional meetings according to clinical units were followed
by interventions and their assessments. Physicians taking part
in the program noted that it increased their proficiencies in
using EHRs; indeed, most of them (79%) stated that they
would recommend the program to colleagues.

Moreover, the engagement of all stakeholders is crucial
to success. The same Canadian group conducted a cross-sec-
tional survey using speech-recognition technology to assess
the impact of the integrated Promoting Action on Research
Implementation in Health Services (i-PARIHS) framework—
which aims to guide the implementation of health care
technologies—on EHR-related burdens in a mental-health
context (at the Center for Addiction and Mental Health)
[22]. The i-PARIHS framework includes four components
related to innovation, facilitation, patient (ie, present or not)
and context (eg, hospital, home, etc). Overall, two-thirds
of the respondents were interested in using speech-recog-
nition technology, but most mentioned relevant issues to
be considered with respect to the four components of the
framework such as the need for ongoing training, the fact
that speech-recognition technology must recognize differ-
ent accents, the possibility that speech-recognition technol-
ogy could be uncomfortable for some patients, and the
appropriateness of the environment regarding privacy and
confidentiality. These insights emphasize the importance of
personalizing digital tools according to the specific needs of
HCPs and their patients. From these opinions and explor-
atory approaches, one may consider that EHR acceptabil-
ity by HCPs implies understanding physicians’ desires and
needs, engaging information technology and clinical teams
in the decision-making process to make the implementation
relevant, and periodically reviewing initiatives and synergis-
tic opportunities within the strategy [20]. In the specialties
concerned, engaging nurses in the organization and co-design
of EHR-associated interventions is expected to both optimize
EHR use and reduce burnout within nurse teams [47].

Discussion and Perspectives
Several studies, reviews, and expert opinions published in
the past few years have pointed out the burden of health
digitization for HCPs [19-21,23,35-39,41,42]. The need to
enhance HCP competencies regarding the use of HIT has
been largely addressed, but the way of helping HCPs to
integrate the corresponding technologies into their practice
to alleviate mental load and make them more acceptable is
just an emerging issue. Few but relevant studies have been
recently published, which mostly focused on the use of EHRs
[22-25,39,47]. In this context and to extend what has been
done, we believe it is important to fill the gap by a holistic
approach including the place of AI technologies and their
impact on acceptability by HCPs to define how to enhance the
HIT benefit:load balance.
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The digitization of health care is expected to facilitate and
accelerate connections between HCPs and between HCPs and
patients. At the level of the medical community, this new era
of clinical practice requires the harmonization and evidence-
based validation of the digital tools [4,14,48-50]. At the
individual level of each HCP, it implies adaptation in terms of
knowledge, competence, time management, and relationships
with patients and medical staff. Ongoing training and the
development of a strong digital-therapeutic alliance between
HCPs and patients will be crucial in bridging the gap between
technology and clinical practice and ensuring that these
solutions not only are integrated effectively but also enhance
the overall quality of patient care [51]. Additionally, a major
challenge is the development of a new digital semiology of
symptoms that should be incorporated into medical-school
courses and will allow equipping future health care professio-
nals with the skills required to effectively assess and interpret
digital health data. In the era of digitization of health care,
the direct and indirect impacts on HCPs may jeopardize the
acceptability of digital tools and AI due to new dimensions
of responsibility, expanded time of work, lack of training, and
organizational consequences.

The acceptability of digital tools in health care is a
multifaceted concept that can be effectively analyzed using
some tools such as the Technology Acceptance Model. This
model developed by F.D. Davis [52] identifies two key
dimensions: perceived usefulness and perceived ease of use.
Perceived usefulness refers to whether the tool enhances HCP
efficiency and performance. If the tool is seen as beneficial
for improving patient care or reducing administrative burdens,
it is more likely to be accepted. Conversely, perceived ease
of use reflects how intuitive the tool is. A complex interface
can increase cognitive load and thus lower its acceptability.
In addition to the dimensions identified in the Technology
Acceptance Model, several factors are expected to signif-
icantly influence the overall acceptability of digital tools
in health care [53]. For one, efficiency is crucial because
tools that streamline workflows and enhance productivity
are more likely to be embraced by HCPs. Cognitive load
is also critical. Tools that are overly complex can lead
to frustration and decreased acceptance. Thus, designing
with the user experience in mind can help reduce cognitive
demands. Furthermore, time investment plays a vital role
because HCPs are more inclined to adopt tools that require
minimal training and provide immediate, tangible benefits.
Moreover, cost considerations impact acceptability. If the
financial burden of adopting a new technology exceeds its
perceived benefits, HCPs may resist using it, regardless of
its utility. Finally, trust in technology is a critical factor in
digital-tool adoption. HCPs must trust the system’s reliability
and ability to safeguard sensitive patient data. Failures in
data security or system reliability can erode this trust and
deter adoption. Trust is further influenced by the protection
of personal health information, which is essential in a context
of data breaches that could undermine the integrity of the
HCP-patient relationship. Overall, these factors collectively
shape the willingness of HCPs to integrate digital tools into
their practice, and also support a composite tailored approach
for technology acceptance.

Furthermore, ethical considerations are also paramount
[40]. The tools must adhere to high standards of “data
confidentiality” and “algorithm transparency.” HCPs must
be confident that these technologies will not compromise
patient privacy or perpetuate inequities in care access. To
evaluate acceptability, several methods are recommended,
including “standardized questionnaires” (eg, the Unified
Theory of Acceptance and Use of Technology [UTAUT]
model), “qualitative interviews,” and “usage data analysis”
[54]. These provide valuable insights into both user percep-
tions and actual technology use. Finally, involving end-users
in the design process ensures that the tools meet their
practical needs and improves usability and fosters greater
adoption. In that respect, the co-creation of digital tools
with HCPs coupled with digital pedagogy can significantly
enhance their acceptability and HCP well-being.

In addition to addressing the technical aspects, promoting
digital well-being and offering support systems for HCPs
should be prioritized to mitigate the negative effects. In that
respect, implementing digital tools to make patient manage-
ment more efficient requires a better understanding of such
tools’ impacts on individual HCPs, ways to assess these
impacts in practice, and the potential methods to optimize
the benefit-risk ratio of health digitization for both patients
and HCPs. Except for research on preventing or limiting
the impact of EHRs, little has been documented regarding
the optimization of the whole-health digital approach. In
this context, projects developed to define the factors and
dimensions that impact digital environments in health should
be encouraged.

Based on the sate-of-the-art presented herein and to go
further, the co-authors of this article have set up a task force
including physicians specializing in digital health, mental
health (eg, psychiatrists and a specialist in addictology),
and chronic disease (eg, nephrologists and cardiologists),
psychologists, researchers in the fields of digital health and
cognition, a coordinator of digital health and AI within
hospitals, and members of open-innovation platforms. Indeed,
startups involved in the development of digital tools need
to ensure that the solutions match the users’ needs. Such
multidisciplinary approach is expected to provide a compre-
hensive understanding of the challenges posed by digital tools
in health care. This so-called E-health Efficiency Evaluation
(E3) project will involve four steps: (1) characterization of
the impacts of digital tools, (2) identification of the critical
factors/dimensions interfering with efficiency and acceptabil-
ity of the digital solutions by HCPs and patients, (3) estimates
of the extent of the different dimensions, and (4) assessment
of the quality of a digital solution regarding these dimen-
sions. The dimensions of interest will be defined according
to subcategories including cognition, physical load, organiza-
tional load, and quality of life in taking into account the
complex factors involved in EHR-related well-being among
physicians [35]. An ongoing preliminary survey of HCPs
has been initiated in order to better understand the relation
between digital tools and quality of life at work,

The present overview focused on the impact of HIT on
the mental and physical status of HCPs. Other related fields
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of investigation should be considered to optimize digital
intervention and acceptability that include the mitigation
of digital digitization-associated risks for malpractice and
medical errors. The connection with patients in terms of
experience and trust in HCP, especially regarding the role of
AI in the decision-making process, is another major chal-
lenge.

Conclusions
Over the past several years, it has become evident that
alleviating and preventing negative impacts of digitization
in health care must be considered according to a holistic

approach including work-sharing, optimized workflows,
individual training based on personal skills, and improvement
of available tools, especially in terms of homogenization.
Studies focused on interventions aimed at alleviating the
burden induced by EHR have paved the way for multidiscipli-
nary projects designed to contribute to a better understanding
of the mental components impacted by digitization of care
in the broad sense and to propose corresponding ways of
mitigating those impacts in order to optimize both the overall
benefits of digital tools in practice and their acceptability by
HCPs. We are no longer at the beginning of the story, but
there is still much to be done to fill the gap.

Authors’ Contributions
All authors participated in the conceptualization of the manuscript, bibliography, and validation of the manuscript. CIB drafted
the first version of the manuscript. SM, RL, HB and PAG contributed to critical review, commentary, and complementary
writing regarding specific parts.
Conflicts of Interest
None declared.
References
1. Lane DA, McMahon N, Gibson J, et al. Mobile health applications for managing atrial fibrillation for healthcare

professionals and patients: a systematic review. Europace. Aug 27, 2020:euaa269. [doi: 10.1093/europace/euaa269]
[Medline: 32853369]

2. Bradway M, Muzny M, Årsand E. Use of a data-sharing system during diabetes consultations. Stud Health Technol
Inform. Oct 20, 2023;309:223-227. [doi: 10.3233/SHTI230783] [Medline: 37869846]

3. Shewchuk B, Green LA, Barber T, et al. Patients’ use of mobile health for self-management of knee osteoarthritis:
results of a 6-week pilot study. JMIR Form Res. Nov 25, 2021;5(11):e30495. [doi: 10.2196/30495] [Medline: 34842526]

4. Stern AD, Brönneke J, Debatin JF, et al. Advancing digital health applications: priorities for innovation in real-world
evidence generation. Lancet Digit Health. Mar 2022;4(3):e200-e206. [doi: 10.1016/S2589-7500(21)00292-2] [Medline:
35216754]

5. Greer JA, Jacobs JM, Pensak N, et al. Randomized trial of a smartphone mobile app to improve symptoms and adherence
to oral therapy for cancer. J Natl Compr Canc Netw. Feb 2020;18(2):133-141. [doi: 10.6004/jnccn.2019.7354] [Medline:
32023526]

6. Arriola E, Jaal J, Edvardsen A, et al. Feasibility and user experience of digital patient monitoring for real-world patients
with lung or breast cancer. Oncologist. Apr 4, 2024;29(4):e561-e569. [doi: 10.1093/oncolo/oyad289] [Medline:
38007400]

7. Bond R, Peace A. Towards a digital health future. Eur Heart J Digit Health. Mar 2021;2(1):60-61. [doi: 10.1093/ehjdh/
ztab023] [Medline: 36711166]

8. Choukou MA, Sanchez-Ramirez DC, Pol M, Uddin M, Monnin C, Syed-Abdul S. COVID-19 infodemic and digital
health literacy in vulnerable populations: a scoping review. Digit Health. 2022;8:20552076221076927. [doi: 10.1177/
20552076221076927] [Medline: 35223076]

9. Jose T, Warner DO, O’Horo JC, et al. Digital health surveillance strategies for management of coronavirus disease 2019.
Mayo Clin Proc Innov Qual Outcomes. Feb 2021;5(1):109-117. [doi: 10.1016/j.mayocpiqo.2020.12.004] [Medline:
33521582]

10. Sheikh A, Anderson M, Albala S, et al. Health information technology and digital innovation for national learning health
and care systems. Lancet Digit Health. Jun 2021;3(6):e383-e396. [doi: 10.1016/S2589-7500(21)00005-4] [Medline:
33967002]

11. Jandoo T. WHO guidance for digital health: what it means for researchers. Digit Health. 2020;6:2055207619898984.
[doi: 10.1177/2055207619898984] [Medline: 31949918]

12. Strategy on reducing regulatory and administrative burden relating to the use of health IT and ehrs. The Office of the
National Coordinator for Health Information Technology; 2020. URL: https://www.healthit.gov/sites/default/files/page/
2020-02/BurdenReport_0.pdf [Accessed 2025-11-26]

13. Cripps M, Scarbrough H. Making digital health “solutions” sustainable in healthcare systems: a practitioner perspective.
Front Digit Health. 2022;4:727421. [doi: 10.3389/fdgth.2022.727421] [Medline: 35434699]

JOURNAL OF MEDICAL INTERNET RESEARCH Isnard-Bagnis et al

https://www.jmir.org/2025/1/e72184 J Med Internet Res 2025 | vol. 27 | e72184 | p. 7
(page number not for citation purposes)

https://doi.org/10.1093/europace/euaa269
http://www.ncbi.nlm.nih.gov/pubmed/32853369
https://doi.org/10.3233/SHTI230783
http://www.ncbi.nlm.nih.gov/pubmed/37869846
https://doi.org/10.2196/30495
http://www.ncbi.nlm.nih.gov/pubmed/34842526
https://doi.org/10.1016/S2589-7500(21)00292-2
http://www.ncbi.nlm.nih.gov/pubmed/35216754
https://doi.org/10.6004/jnccn.2019.7354
http://www.ncbi.nlm.nih.gov/pubmed/32023526
https://doi.org/10.1093/oncolo/oyad289
http://www.ncbi.nlm.nih.gov/pubmed/38007400
https://doi.org/10.1093/ehjdh/ztab023
https://doi.org/10.1093/ehjdh/ztab023
http://www.ncbi.nlm.nih.gov/pubmed/36711166
https://doi.org/10.1177/20552076221076927
https://doi.org/10.1177/20552076221076927
http://www.ncbi.nlm.nih.gov/pubmed/35223076
https://doi.org/10.1016/j.mayocpiqo.2020.12.004
http://www.ncbi.nlm.nih.gov/pubmed/33521582
https://doi.org/10.1016/S2589-7500(21)00005-4
http://www.ncbi.nlm.nih.gov/pubmed/33967002
https://doi.org/10.1177/2055207619898984
http://www.ncbi.nlm.nih.gov/pubmed/31949918
https://www.healthit.gov/sites/default/files/page/2020-02/BurdenReport_0.pdf
https://www.healthit.gov/sites/default/files/page/2020-02/BurdenReport_0.pdf
https://doi.org/10.3389/fdgth.2022.727421
http://www.ncbi.nlm.nih.gov/pubmed/35434699
https://www.jmir.org/2025/1/e72184


14. Rowland SP, Fitzgerald JE, Lungren M, Lee EH, Harned Z, McGregor AH. Digital health technology-specific risks for
medical malpractice liability. NPJ Digit Med. Oct 20, 2022;5(1):157. [doi: 10.1038/s41746-022-00698-3] [Medline:
36261469]

15. Stoumpos AI, Kitsios F, Talias MA. Digital transformation in healthcare: technology acceptance and its applications. Int
J Environ Res Public Health. Feb 15, 2023;20(4):3407. [doi: 10.3390/ijerph20043407] [Medline: 36834105]

16. Brice S, Almond H. Health professional digital capabilities frameworks: a scoping review. J Multidiscip Healthc.
2020;13:1375-1390. [doi: 10.2147/JMDH.S269412] [Medline: 33173300]

17. Scott IA, Shaw T, Slade C, et al. Digital health competencies for the next generation of physicians. Intern Med J. Jun
2023;53(6):1042-1049. [doi: 10.1111/imj.16122] [Medline: 37323107]

18. Stern E, Breton Z, Alexaline M, Geoffroy PA, Bungener C. Redefining the relationship in digital care: a qualitative study
of the digital therapeutic alliance. Encephale. Jun 2025;51(3):227-232. [doi: 10.1016/j.encep.2024.02.011] [Medline:
38724431]

19. Tajirian T, Stergiopoulos V, Strudwick G, et al. The influence of electronic health record use on physician burnout:
cross-sectional survey. J Med Internet Res. Jul 15, 2020;22(7):e19274. [doi: 10.2196/19274] [Medline: 32673234]

20. Tajirian T, Jankowicz D, Lo B, et al. Tackling the burden of electronic health record use among physicians in a mental
health setting: physician engagement strategy. J Med Internet Res. Mar 8, 2022;24(3):e32800. [doi: 10.2196/32800]
[Medline: 35258473]

21. Thomas Craig KJ, Willis VC, Gruen D, Rhee K, Jackson GP. The burden of the digital environment: a systematic review
on organization-directed workplace interventions to mitigate physician burnout. J Am Med Inform Assoc. Apr 23,
2021;28(5):985-997. [doi: 10.1093/jamia/ocaa301] [Medline: 33463680]

22. Lo B, Almilaji K, Jankowicz D, Sequeira L, Strudwick G, Tajirian T. Application of the i-PARIHS framework in the
implementation of speech recognition technology as a way of addressing documentation burden within a mental health
context. AMIA Annu Symp Proc. 2021;2021:803-812. [Medline: 35308937]

23. Asgari E, Kaur J, Nuredini G, et al. Impact of electronic health record use on cognitive load and burnout among
clinicians: narrative review. JMIR Med Inform. Apr 12, 2024;12:e55499. [doi: 10.2196/55499] [Medline: 38607672]

24. Sieja A, Markley K, Pell J, et al. Optimization sprints: improving clinician satisfaction and teamwork by rapidly
reducing electronic health record burden. Mayo Clin Proc. May 2019;94(5):793-802. [doi: 10.1016/j.mayocp.2018.08.
036] [Medline: 30824281]

25. Sequeira L, Almilaji K, Strudwick G, Jankowicz D, Tajirian T. EHR “SWAT” teams: a physician engagement initiative
to improve electronic health record (EHR) experiences and mitigate possible causes of EHR-related burnout. JAMIA
Open. Apr 2021;4(2):ooab018. [doi: 10.1093/jamiaopen/ooab018] [Medline: 33898934]

26. Bhavnani SP, Narula J, Sengupta PP. Mobile technology and the digitization of healthcare. Eur Heart J. May 7,
2016;37(18):1428-1438. [doi: 10.1093/eurheartj/ehv770] [Medline: 26873093]

27. Phillips EG Jr, Nabhan C, Feinberg BA. The gamification of healthcare: emergence of the digital practitioner? Am J
Manag Care. Jan 2019;25(1):13-15. [Medline: 30667606]

28. Sechrest RC. The internet and the physician-patient relationship. Clin Orthop Relat Res. Oct 2010;468(10):2566-2571.
[doi: 10.1007/s11999-010-1440-3] [Medline: 20574803]

29. Wahlstedt E, Ekman B. Patient choice, internet based information sources, and perceptions of health care: evidence from
Sweden using survey data from 2010 and 2013. BMC Health Serv Res. Aug 1, 2016;16:325. [doi: 10.1186/s12913-016-
1581-5] [Medline: 27480937]

30. Miller CE, Ward J, Yoganantham DC, Bond A. Evaluation of internet derived patient information for acute pancreatitis.
Ulster Med J. Jan 2021;90(1):7-9. [Medline: 33642626]

31. Anderson KJ, Walker RJ, Lynch JM, Middleton RG. A qualitative evaluation of internet information on hip and knee
osteoarthritis. Ann R Coll Surg Engl. Nov 2023;105(8):729-733. [doi: 10.1308/rcsann.2023.0007] [Medline: 37489520]

32. Langford AT, Roberts T, Gupta J, Orellana KT, Loeb S. Impact of the internet on patient-physician communication. Eur
Urol Focus. May 15, 2020;6(3):440-444. [doi: 10.1016/j.euf.2019.09.012] [Medline: 31582312]

33. Moolla Y, Adam A, Perera M, Lawrentschuk N. “Prostate cancer” information on the internet: fact or fiction? Curr Urol.
Jan 2020;13(4):200-208. [doi: 10.1159/000499271] [Medline: 31998052]

34. Brock GB. Credible medical information: Is the internet a patient’s best friend? Can Urol Assoc J. Apr 2018;12(4):83.
[doi: 10.5489/cuaj.5290] [Medline: 29681260]

35. Nguyen OT, Jenkins NJ, Khanna N, et al. A systematic review of contributing factors of and solutions to electronic
health record-related impacts on physician well-being. J Am Med Inform Assoc. Apr 23, 2021;28(5):974-984. [doi: 10.
1093/jamia/ocaa339] [Medline: 33517382]

36. Longhini J, Rossettini G, Palese A. Digital health competencies among health care professionals: systematic review. J
Med Internet Res. Aug 18, 2022;24(8):e36414. [doi: 10.2196/36414] [Medline: 35980735]

JOURNAL OF MEDICAL INTERNET RESEARCH Isnard-Bagnis et al

https://www.jmir.org/2025/1/e72184 J Med Internet Res 2025 | vol. 27 | e72184 | p. 8
(page number not for citation purposes)

https://doi.org/10.1038/s41746-022-00698-3
http://www.ncbi.nlm.nih.gov/pubmed/36261469
https://doi.org/10.3390/ijerph20043407
http://www.ncbi.nlm.nih.gov/pubmed/36834105
https://doi.org/10.2147/JMDH.S269412
http://www.ncbi.nlm.nih.gov/pubmed/33173300
https://doi.org/10.1111/imj.16122
http://www.ncbi.nlm.nih.gov/pubmed/37323107
https://doi.org/10.1016/j.encep.2024.02.011
http://www.ncbi.nlm.nih.gov/pubmed/38724431
https://doi.org/10.2196/19274
http://www.ncbi.nlm.nih.gov/pubmed/32673234
https://doi.org/10.2196/32800
http://www.ncbi.nlm.nih.gov/pubmed/35258473
https://doi.org/10.1093/jamia/ocaa301
http://www.ncbi.nlm.nih.gov/pubmed/33463680
http://www.ncbi.nlm.nih.gov/pubmed/35308937
https://doi.org/10.2196/55499
http://www.ncbi.nlm.nih.gov/pubmed/38607672
https://doi.org/10.1016/j.mayocp.2018.08.036
https://doi.org/10.1016/j.mayocp.2018.08.036
http://www.ncbi.nlm.nih.gov/pubmed/30824281
https://doi.org/10.1093/jamiaopen/ooab018
http://www.ncbi.nlm.nih.gov/pubmed/33898934
https://doi.org/10.1093/eurheartj/ehv770
http://www.ncbi.nlm.nih.gov/pubmed/26873093
http://www.ncbi.nlm.nih.gov/pubmed/30667606
https://doi.org/10.1007/s11999-010-1440-3
http://www.ncbi.nlm.nih.gov/pubmed/20574803
https://doi.org/10.1186/s12913-016-1581-5
https://doi.org/10.1186/s12913-016-1581-5
http://www.ncbi.nlm.nih.gov/pubmed/27480937
http://www.ncbi.nlm.nih.gov/pubmed/33642626
https://doi.org/10.1308/rcsann.2023.0007
http://www.ncbi.nlm.nih.gov/pubmed/37489520
https://doi.org/10.1016/j.euf.2019.09.012
http://www.ncbi.nlm.nih.gov/pubmed/31582312
https://doi.org/10.1159/000499271
http://www.ncbi.nlm.nih.gov/pubmed/31998052
https://doi.org/10.5489/cuaj.5290
http://www.ncbi.nlm.nih.gov/pubmed/29681260
https://doi.org/10.1093/jamia/ocaa339
https://doi.org/10.1093/jamia/ocaa339
http://www.ncbi.nlm.nih.gov/pubmed/33517382
https://doi.org/10.2196/36414
http://www.ncbi.nlm.nih.gov/pubmed/35980735
https://www.jmir.org/2025/1/e72184


37. Lo B, Sequeira L, Karunaithas A, Strudwick G, Jankowicz D, Tajirian T. The impact of the COVID-19 pandemic on
physician electronic health record use and burden at a Canadian mental health hospital. Stud Health Technol Inform. Jun
29, 2022;295:157-160. [doi: 10.3233/SHTI220685] [Medline: 35773831]

38. Kang C, Sarkar IN. Interventions to reduce electronic health record-related burnout: a systematic review. Appl Clin
Inform. Jan 2024;15(1):10-25. [doi: 10.1055/a-2203-3787] [Medline: 37923381]

39. McGreevey JD III, Mallozzi CP, Perkins RM, Shelov E, Schreiber R. Reducing alert burden in electronic health records:
state of the art recommendations from four health systems. Appl Clin Inform. Jan 2020;11(1):1-12. [doi: 10.1055/s-
0039-3402715] [Medline: 31893559]

40. Mouchabac S, Adrien V, Falala-Séchet C, et al. Psychiatric advance directives and artificial intelligence: a conceptual
framework for theoretical and ethical principles. Front Psychiatry. 2020;11:622506. [doi: 10.3389/fpsyt.2020.622506]
[Medline: 33551883]

41. Mittelstadt B. Principles alone cannot guarantee ethical AI. Nat Mach Intell. 2019;1(11):501-507. [doi: 10.1038/s42256-
019-0114-4]

42. Pavuluri S, Sangal R, Sather J, Taylor RA. Balancing act: the complex role of artificial intelligence in addressing burnout
and healthcare workforce dynamics. BMJ Health Care Inform. Aug 24, 2024;31(1):e101120. [doi: 10.1136/bmjhci-2024-
101120] [Medline: 39181545]

43. Ayyagari R, Grover V, Purvis R. Technostress: technological antecedents and implications. MIS Q. Dec 1,
2011;35(4):831-A10. [doi: 10.2307/41409963]

44. Bedi S, Liu Y, Orr-Ewing L, et al. Testing and evaluation of health care applications of large language models: a
systematic review. JAMA. Jan 28, 2025;333(4):319-328. [doi: 10.1001/jama.2024.21700] [Medline: 39405325]

45. Logg JM, Minson JA, Moore DA. Algorithm appreciation: people prefer algorithmic to human judgment. Organ Behav
Hum Decis Process. Mar 2019;151:90-103. [doi: 10.1016/j.obhdp.2018.12.005]

46. Chaparro JD, Beus JM, Dziorny AC, et al. Clinical decision support stewardship: best practices and techniques to
monitor and improve interruptive alerts. Appl Clin Inform. May 2022;13(3):560-568. [doi: 10.1055/s-0042-1748856]
[Medline: 35613913]

47. Strudwick G, Jeffs L, Kemp J, et al. Identifying and adapting interventions to reduce documentation burden and improve
nurses’ efficiency in using electronic health record systems (The IDEA Study): protocol for a mixed methods study.
BMC Nurs. Aug 4, 2022;21(1):213. [doi: 10.1186/s12912-022-00989-w] [Medline: 35927701]

48. O’Shea CJ, Middeldorp ME, Hendriks JM, et al. Remote monitoring alert burden: an analysis of transmission in >26,000
patients. JACC Clin Electrophysiol. Feb 2021;7(2):226-234. [doi: 10.1016/j.jacep.2020.08.029] [Medline: 33602404]

49. Senarath S, Fernie G, Roshan Fekr A. Influential factors in remote monitoring of heart failure patients: a review of the
literature and direction for future research. Sensors (Basel). May 21, 2021;21(11):3575. [doi: 10.3390/s21113575]
[Medline: 34063825]

50. Ibrahim MS, Mohamed Yusoff H, Abu Bakar YI, Thwe Aung MM, Abas MI, Ramli RA. Digital health for quality
healthcare: a systematic mapping of review studies. Digit Health. 2022;8:20552076221085810. [doi: 10.1177/
20552076221085810] [Medline: 35340904]

51. Stern E, Micoulaud Franchi JA, Dumas G, et al. How can digital mental health enhance psychiatry? Neuroscientist. Dec
2023;29(6):681-693. [doi: 10.1177/10738584221098603] [Medline: 35658666]

52. Davis FD. Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS Q. Sep 1,
1989;13(3):319-340. [doi: 10.2307/249008]

53. Bourla A, Ferreri F, Ogorzelec L, Peretti CS, Guinchard C, Mouchabac S. Psychiatrists’ attitudes toward disruptive new
technologies: mixed-methods study. JMIR Ment Health. Dec 14, 2018;5(4):e10240. [doi: 10.2196/10240] [Medline:
30552086]

54. Venkatesh V, Morris MG, Davis GB, Davis FD. User acceptance of information technology: toward a unified view. MIS
Q. Sep 1, 2003;27(3):425-478. [doi: 10.2307/30036540]

Abbreviations
AI: artificial intelligence
EHR: electronic health record
HCP: health care professional
HIT: health-information technology
i-PARIHS: integrated Promoting Action on Research Implementation in Health Services
LLM: large language model
UTAUT: Unified Theory of Acceptance and Use of Technology

JOURNAL OF MEDICAL INTERNET RESEARCH Isnard-Bagnis et al

https://www.jmir.org/2025/1/e72184 J Med Internet Res 2025 | vol. 27 | e72184 | p. 9
(page number not for citation purposes)

https://doi.org/10.3233/SHTI220685
http://www.ncbi.nlm.nih.gov/pubmed/35773831
https://doi.org/10.1055/a-2203-3787
http://www.ncbi.nlm.nih.gov/pubmed/37923381
https://doi.org/10.1055/s-0039-3402715
https://doi.org/10.1055/s-0039-3402715
http://www.ncbi.nlm.nih.gov/pubmed/31893559
https://doi.org/10.3389/fpsyt.2020.622506
http://www.ncbi.nlm.nih.gov/pubmed/33551883
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1136/bmjhci-2024-101120
https://doi.org/10.1136/bmjhci-2024-101120
http://www.ncbi.nlm.nih.gov/pubmed/39181545
https://doi.org/10.2307/41409963
https://doi.org/10.1001/jama.2024.21700
http://www.ncbi.nlm.nih.gov/pubmed/39405325
https://doi.org/10.1016/j.obhdp.2018.12.005
https://doi.org/10.1055/s-0042-1748856
http://www.ncbi.nlm.nih.gov/pubmed/35613913
https://doi.org/10.1186/s12912-022-00989-w
http://www.ncbi.nlm.nih.gov/pubmed/35927701
https://doi.org/10.1016/j.jacep.2020.08.029
http://www.ncbi.nlm.nih.gov/pubmed/33602404
https://doi.org/10.3390/s21113575
http://www.ncbi.nlm.nih.gov/pubmed/34063825
https://doi.org/10.1177/20552076221085810
https://doi.org/10.1177/20552076221085810
http://www.ncbi.nlm.nih.gov/pubmed/35340904
https://doi.org/10.1177/10738584221098603
http://www.ncbi.nlm.nih.gov/pubmed/35658666
https://doi.org/10.2307/249008
https://doi.org/10.2196/10240
http://www.ncbi.nlm.nih.gov/pubmed/30552086
https://doi.org/10.2307/30036540
https://www.jmir.org/2025/1/e72184


Edited by Javad Sarvestan; peer-reviewed by Orestis Terzidis, Youyou Tao, Zhijian Lin; submitted 05.Feb.2025; final
revised version received 28.Jul.2025; accepted 29.Jul.2025; published 02.Dec.2025

Please cite as:
Isnard-Bagnis C, Mouchabac S, Lebib R, Bismut H, Geoffroy PA
Acceptability of Health Information Technology by Health Care Professionals: Where We Are Now and How We Can Fill
the Gap
J Med Internet Res 2025;27:e72184
URL: https://www.jmir.org/2025/1/e72184
doi: 10.2196/72184

© Corinne Isnard-Bagnis, Stéphane Mouchabac, Riadh Lebib, Hervé Bismut, Pierre Alexis Geoffroy. Originally published
in the Journal of Medical Internet Research (https://www.jmir.org), 02.Dec.2025. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of
Medical Internet Research (ISSN 1438-8871), is properly cited. The complete bibliographic information, a link to the original
publication on https://www.jmir.org/, as well as this copyright and license information must be included.

JOURNAL OF MEDICAL INTERNET RESEARCH Isnard-Bagnis et al

https://www.jmir.org/2025/1/e72184 J Med Internet Res 2025 | vol. 27 | e72184 | p. 10
(page number not for citation purposes)

https://www.jmir.org/2025/1/e72184
https://doi.org/10.2196/72184
https://www.jmir.org
https://creativecommons.org/licenses/by/4.0/
https://www.jmir.org/
https://www.jmir.org/2025/1/e72184

	Acceptability of Health Information Technology by Health Care Professionals: Where We Are Now and How We Can Fill the Gap
	Introduction
	Challenges for HCPs in the Era of the Digitization of Care
	Internet, Mobile Apps, Telemedicine: New Responsibilities for the “Digital Practitioner”
	EHRs: A Potential Impact on Mental and Physical Load
	Generative AI: A Need for a Balanced Integration in Clinical Environments
	Optimization of the Benefits of Health Digitization: Experience Gained Using EHRs
	Discussion and Perspectives
	Conclusions


