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Abstract

Background: Older patients are at an increased risk of malnutrition due to many factors related to poor clinical outcomes.

Objective: This study aims to develop an assisted diagnosis model using machine learning (ML) for identifying older patients
with malnutrition and providing the focus of individualized treatment.

Methods: We reanalyzed a multicenter, observational cohort study including 2660 older patients. Baseline malnutrition was
defined using the global leadership initiative on malnutrition (GLIM) criteria, and the study population was randomly divided
into a derivation group (2128/2660, 80%) and a validation group (532/2660, 20%). We applied 5 ML algorithms and further
explored the relationship between features and the risk of malnutrition by using the Shapley additive explanations visualization
method.

Results: The proposed ML models were capable to identify older patients with malnutrition. In the external validation cohort,
the top 3 models by the area under the receiver operating characteristic curve were light gradient boosting machine (92.1%),
extreme gradient boosting (91.9%), and the random forest model (91.5%). Additionally, the analysis of the importance of features
revealed that BMI, weight loss, and calf circumference were the strongest predictors to affect GLIM. A BMI of below 21 kg/m2
was associated with a higher risk of GLIM in older people.

Conclusions: We developed ML models for assisting diagnosis of malnutrition based on the GLIM criteria. The cutoff values
of laboratory tests generated by Shapley additive explanations could provide references for the identification of malnutrition.

Trial Registration: Chinese Clinical Trial Registry ChiCTR-EPC-14005253; https://www.chictr.org.cn/showproj.aspx?proj=9542
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Introduction

Epidemiological studies show that the proportion of aging
people is expected to exceed 20% of the world's population by
2050, with 80% living in low- and middle-income countries
[1]. As the second largest economy worldwide, China currently
has the world's largest population with 1.44 billion people,
which accounts for 19% of the global population, and China is
swiftly changing into an aging country [2-4]. Older persons,
usually defined by an age of 65 years or older, are at increased
risk of malnutrition due to many factors. Malnutrition is related
to poor outcomes, for example, increased rates of infections,
length of hospital stay, duration of convalescence after acute
illness, as well as mortality risk [5]. In the case of acute and
chronic illness, nutritional problems are widespread, and a
reduced dietary intake in combination with the effects of the
catabolic disease rapidly leads to malnutrition [6]. According
to the subject global assessment, the incidence of malnutrition
among older hospitalized patients in China was higher than that
of nonelderly hospitalized patients, at 32.98% and 22.19%,
respectively [7].

Despite the high incidence and increased risk, a consensus
diagnosis of malnutrition is not reached. One of the most
important reasons is that the multidimensions need to be
incorporated when assessing the nutritional status of inpatients.
The global leadership initiative on malnutrition (GLIM) criteria
advocate a “two-step” approach to diagnosing malnutrition, as
follows: (1) screening the patients for nutrition risk by using
validated nutrition screening tools, such as the nutritional risk
screening 2002 (NRS-2002) and the Mini Nutritional
Assessment–Short Form, and (2) for those who are at risk,
diagnosing malnutrition if one of three phenotypic criteria
(nonvolitional weight loss, low BMI, or reduced muscle mass)
and one of two etiologic criteria (reduced food intake or
assimilation and inflammation or disease burden) are met [8].
Research using large databases can be employed to achieve
refinement of GLIM criteria. Machine learning (ML) is also
introduced as a potential method to support the identification
of the best cut points and combinations of operational criteria
for use in the real world [9]. Previous studies proved the efficacy
and clinical utility of these guidelines in identifying malnutrition
in different diseases [10-13]. However, validation of the value

of the GLIM guidelines in older patients remains insufficient
[14,15]. There has not been a study that has evaluated the role
of ML in validating the use of GLIM criteria in older patients.

Given the above background, this study was performed to
explore the distribution of the core nutritional features in older
patients to establish a decision-assisted system for assessing
malnutrition and providing directions for individual intervention
using ML approaches. Furthermore, we investigated the optimal
cutoff value for important features, which could help aid the
evaluation of nutritional diseases in the elderly.

Methods

Study Design and Population
This study was led by the Geriatric Nutrition Study Group of
the Chinese Society for Parenteral and Enteral Nutrition, Chinese
Medical Association. From June to September 2014, a clinical
nutrition survey was conducted to assess the changes in
nutritional status during hospitalization in 7122 Chinese patients
from 34 large hospitals in 18 cities. The patients enrolled in this
study were from a variety of clinical departments, including
gastroenterology, respiratory medicine, neurology, oncology,
general surgery, thoracic surgery, orthopedics, and geriatrics.
The inclusion criteria were as follows: aged≥18 years; hospital
stay of 7-30 days; no urgent surgery performed before 8 AM
the day following admission; patients had to be conscious,
willing to accept the multiple nutrition assessment, and have
signed written informed consent. The patients belonging to the
following categories were excluded from the examination: those
who were younger than 18 years; with an expected hospital stay
of <7 days or >30 days; unconscious; refused participation in
the nutritional assessment or did not sign the written informed
consent.

Ethics Approval
The study protocol was approved by the Ethics Committee of
Beijing Hospital (PIC approval number: 2014BJYYEC-022-02)
and registered in the Chinese Clinical Trial Registry (No.
ChiCTR-EPC-14005253). This study included only older adults
(>65 years of age; n=2734 people). The flowchart of patients
is shown in Figure 1.

Figure 1. Flow diagram for the global leadership initiative on malnutrition (GLIM) cohort study.
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Diagnosis of Malnutrition Based on the GLIM Criteria
For participants at malnutrition risk (NRS2002≥3 in this study),
at least one phenotypic criterion and one etiologic criterion
should be met to establish the GLIM diagnosis: only if NRS2002
score is ≥3, GLIM score would be calculated. At least 1
phenotypic criterion and 1 etiologic criterion were assigned
GLIM (+); the participants could be diagnosed with
malnutrition; all phenotypic criteria and etiologic criteria were
GLIM (-), and the diagnosis was negative. In addition to the
above, the diagnosis can be “Not Known.” Participants who
could not develop GLIM diagnosis were deleted. Please find
the original scale of NRS2002 and GLIM in Multimedia
Appendix 1.

In this study, the GLIM diagnosis was retrospectively
determined according to the information collected in the study.
A low BMI was diagnosed according to the Asian standards
described in the GLIM criteria, and reference values for severe
malnutrition were defined according to a previous study
conducted among an Asian population [8,16]. Calf
circumference was used to evaluate whether there was a reduced
muscle mass. A value of less than 15% (percentile) according
to a previous study (male<30 cm; female<29.5 cm) was defined
as positive for moderate muscle loss [17]. Other criteria were
derived from the results of NRS2002 (Table 1).

Table 1. Comparison of relevant criteria for nutritional risk screening 2002 (NRS2002) and global leadership initiative on malnutrition (GLIM)a.

ScoresItemsCriteria

Phenotypic

Weight change •• NRS2002=0， GLIM=Not knownNo significant weight change or weight loss >5% in the
last 6 months • NRS2002=1， GLIM（+）

• Weight loss >5% in the last 3 months • NRS2002=2， GLIM（+）
• Weight loss >5% in the last 2 months • NRS2002=3， GLIM（+）
• Weight loss >5% in the last 1 months

Low BMI •• GLIM（+）If ＜70 years, BMI＜18.5 kg/m2
•• GLIM（+）If ＞70 years, BMI＜20 kg/m2

Etiologic

Food intake change •• NRS2002=0， GLIM（-）Normal
•• NRS2002=1， GLIM（-）Food-intake decrease of 25%-50% in 1 week
•• NRS2002=2， GLIM（+）Food-intake decrease of 50%-75% in 1 week

• •Food-intake decrease of >75% in 1 week NRS2002=3， GLIM（+）
•• GLIM（+）Food intake decrease in >2 weeks

• •Any chronic gastrointestinal condition that adversely im-
pacts food assimilation or absorption

GLIM（+）

Disease burden or
inflammation

•• NRS2002=0， GLIM（-）Normal nutritional requirements
•• NRS2002=1，GLIM (+)Hip fractured, chronic cases, in particular with acute

complications: cirrhosis, chronic hemodialysis, diabetes,
and oncology

• NRS2002=2， GLIM（+）
• NRS2002=3， GLIM（+）

• Major abdominal surgery, stroke, severe pneumonia, and
hematologic malignancy

• Head injury, bone marrow transplantation, and intensive
care patients

aOnly if NRS2002 score≥3, GLIM score would be calculated.

Covariates and Outcome
In this study, feature selection was carried out in 2 steps. Firstly,
based on recommendations and a review of literature, we chose
25 variables for the ML models, which included demographics
(ie, gender, age, education, and type of Medicare), medical
history (ie, weight loss, food consumption, gastrointestinal
symptoms, and metabolic demand), physical examination (ie,
subcutaneous fat, muscle consumption, edema, hand grip
strength, BMI, and calf circumference), and laboratory test (ie,
albumin, hemoglobin, white blood cells, lymphocyte count,
total protein, total bilirubin, alanine transaminase, blood urea
nitrogen, creatinine, platelet count, and glucose). According to
the statistical differences between groups and expert opinions,

23 variables, except blood urea nitrogen (P=.65) and Creatinine
(P=.66), were used to construct the prediction model [18,19].

Data Processing
After checking for outliers and errors of data, we applied the
imputation method for completing missing values using
k-nearest neighbors. Each missing feature was imputed using
values from the n nearest neighbors that have a value for the
feature. The feature of the neighbors was averaged uniformly
or weighted by distance to each neighbor. The development
data set was split into training and test sets, with a ratio of 8:2.
A stratified strategy was adopted for consistent outcome class
proportions (normal nutrition vs abnormal nutrition) in the
sub–data sets and data sets. Preprocessing was based on the
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features of the training set to avoid data leakage. Ordinal values
for categorical variables were assigned to represent duration
and converted into categorical values; categorical values were
one-hot encoded. All other quantitative variables were
standardized. After preprocessing, of 2660 patients diagnosed
with malnutrition, 855 (32%) were divided as 684 (80%) into
the training set, and 171 (20%) into the test set, respectively.

Modeling and Interpretation
For training models, we applied 5 widely used ML algorithms
in assisted diagnosis prediction , including logistic regression
[20], tree-based model (light gradient boosting machine
[LightGBM] [21]), random forest (RF) [22], and extreme
gradient boosting (XGBoost) [23], multilayer perceptron [24],
naive Bayes [25], and support vector machine–based methods
[26]. The logistic regression model represents the linear model,
which is a state-of-the-art classification model for a baseline
construction. RF, LightGBM, and XGBoost were representative
ensemble learning models, which do well in dealing with
multiple types of features. RF is a bagging ensemble algorithm
containing multiple decision trees, which uses the voting method
to classify samples and integrate the final voting results
produced by multiple decision trees. XGBoost is an optimized
distributed gradient boosting library designed to be highly
efficient, flexible, and portable. It implements ML algorithms
under the gradient boosting framework. LightGBM is a gradient
boosting framework that uses tree-based learning algorithms.
It uses a gradient-based one-sided sampling algorithm to reduce
the sample dimension and a mutually exclusive feature bundling
algorithm to reduce the feature dimension.

After development, prediction performance was assessed using
the area under the receiver operating characteristic curve
(AUROC), sensitivity, specificity, and accuracy. To enhance
the clinical applicability, we combined the diagnostic prediction

results with clinical feature importance explanations to identify
a patient with malnutrition. In this study, we used Shapley
additive explanation (SHAP) values, to interpret feature
contributions and assess the clinical significance of predictive
models [27,28].

The SHAP value is the measurement of the marginal
contribution of each feature in different combinations (Equation
1).

Where ϕ0 is the average predicted value of all the samples,
known as the base value, ϕj is the SHAP value of the feature,
and M is the total number of features. When ϕj is greater than
zero, this feature improves the predicted value and has a positive
effect. According to the SHAP value, the effect direction and
intensity of each feature can be obtained. Figure 2 shows the
workflow for the establishment and interpretation of the
malnutrition diagnosis tool.

For the ML model interpretation, we used both globally
explainable and locally explainable methods [29]. The global
explanation determines the importance of features by comparing
the magnitude of the model prediction error change before and
after replacing a feature. If the prediction error changes more,
it indicates that the feature is more important. Meanwhile, we
used SHAP values to explore individual-based decision-making
processes in the view of local explanation.

Data preprocessing, model development, and external validation
were performed in Python (version 3.8; Python Software
Foundation). Model algorithms and hyperparameter tuning tools
were based on Python scikit-learn (v0.24.2).

Figure 2. Workflow for the establishment and interpretation of malnutrition diagnosis tool using machine learning methods.

Statistical Analysis
Continuous data were expressed as means (SD) and were
compared using a t test. The normality of continuous data was
tested using a Shapiro-Wilk test. Categorical data were
expressed as n (%) and were compared using a chi-squared test.
All tests were 2-tailed, and P<.05 was considered statistically
significant. Statistical analyses were performed using SPSS
Statistics (version 16; IBM Corp).

Results

Patient Characteristics
The GLIM criteria diagnosed 855 patients with malnutrition.
GLIM diagnosed that malnutrition was significantly associated
with age, BMI, hand grip strength, albumin, total protein,
hemoglobin, lymphocyte count, total bilirubin, alanine
transaminase, and platelet count (Table 2).
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Table 2. Baseline characteristics of the study population (N=2660)

P valueMalnutrition (n=855)Normal (n=1805)OverallCharacteristics

＜.00175.69 (6.85)74.27 (7.19)74.73 (7.11)Age (years), mean (SD)

.62Gender, n (%)

515 (60.2)1069 (59.2)1584 (59.5)Male

340 (39.8)736 (40.8)1076 (40.5)Female, n (%)

.57177 (20.7)391 (21.7)568 (21.4)Type of Medicare, without insurance, n (%)

.52Education, n (%)

616 (72.1)1286 (71.3)1902 (71.5)Primary school

126 (14.7)225 (12.5)351 (13.2)Middle school

113 (13.2)294 (16.3)407 (15.3)College

＜.00120.35 (3.31)24.03 (3.09)22.85 (3.60)BMI (kg/m2), mean (SD)

＜.00120.24 (9.06)23.33 (9.51)22.34 (9.48)Hand grip strength (kg), mean (SD)

＜.00130.41 (4.00)33.53 (3.77)32.52 (4.11)Calf circumference (cm), mean (SD)

＜.00136.17 (5.17)39.13 (4.53)38.18 (4.94)Albumin (g/L), mean (SD)

＜.00163.96 (6.86)66.22 (6.28)65.50 (6.55)Total protein (g/L), mean (SD)

＜.001116.67 (21.66)126.39 (18.55)123.27 (20.11)Hemoglobin (g/L), mean (SD)

.136.90 (3.56)6.70 (2.74)6.77 (3.03)White blood cells (109/L), mean (SD)

＜.0012.72 (5.98)4.13 (7.74)3.67 (7.25)Lymphocyte count (109/L), mean (SD)

.00520.23 (44.24)16.13 (29.52)17.45 (34.98)Total bilirubin (μmol/L), mean (SD)

.0228.92 (52.67)24.71 (38.12)26.06 (43.37)Alanine transaminase (U/L), mean (SD)

＜.001217.20 (92.11)198.16 (70.59)204.28 (78.64)Platelet count (109/L), mean (SD)

.0055.68 (1.96)5.92 (1.98)5.84 (1.98)Glucose (mmol/L) mean (SD)

＜.001602 (70.4)286 (15.8)888 (33.4)Weight loss within 6 months, n (%)

＜.001573 (67.0)555 (30.8)1128 (42.4)Reduced food intake, n (%)

＜.001461 (53.9)416 (23.1)877 (33.0)Gastrointestinal symptoms, n (%)

＜.001519 (60.7)662 (36.7)1181 (44.4)Increased metabolic demand, n (%)

＜.00195 (11.1)91 (5.0)186 (7.0)Edema, n (%)

＜.001513 (60.0)324 (18.0)837 (31.5)Subcutaneous fat loss, n (%)

＜.001484 (56.6)302 (16.7)786 (30.0)Muscle consumption, n (%)

Evaluation of Model Performance
The performance of predictive models was evaluated in terms
of sensitivity, specificity, accuracy, and AUROC. In a 10-fold
cross-validation performed on the training set, the XGBoost

performed best in AUROC (92.5%), and logistic regression had
the worst AUROC and second-worst sensitivity (Table 3). In
the external validation cohort, the top 3 models by AUROC
were the RF model (95.1%), LightGBM (94.7%), and XGBoost
(94.0%), as shown in Table 4 and Figure 3.
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Table 3. Performance metrics for prediction models of 10-fold cross validation on the training set.

SpecificitySensitivityAccuracyAUCa

0.974 (0.923-1.0)0.633 (0.501-0.742)0.743 (0.655-0.806)0.923 (0.907-0.938)RFb

0.962 (0.942-0.982)0.725 (0.669-0.754)0.801 (0.764-0.817)0.92 (0.893-0.941)LGBc

0.961 (0.931-0.982)0.721 (0.656-0.765)0.798 (0.756-0.826)0.925 (0.907-0.94)XGBd

0.882 (0.802-0.924)0.696 (0.635-0.777)0.756 (0.716-0.806)0.879 (0.855-0.905)LRe

0.886 (0.821-0.953)0.663 (0.51-0.775)0.735 (0.639-0.795)0.876 (0.846-0.901)MLPf

0.778 (0.327-0.976)0.561 (0.254-0.895)0.631 (0.486-0.754)0.791 (0.728-0.825)SVMg

0.769 (0.735-0.792)0.796 (0.76-0.825)0.787 (0.77-0.808)0.851 (0.818-0.878)NBh

aAUC: area under characteristic curve.
bRF: random forest.
cLGB: light gradient boosting machine.
dXGB: extreme gradient boosting.
eLR: logistic regression.
fMLP: multilayer perceptron.
gSVM: support vector machine.
hNB: naive Bayes.

Table 4. Performance metrics for prediction models in external test set.

SpecificitySensitivityAccuracyAUCa

1.000.5600.7010.950RFb

0.9710.7730.8360.947LGBc

0.9530.7730.8310.940XGBd

0.9240.6930.7670.905LRe

0.9470.6760.7630.913MLPf

0.9120.6340.7240.863SVMg

0.8070.8140.8120.900NBh

aAUC: area under characteristic curve.
bRF: random forest.
cLGB: light gradient boosting machine.
dXGB: extreme gradient boosting.
eLR: logistic regression.
fMLP: multilayer perceptron.
gSVM: support vector machine.
hNB: naive Bayes.
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Figure 3. (a) Receiver operating characteristic curves of 10-fold cross-validation on the training set; (b) receiver operating characteristic curves in the
test set. AUC: area under characteristic curve; LGB: light gradient boosting machine; LR: logistic regression; MLP: multilayer perceptron; NB: naive
Bayes; RF: random forest; ROC: receiver operating curve; SVM: support vector machine; XGB: extreme gradient boosting.

Identification of Important Risk Factors Contributing
to the Model
To gain a thorough understanding of the general impact of
features, the importance of features included in the XGBoost
was quantified. Features and their subtypes were sorted by the
magnitude of impact.

Categorical predictor variables were presented separately. The
importance of features was sorted by the sum of the mean
absolute value of the SHAP value magnitude over all samples.
SHAP summary plots succinctly display the magnitude,
prevalence, and direction of a feature's effect. As each dot
corresponds to a single sample, the swarm plot avoids conflating
the magnitude and prevalence of the feature effect into a single
number. Therefore, apart from the magnitude of the features'
global importance, it is informative concerning the exact impact
on specific individuals.

Figure 4(a) presents the feature importance as the strongest
predictor to effect GLIM. Of the top 10 important features, there
are 2 body measurement features, 4 laboratory features, and 4
nutrition-related histories. The results revealed that BMI, weight
loss, and calf circumference were associated with a higher risk
of GLIM events. Moreover, Platelet count and total protein also
were important features. Additionally, we found that
Lymphocyte count and Alanine transaminase seemed to be
important features in predicting malnutrition.

Figure 4(b) summarizes the SHAP value plot by combining
feature importance with feature effects. The y-axis is defined
by the feature, and the x-axis is defined by the SHAP value.
The plot describes the features’ overall influence on the model
prediction. Each point in each feature represents an individual
case, with colors ranging from blue (low feature value) to red
(high feature value). The data points further to the right represent
the features that contribute to the higher risk of malnutrition

using GLIM for a given individual case. The data points to the
left represent the features that contribute to the lower risk of
GLIM. The vertical line in the middle represents no change in
risk. We found that the data points (individual cases) with lower
BMI values had a higher risk of GLIM.

Furthermore, the lab tests and BMI were used as the continuous
variable in our prediction model. This study examined the
marginal effect of those features on the predicted outcome of
an ML model using a SHAP dependence plot. As shown in
Figure 5(a), the results showed that the value of BMI over

approximately 21 kg/m2 was associated with a higher risk of
GLIM. Patients had a high risk of GLIM when their platelet

count value was below approximately 280×109/L. As shown in
Figure 5(b), when calf circumference was below 30, it increases
the risk of GLIM. Moreover, hemoglobin below 100 increases
the risk of GLIM.

At the same time, we use the explainable method of ML to
explain the constructed ML model. As shown in Figure 6,
compared with previous studies, our method can not only
propose diagnostic cutoff values for characteristic populations,
but also interpret individual individuals, enabling medical
workers to know in detail what each characteristic of a patient
represents. As shown in Figure 6a, this is an individual
diagnosed as malnourished by the machine model, and through
the machine learning explainable method, we can clearly see
that although his BMI is within the normal range, the
characteristics of weight loss, calf circumference and age reflect
that her nutritional status is not in a normal state, especially
weight loss has a huge negative impact. At the same time, we
can also provide health warnings for individuals identified as
nutritionally healthy, as shown in Figure 6b, although the patient
was diagnosed as nutritionally healthy by the machine learning
model, her gastrointestinal symptoms and changes in eating
habits have begun to increase her risk of malnutrition.
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Figure 4. Model interpretation and visualization for (a) the relationship between features and global leadership initiative on malnutrition (GLIM) and
(b) feature importance. SGA: small for gestational age; Sgafood: SGA-reduced food intake; SgaSubcuFat: SGA-subcutaneous fat; SHAP: Shapley
additive explanations.

Figure 5. The Shapley additive explanations (SHAP) independence plot of body measurement features for (a) BMI, (b) calf circumference, and
laboratory features for (c) hemoglobin, (d) lymphocyte count, (e) albumin, and (f) platelet count.

Figure 6. Local explanation for individual diagnostic interpretation: (a) features of patient with malnutrition and (b) features of an individual with
normal nutrition. SGA: small for gestational age; SgaMuscleConsum: SGA-reduced muscle mass; SgaSubcuFat: SGA-reduced subcutaneous fat.
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Discussion

Principal Findings
In this study, GLIM was retrospectively used to evaluate the
nutritional status of older inpatients, and an assisted diagnosis
model of malnutrition with a quite high performance was
established by the ML algorithm. Using ML, we validated and
visualized a tool that incorporated medical history and laboratory
tests for identifying malnutrition in older inpatients based on
the GLIM criteria. Through the SHAP value, we identified the
most important features and their recommended cutoff values
in evaluating malnutrition in older people. We also interpreted
and visualized the model in individuals. Our model provided
insights to the diagnosis of malnutrition and possesses the
characteristic of high interpretability.

To the best of our knowledge, this is the first study using ML
to validate nutritional status in older patients. The etiology of
malnutrition in older individuals is multifactorial and consists
of physiological, social, and economic parameters, often
different from the young. Thus, it is important to develop a
practical malnutrition tool and optimal cutoff values targeted
to older people. The AUROC of the ML model achieved 0.921,
which is comparable to findings by previous studies performed
in different populations [17,18,30]. This could help clinicians
acquire fast malnutrition diagnosis and implement interventions.
According to the visualization of the model, the most important
features are among phenotypic criteria in GLIM, that is, weight
change, low BMI, and muscle mass. Furthermore, through the
interpretation of individuals, we could also provide the extent
to which individual risk factors influence diagnostic outcomes.
This would allow doctors to know the focus of treatment more
precisely. Compared with previous tools, our model could
provide more individualized information to direct clinical
intervention [17].

According to the analysis of the dependence plot, we could
observe the cutoff values of the features with a higher risk of
malnutrition. The cutoff point of BMI was approximately 21,
which suggests that when BMI of older Chinese people is below

21 kg/m2, they are exposed to a higher risk for malnutrition.
This coincides with the result from the current national BMI
data set [19]. The results also provided helpful laboratory test
information for identifying the risk of malnutrition. Based on
the visualization for feature importance, albumin, platelet count,
lymphocyte count, and hemoglobin were the top 4 laboratory
tests.

Limitations
This study has some limitations. First, the GLIM diagnosis was
retrospectively determined. Although the original study collected
a wide range of nutritional factors, more information was needed
for accurate diagnosis and grading. In this study,
GLIM-recommended muscle measurements such as dual-energy
absorptiometry or bioelectrical impedance are not available;
calf circumference was used as an alternative measure. In
addition, we established the GLIM diagnosis based on Asia
BMI thresholds, so the applicability of the model in a non-Asian
population should be reevaluated. Furthermore, the training and
test sets were derived from the same study, which means the
model needs to be validated by prospective research. Lastly,
the data were slightly imbalanced, which means the precision
of the model training was relatively low because of the lower
number of malnutrition cases.

Conclusions
In conclusion, using ML, we could get an accurate and dynamic
diagnosis of malnutrition based on the GLIM criteria. This
model could be used as a decision tool to assist clinicians. The
cutoff values of laboratory tests also provide references for the
identification of malnutrition in Chinese older inpatients. Further
studies are needed to simplify and validate the model in clinical
conditions.

Acknowledgments
This study was supported by the National Natural Science Foundation of China (grant number 72074222) and the CAMS Innovation
Fund for Medical Sciences (CIFMS) (Grant No. 2021-I2M-1-056).

Authors' Contributions
XW and FY equally contributed to the conception and design of the research; WC conducted the study and designed the data
analysis process; JL conducted the machine learning methods and comparison experiment settings. XW and FY contributed to
the interpretation of the data and drafted the manuscript. HC, JW, and MZ collected the data. All authors wrote, revised, and
approved the final manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Supplementary figures.
[DOC File , 153 KB-Multimedia Appendix 1]

References

J Med Internet Res 2023 | vol. 25 | e42435 | p. 9https://www.jmir.org/2023/1/e42435
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v25i1e42435_app1.doc&filename=aee9fe343f20f0f6842b06e2e9348588.doc
https://jmir.org/api/download?alt_name=jmir_v25i1e42435_app1.doc&filename=aee9fe343f20f0f6842b06e2e9348588.doc
http://www.w3.org/Style/XSL
http://www.renderx.com/


1. The Lancet. How to cope with an ageing population. The Lancet 2013 Oct 12;382(9900):1225-1225. [doi:
10.1016/S0140-6736(13)62080-2] [Medline: 24120186]

2. Liu H, Jiao J, Zhu C, Zhu M, Wen X, Jin J, et al. Potential associated factors of functional disability in Chinese older
inpatients: a multicenter cross-sectional study. BMC Geriatr 2020 Sep 03;20(1):319. [doi: 10.1186/s12877-020-01738-x]
[Medline: 32883253]

3. Fang EF, Scheibye-Knudsen M, Jahn HJ, Li J, Ling L, Guo H, et al. A research agenda for aging in China in the 21st
century. Ageing Res Rev 2015 Nov;24(Pt B):197-205 [FREE Full text] [doi: 10.1016/j.arr.2015.08.003] [Medline: 26304837]

4. The Lancet. Ageing and health—an agenda half completed. The Lancet 2015 Oct 17;386(10003):1509. [doi:
10.1016/S0140-6736(15)00521-8] [Medline: 26530601]

5. Agarwal E, Miller M, Yaxley A, Isenring E. Malnutrition in the elderly: a narrative review. Maturitas 2013 Dec;76(4):296-302.
[doi: 10.1016/j.maturitas.2013.07.013] [Medline: 23958435]

6. Morley JE. Anorexia of ageing: a key component in the pathogenesis of both sarcopenia and cachexia. J Cachexia Sarcopenia
Muscle 2017 Aug;8(4):523-526 [FREE Full text] [doi: 10.1002/jcsm.12192] [Medline: 28452130]

7. Zhu M, Wei J, Chen W, Yang X, Cui H, Zhu S, Ad hoc Working Group. Nutritional Risk and Nutritional Status at Admission
and Discharge among Chinese Hospitalized Patients: A Prospective, Nationwide, Multicenter Study. J Am Coll Nutr 2017
Jul;36(5):357-363. [doi: 10.1080/07315724.2017.1304293] [Medline: 28548607]

8. Cederholm T, Jensen GL, Correia MITD, Gonzalez MC, Fukushima R, Higashiguchi T, GLIM Core Leadership Committee,
GLIM Working Group. GLIM criteria for the diagnosis of malnutrition - A consensus report from the global clinical nutrition
community. Clin Nutr 2019 Feb;38(1):1-9. [doi: 10.1016/j.clnu.2018.08.002] [Medline: 30181091]

9. de van der Schueren MAE, Keller H, GLIM Consortium, Cederholm T, Barazzoni R, Compher C, et al. Global Leadership
Initiative on Malnutrition (GLIM): Guidance on validation of the operational criteria for the diagnosis of protein-energy
malnutrition in adults. Clin Nutr 2020 Sep;39(9):2872-2880. [doi: 10.1016/j.clnu.2019.12.022] [Medline: 32563597]

10. Allard JP, Keller H, Gramlich L, Jeejeebhoy KN, Laporte M, Duerksen DR. GLIM criteria has fair sensitivity and specificity
for diagnosing malnutrition when using SGA as comparator. Clin Nutr 2020 Sep;39(9):2771-2777. [doi:
10.1016/j.clnu.2019.12.004] [Medline: 31918864]

11. Karavetian M, Salhab N, Rizk R, Poulia KA. Malnutrition-Inflammation Score VS Phase Angle in the Era of GLIM Criteria:
A Cross-Sectional Study among Hemodialysis Patients in UAE. Nutrients 2019 Nov 14;11(11):2771 [FREE Full text] [doi:
10.3390/nu11112771] [Medline: 31739568]

12. Skeie E, Tangvik RJ, Nymo LS, Harthug S, Lassen K, Viste A. Weight loss and BMI criteria in GLIM's definition of
malnutrition is associated with postoperative complications following abdominal resections - Results from a National
Quality Registry. Clin Nutr 2020 May;39(5):1593-1599 [FREE Full text] [doi: 10.1016/j.clnu.2019.07.003] [Medline:
31375303]

13. Yin L, Lin X, Li N, Zhang M, He X, Liu J, et al. Evaluation of the Global Leadership Initiative on Malnutrition Criteria
Using Different Muscle Mass Indices for Diagnosing Malnutrition and Predicting Survival in Lung Cancer Patients. JPEN
J Parenter Enteral Nutr 2021 Mar;45(3):607-617. [doi: 10.1002/jpen.1873] [Medline: 32386328]

14. Zhang X, Tang M, Zhang Q, Zhang K, Guo Z, Xu H, et al. The GLIM criteria as an effective tool for nutrition assessment
and survival prediction in older adult cancer patients. Clin Nutr 2021 Mar;40(3):1224-1232. [doi: 10.1016/j.clnu.2020.08.004]
[Medline: 32826109]

15. Huang D, Yu D, Song H, Wang W, Luo X, Wu G, et al. The relationship between the GLIM-defined malnutrition, body
composition and functional parameters, and clinical outcomes in elderly patients undergoing radical gastrectomy for gastric
cancer. Eur J Surg Oncol 2021 Sep;47(9):2323-2331. [doi: 10.1016/j.ejso.2021.02.032] [Medline: 33712345]

16. Maeda K, Ishida Y, Nonogaki T, Mori N. Reference body mass index values and the prevalence of malnutrition according
to the Global Leadership Initiative on Malnutrition criteria. Clin Nutr 2020 Jan;39(1):180-184 [FREE Full text] [doi:
10.1016/j.clnu.2019.01.011] [Medline: 30712782]

17. Yin L, Lin X, Liu J, Li N, He X, Zhang M, Investigation on Nutrition StatusClinical Outcome of Common Cancers (INSCOC)
Group. Classification Tree-Based Machine Learning to Visualize and Validate a Decision Tool for Identifying Malnutrition
in Cancer Patients. JPEN J Parenter Enteral Nutr 2021 Nov;45(8):1736-1748. [doi: 10.1002/jpen.2070] [Medline: 33415743]

18. Shi H, Yang D, Tang K, Hu C, Li L, Zhang L, et al. Explainable machine learning model for predicting the occurrence of
postoperative malnutrition in children with congenital heart disease. Clin Nutr 2022 Jan;41(1):202-210. [doi:
10.1016/j.clnu.2021.11.006] [Medline: 34906845]

19. Wang Y, Jiang H, Zhu M, Deng H, Wang L, Wang X, et al. Establishing a new body mass index cutoff value for malnutrition
diagnosis using the Global Leadership Initiative on Malnutrition (GLIM) tool in Chinese older adults. JPEN J Parenter
Enteral Nutr 2022 Jul;46(5):1071-1079. [doi: 10.1002/jpen.2296] [Medline: 34716718]

20. Stoltzfus JC. Logistic regression: a brief primer. Acad Emerg Med 2011 Oct;18(10):1099-1104 [FREE Full text] [doi:
10.1111/j.1553-2712.2011.01185.x] [Medline: 21996075]

21. Ke GL, Meng Q, Finley T. LightGBM: A Highly Efficient Gradient Boosting Decision Tree. 2017 Presented at: Proceedings
of the 31st International Conference on Neural Information Processing Systems; December 4-9, 2017; Long Beach, USA.

22. Breiman L. Random forests. In: Encyclopedia of Machine Learning and Data Mining. Boston, USA: Springer; 2017:1054.

J Med Internet Res 2023 | vol. 25 | e42435 | p. 10https://www.jmir.org/2023/1/e42435
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/S0140-6736(13)62080-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24120186&dopt=Abstract
http://dx.doi.org/10.1186/s12877-020-01738-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32883253&dopt=Abstract
https://europepmc.org/abstract/MED/26304837
http://dx.doi.org/10.1016/j.arr.2015.08.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26304837&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(15)00521-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26530601&dopt=Abstract
http://dx.doi.org/10.1016/j.maturitas.2013.07.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23958435&dopt=Abstract
https://europepmc.org/abstract/MED/28452130
http://dx.doi.org/10.1002/jcsm.12192
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28452130&dopt=Abstract
http://dx.doi.org/10.1080/07315724.2017.1304293
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28548607&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2018.08.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30181091&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2019.12.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32563597&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2019.12.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31918864&dopt=Abstract
https://www.mdpi.com/resolver?pii=nu11112771
http://dx.doi.org/10.3390/nu11112771
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31739568&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0261-5614(19)30285-7
http://dx.doi.org/10.1016/j.clnu.2019.07.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31375303&dopt=Abstract
http://dx.doi.org/10.1002/jpen.1873
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32386328&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2020.08.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32826109&dopt=Abstract
http://dx.doi.org/10.1016/j.ejso.2021.02.032
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33712345&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0261-5614(19)30029-9
http://dx.doi.org/10.1016/j.clnu.2019.01.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30712782&dopt=Abstract
http://dx.doi.org/10.1002/jpen.2070
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33415743&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2021.11.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34906845&dopt=Abstract
http://dx.doi.org/10.1002/jpen.2296
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34716718&dopt=Abstract
https://onlinelibrary.wiley.com/doi/10.1111/j.1553-2712.2011.01185.x
http://dx.doi.org/10.1111/j.1553-2712.2011.01185.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21996075&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


23. Chen T, Guestrin C, Assoc CM. XGBoost: A Scalable Tree Boosting System. 2016 Presented at: Proceedings of the 22nd
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining; August 13-17, 2016; San Jose,
California, USA. [doi: 10.1145/2939672.2939785]

24. Seidel P, Seidel A, Herbarth O. Multilayer perceptron tumour diagnosis based on chromatography analysis of urinary
nucleosides. Neural Netw 2007 Jul;20(5):646-651. [doi: 10.1016/j.neunet.2006.12.004] [Medline: 17275256]

25. Zhang H. Exploring conditions for the optimality of nave bayes. Int. J. Patt. Recogn. Artif. Intell 2011 Nov 21;19(02):183-198.
[doi: 10.1142/S0218001405003983]

26. Warmuth MK, Liao J, Raetsch G, Mathieson M, Putta S, Lemmen C. Active Learning with Support Vector Machines in
the Drug Discovery Process. ChemInform 2003 Jun 03;34(22):667-673. [doi: 10.1002/chin.200322232]

27. Lundberg SM, Lee SI. A Unified Approach to Interpreting Model Predictions. 2017 Presented at: Proceedings of the 31st
International Conference on Neural Information Processing Systems; December 4-9, 2017; Long Beach, US.

28. Loh HW, Ooi CP, Seoni S, Barua PD, Molinari F, Acharya UR. Application of explainable artificial intelligence for
healthcare: A systematic review of the last decade (2011-2022). Comput Methods Programs Biomed 2022 Nov;226:107161.
[doi: 10.1016/j.cmpb.2022.107161] [Medline: 36228495]

29. Gunning D, Stefik M, Choi J, Miller T, Stumpf S, Yang G. XAI-Explainable artificial intelligence. Sci Robot 2019 Dec
18;4(37):eaay7120. [doi: 10.1126/scirobotics.aay7120] [Medline: 33137719]

30. Yin L, Song C, Cui J, Lin X, Li N, Fan Y, Investigation on Nutrition StatusClinical Outcome of Common Cancers (INSCOC)
Group. A fusion decision system to identify and grade malnutrition in cancer patients: Machine learning reveals feasible
workflow from representative real-world data. Clin Nutr 2021 Aug;40(8):4958-4970. [doi: 10.1016/j.clnu.2021.06.028]
[Medline: 34358843]

Abbreviations
AUROC: area under the receiver operating characteristic curve
GLIM: global leadership initiative on malnutrition
LightGBM: light gradient boosting machine
ML: machine learning
NRS-2002: nutritional risk screening 2002
RF: random forest
SHAP: Shapley additive explanations
XGBoost: extreme gradient boosting

Edited by G Eysenbach, A Mavragani; submitted 04.09.22; peer-reviewed by H Ellethy, J Zheng; comments to author 18.10.22; revised
version received 05.12.22; accepted 10.01.23; published 14.03.23

Please cite as:
Wang X, Yang F, Zhu M, Cui H, Wei J, Li J, Chen W
Development and Assessment of Assisted Diagnosis Models Using Machine Learning for Identifying Elderly Patients With Malnutrition:
Cohort Study
J Med Internet Res 2023;25:e42435
URL: https://www.jmir.org/2023/1/e42435
doi: 10.2196/42435
PMID:

©Xue Wang, Fengchun Yang, Mingwei Zhu, Hongyuan Cui, Junmin Wei, Jiao Li, Wei Chen. Originally published in the Journal
of Medical Internet Research (https://www.jmir.org), 14.03.2023. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2023 | vol. 25 | e42435 | p. 11https://www.jmir.org/2023/1/e42435
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1145/2939672.2939785
http://dx.doi.org/10.1016/j.neunet.2006.12.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17275256&dopt=Abstract
http://dx.doi.org/10.1142/S0218001405003983
http://dx.doi.org/10.1002/chin.200322232
http://dx.doi.org/10.1016/j.cmpb.2022.107161
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36228495&dopt=Abstract
http://dx.doi.org/10.1126/scirobotics.aay7120
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33137719&dopt=Abstract
http://dx.doi.org/10.1016/j.clnu.2021.06.028
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34358843&dopt=Abstract
https://www.jmir.org/2023/1/e42435
http://dx.doi.org/10.2196/42435
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

